(J BEILSTEIN JOURNAL OF NANOTECHNOLOGY

Properties and
applications of magnetic
nanoparticles

Edited by Ulf Wiedwald and Paul Ziemann

Generated on 08 February 2026, 08:34



Imprint

Beilstein Journal of Nanotechnology
www.bjnano.org

ISSN 2190-4286

Email: journals-support@beilstein-institut.de

The Beilstein Journal of Nanotechnology is
published by the Beilstein-Institut zur Férderung
der Chemischen Wissenschaften.

Beilstein-Institut zur Férderung der
Chemischen Wissenschaften
Trakehner Stral3e 7-9

60487 Frankfurt am Main
Germany

www.beilstein-institut.de

The copyright to this document as a whole,
which is published in the Beilstein Journal of
Nanotechnology, is held by the Beilstein-Institut
zur Forderung der Chemischen Wissenschaften.
The copyright to the individual articles in this
document is held by the respective authors,
subject to a Creative Commons Attribution
license.



Beilstein Journal
of Nanotechnology

Preparation, properties and applications

Editorial

Address:
Institut flr Festkorperphysik, Universitat Ulm, 89069 Ulm, Germany

Email:
UIf Wiedwald" - ulf.wiedwald@uni-ulm.de; Paul Ziemann” -
paul.ziemann@uni-ulm.de

* Corresponding author

Though studies on small particles of various materials go way
back before Nanoscience was emerging, this new interdiscipli-
nary branch of science not only re-termed them into nanoparti-
cles (NPs), but also lead to a dramatically enhanced interest in
this type of nanoscaled material with an often given though
arbitrary upper diameter limit of 100 nm [1]. As a natural
consequence of this worldwide growing interest, the toolbox for
preparing NPs has been amazingly broadened including now
both, physics and chemistry related approaches. Furthermore,
the meanwhile widely accepted distinction between top down
and bottom up preparational methods can be applied to the
fabrication of NPs as well. Examples for top down approaches
are sculpting NPs out of a previously deposited thin film by e.g.
Focused Ion Beam techniques [2] or evaporating/sputtering/
laser ablating the desired material through nanomasks as e.g.
provided by close packed or etched colloidal particles [3,4].
These methods can be applied even if one aims at spherical NPs
by subsequent heating resulting in a surface minimizing dewet-
ting process on top of an appropriately chosen substrate [5].

Bottom up approaches mainly can be divided into gas phase
condensation [2] or various wet chemical routes [1]. Besides

scientific curiosity, the motivation behind all these prepara-

of magnetic nanoparticles

UIf Wiedwald” and Paul Ziemann®

Beilstein J. Nanotechnol. 2010, 1, 21-23.
doi:10.3762/bjnano.1.4

Received: 12 November 2010
Accepted: 19 November 2010
Published: 22 November 2010

Guest Editors: U. Wiedwald and P. Ziemann

© 2010 Wiedwald and Ziemann; licensee Beilstein-Institut.
License and terms: see end of document.

tional efforts is certainly to obtain NPs optimized for specific
applications. However, as often when surprising new properties
are observed for materials, theoretical description and under-
standing demand for a high reproducibility of the experimental
results and, thus, for an optimized sample quality allowing to
address specific theoretical questions by corresponding experi-
ments. Such a development can clearly be observed for all types
of NPs as well. Indeed, the mere preparation of NPs with broad
distributions of size, shape and composition is no longer suffi-
cient. This trend will be briefly demonstrated for a well defined
subclass of NPs, the magnetic NPs, which are in the focus of the
present Thematic Series entitled “Preparation, properties and

applications of magnetic nanoparticles”.

While the most notable feature of magnetic NPs, their super-
paramagnetic behavior, has already been reported by Neel as
early as 1949 [6], this phenomenon remained rather unnoticed
by the broader physics community. Due to the rapid develop-
ment of information technology, however, with its ever growing
demand for higher storage densities, miniaturization of
magnetic bits became an important issue. Thus, roughly since
the mid nineties, when the corresponding road map of storage

density opened the horizon towards the magic Tbits/inch? goal,
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the idea of using densely packed magnetic NPs for that purpose
immediately brought back and spread the awareness of their
related superparamagnetic behavior. Trivially, data storage at
ambient temperature over a time scale of typically a decade is
not at all compatible with superparamagnetism.

A natural way out of this problem is to look for materials ex-
hibiting an as high as possible magnetocrystalline anisotropy
which suppresses fluctuations of the effective magnetic moment
of the NPs [7]. For binary alloys like FePt or CoPt, which are
well known for their high anisotropies, this approach should
allow enhancing the related blocking temperatures significantly
above ambient even for corresponding NPs with diameters of
3 nm if the particle anisotropy keeps its bulk value. In practice,
however, that is exactly the problem: For NPs significantly
smaller anisotropies or, closely related to that, smaller coercive
fields are generally found shifting their tolerable size for data
storage up to approximately 7 nm. Though coupling of NPs to
an antiferromagnetic support layer via exchange bias may offer
an alternative remedy of the problem [8], a thorough under-
standing of the reduced magnetocrystalline anisotropy in
nanoparticles is still missing. The route to such an under-
standing is, however, tedious and requires highest possible
particle quality. It turns out that the application of magnetic NPs
for data storage indeed implies the most stringent conditions
like narrow distributions of particle size and, in case of alloys,
of chemical composition as well as stability. Furthermore, in
order to write and read the information into and from a NP, its
position has to be accurately defined. This demands highly
ordered arrays of the NPs, in the ideal case two-dimensionally
periodic arrangements. To this end, highly reliable and repro-
ducible self-organizing processes are sought allowing a high

throughput at a tolerable price.

Preparation, however, has to be accompanied by a strict quality
control including the particles’ arrangement, their shape and
structure as well as their magnetic properties. While corres-
ponding characterization tools are available to extract averaged
information on a particle array supported on top of a suitable
substrate, direct measurements on single particles are either
often hampered by a relative small statistical significance like in
case of High Resolution Transmission Electron Microscopy
(HR-TEM) and Spin Polarized Scanning Tunneling Microscopy
(SP-STM) or the necessary lateral resolution is only on the
verge of being approached as in case of synchrotron-based
microscopy methods like Photoemission Electron Microscopy
with element-specific magnetic contrast (X-PEEM) [9]. Thus, at
the moment one mostly has to rely on ensemble averages and,
consequently, this again poses strong requirements on prepar-
ation with respect to narrow distributions whenever size depen-

dent properties play a role. This close interrelation between
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preparation, properties and control is certainly emphasized in
the present thematic series reflecting also the fact that the field

of magnetic NPs is maturing.

Finally, this series addresses applications of magnetic NPs.
Besides the obvious and most demanding one related to
magnetic data storage, the use of such particles in the much
broader field of sensor technology is described including espe-

cially medical diagnostics.

We hope that the selection of review articles as well as full
research papers we have chosen is found consistent and useful
by the readers interested in that topic and we would like to

thank all colleagues for their valuable contributions.
Ulf Wiedwald and Paul Ziemann
Ulm, November 2010
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Abstract

Monatomic (Fe, Co) and bimetallic (FePt and CoPt) nanoparticles were prepared by exploiting the self-organization of precursor
loaded reverse micelles. Achievements and limitations of the preparation approach are critically discussed. We show that self-
assembled metallic nanoparticles can be prepared with diameters d = 2—12 nm and interparticle distances D = 20—140 nm on
various substrates. Structural, electronic and magnetic properties of the particle arrays were characterized by several techniques to
give a comprehensive view of the high quality of the method. For Co nanoparticles, it is demonstrated that magnetostatic interac-
tions can be neglected for distances which are at least 6 times larger than the particle diameter. Focus is placed on FePt alloy
nanoparticles which show a huge magnetic anisotropy in the L1 phase, however, this is still less by a factor of 3-4 when compared
to the anisotropy of the bulk counterpart. A similar observation was also found for CoPt nanoparticles (NPs). These results are
related to imperfect crystal structures as revealed by HRTEM as well as to compositional distributions of the prepared particles.
Interestingly, the results demonstrate that the averaged effective magnetic anisotropy of FePt nanoparticles does not strongly
depend on size. Consequently, magnetization stability should scale linearly with the volume of the NPs and give rise to a critical
value for stability at ambient temperature. Indeed, for diameters above 6 nm such stability is observed for the current FePt and CoPt

NPs. Finally, the long-term conservation of nanoparticles by Au photoseeding is presented.

Introduction

Magnetic nanoparticles have been the focus of research for over  in the field of data storage (first magnetic tapes and later hard
60 years [1,2]. These investigations were prompted by both, disk drives) [5,6]. Other important current applications include
fundamental aspects of the magnetism of small particles and their use in the medical field [7], e.g., in hyperthermia [8],

clusters [3,4], and an increasing interest by industry, especially ~ contrast enhancing in magnetic resonance imaging [9,10] or the
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use as cell markers [9] which in-turn can be read out by highly-
sensitive devices like TMR-sensors [11]. Moreover, magnetic
NPs are thought to improve a variety of catalytic reactions
[12,13]. Note that in this case the magnetic properties are in the
background, rather fine tuning electronic properties of metallic
surfaces is in the principle focus directed towards the catalytic
activity of the NPs [14].

Various methods have been used to prepare magnetic NPs with
diameters of 1-30 nm. Possibly the simplest approach is ball
milling of the corresponding bulk materials. This mostly yields
a rather broad size distribution, which, in turn, often hinders the
study of size-dependent properties [15]. A better defined phys-
ical approach is inert-gas condensation where NPs are formed
by sputtering atoms from a specific target which then agglom-
erate into clusters in a continuous gas flow before landing on a
support [16,17]. This method has the advantage of full
processing under vacuum conditions and, moreover, monodis-
perse NPs can be prepared by size selection during flight
[18,19]. One general drawback is the random deposition of NPs
on the substrate. When properties of individual NPs are of
interest, then only low coverage of NPs is necessary before
agglomerates are formed on the support. Note that by landing
on a polymer matrix [20] or alternatively, on a biotemplate [21]
it is possible to avoid the latter drawback to some extent.

The impressive progress in organometallic chemistry, however,
has revolutionized the field of small particles for more than a
decade [22,23]. Surfactant-mediated growth [24] of NPs with
narrow size distributions from metal precursors in solution
opened the field of self-assembly, which allows the formation
of large-scale ordered arrays of NPs on a support [25-27]. Over
the years this method has been optimized by many groups to
prepare NPs with tunable diameters, small size distributions
with small nm interparticle spacings and additionally, the flexi-
bility to produce monatomic [28] as well as bimetallic NPs
[24,29,30]. However, due to the preparation technique the NPs
are covered by surfactants which may alter the magnetic prop-
erties of NPs [31].

Common to all the mentioned approaches is that oxides are
formed when the NPs are exposed to ambient conditions. Thus,
much effort has been spent on the removal of organic cover
layers leading to naked particles on a support and subsequent
reduction of NPs to yield, ultimately, purely metallic species
[32,33]. It was shown that subsequent processing by oxygen
and hydrogen plasmas is the key to obtain individual metallic
particles [34]. On the other hand, embedding the NPs in an anti-
ferromagnetic matrix may lead to modified magnetic properties
due to exchange bias giving rise to thermal stability at ambient

temperature with NPs having intrinsically low anisotropies [35].
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Parallel to the so-called colloidal approach where NPs are
formed within a liquid, the preparation of precursor loaded
reverse micelles has been developed [36,37]. Here, precursor
filled diblock-co-polymers are used to form hexagonally
ordered arrays on different substrates by dip-coating [38]. In a
second step, NPs are formed on the substrates by exposure to
oxygen plasma which etches the polymers and simultaneously
forms metal-oxide NPs [39]. On subsequent hydrogen plasma
treatment the formed NPs can be converted into their metallic
state. This approach succeeded in the preparation of monatomic
Au [40], Pt [41], Fe, Co NPs as well as bimetallic NPs such as
FePt, CoPt [42] (and this present contribution) to mention only
a few. Unlike all other preparation methods, the micelle ap-
proach leads to supported NPs with significantly larger interpar-
ticle distances (D > 20 nm) which is especially appealing for
two reasons: (i) the magnetostatic interaction of NPs is very
small and consequently, individual magnetic properties can by
extracted, and (ii) the larger distance between NPs allows their
annealing as opposed to colloidal NPs where extended heat
treatment leads to agglomeration [43]. This aspect is especially
useful for systems which undergo a phase transition and thereby
improves their magnetic properties such as in the cases of FePt
or CoPt NPs which are of technological interest due to their
high magnetocrystalline anisotropy in the L1 phase. However,
it has mostly been observed that the as-prepared particles ex-
hibit the chemically disordered A1l (fcc) phase, while annealing
at typically 600-700 °C the NPs are partially transformed into
the chemically ordered L1 phase [23].

Besides the large interparticle distance, the preparation route
presented in this contribution allows the systematic variation of
particle diameters with narrow size distributions [44]. Thus,
possible size-effects [45], e. g., of the effective magnetic
anisotropy, can be investigated. In the literature, the achieved
hard magnetic properties of FePt NPs and thin films after
annealing vary widely [46], since the structure [47], chemical
composition [48,49] and the degree of chemical order [50] have
to be optimized. Ideally, each particle should be single-crys-
talline at equiatomic composition and perfectly L1, ordered.
Meeting these three premises, however, is difficult.

One remarkable concept is the salt-annealing technique [51] in
which colloidal particles are dispersed at low concentration in a
salt matrix which allows high-temperature annealing without
NP coalescence. After removal of the salt matrix and recovery
of NPs applying surfactants as spacers, the particles show size-
dependent degrees of chemical order, coercive fields, saturation
magnetizations, and Curie temperatures. Technologically
important is the report of the last noted group, that after
annealing of FePt NPs as small as 4 nm, ferromagnetic behav-

ior is observed even at ambient temperature corresponding to
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magnetic anisotropies close to those of the bulk material [52].
To the best of our knowledge, this result has, so far, not been
reproduced by other groups. In contrast, most reports find
reduced anisotropies in L1 ordered NPs compared to their bulk
counterpart [53], which mostly is ascribed to surface effects or
defects and twins in the NP structure [47]. Consequently, a
systematic investigation of possible size-dependent properties
of FePt NPs is highly desirable and may lead to further insights
on the ordering process. Such an investigation requires,
however, a reproducible route towards ensembles of FePt NPs
with as narrow as possible diameter distributions. The presently
introduced micellar route, which offers control of both particle
size and interparticle distance, fulfills this requirement to a
considerable extent.

Results and Discussion

In this article we address the preparation of magnetic NPs by
precursor loaded reverse micelles on different supports
(section 1). The formation of metallic NPs by means of plasma
etching was investigated in more detail by X-ray photoelectron
spectroscopy as described in section 2. Moreover, the structure
of FePt alloy NPs was determined by high resolution
transmission electron microscopy and their tendency for Pt
segregation in the metallic state by annealing as well as their
stability in ambient conditions are discussed. Section 3 focuses
on the magnetic properties of Co, CoPt and FePt NPs. We show
that magnetostatic interactions can be neglected for micelle-
based NPs, which is used in a step where the effective
anisotropy Kefr of FePt and CoPt is determined by simple
Stoner—Wohlfarth approach using a bimodal distribution of Kgf.
Finally in section 4, the first results on Au photoseeding of Co

NPs are presented.

1. Preparation of supported nanoparticles

1.1 General preparation route based on micelles

As already mentioned in the introduction, a vast variety of
preparation approaches have been developed and more or less
successfully tested for their application to fabricate ferromag-
netic metal NPs. Success, in this context, may not be an appro-
priate term, since it critically hinges on the specific require-
ments on the NPs, which, in turn, depend on the particular
application. For example, magnetic data storage using NPs
demands non-interacting particles which immediately translates
into a lower limit of the interparticle distances. Furthermore,
retrieving the stored information requires well-defined spatial
particle arrangements, for example periodic NP arrays. Yet
another application driven requirement might be to keep the
variance of magnetic properties within a given particle
ensemble within a pre-defined narrow range. This again can be
translated into corresponding requirements on size and shape as

well as the chemical composition of the magnetic NPs.

Beilstein J. Nanotechnol. 2010, 1, 24-47.

Thus, before giving a success judgment of the following prepar-
ation route based on the self-organization of micelles, the

various desired criteria for magnetic particles are listed below:

» Homogeneously shaped NPs (e. g., spheres)

» Narrow size distributions (throughout this article, size
will be expressed by an average diameter)

* Spatially ordered arrays of NPs, in the ideal case a
2-dimensional periodic lattice of NPs.

In addition to these NP related requirements, any fabrication
process should offer high versatility with respect to the desired
species of NPs such as various elemental or alloyed systems as
well as control of pre-defined NP size and interparticle distance.
Finally, since in the following NPs are addressed which are
exclusively supported on a substrate, the preparation process
should be applicable to supports with different chemical prop-
erties.

The basic idea of how to approach all those aims given above
may be addressed as “carrier-principle”: A macromolecular
carrier is sought which can be prepared in a liquid solvent and
which exhibits a genuine tendency towards self-organization
into an ordered array on top of a given substrate. In the case of
spherical carriers that tend to close packing, after evaporation of
the solvent a supported hexagonal arrangement may be
expected. In addition, the carrier has to provide a loading mech-
anism to allow the chemically bonded precursor material to
penetrate its interior. With those two prerequisites in mind, a
suitable precursor for the planned species of NPs is loaded into
the carriers during their formation or presence in the solution
and, subsequently, is transported by them to the ordered posi-
tions defined by the self-organization of the carrier. In the next,
most delicate step of the fabrication procedure, the organic
carriers are completely removed by a plasma process and,
simultaneously, the loaded precursor material is transformed
into NPs of the desired material whilst conserving their original
carrier position. In this way, the order of the self-organized
carrier array is mapped onto the finally obtained spatial arrange-
ment of the NPs. This basic idea of preparation and the different
steps involved are summarized in the schematics shown in

Scheme 1.

The first experimental realization of the above approach was
demonstrated by the preparation of hexagonally ordered arrays
of Au NPs [54]. In this case inverse spherical micelles formed
from diblock-co-polymers in anhydrous toluene were used as
carriers. It was shown that polystyrene-block-poly(2-vinylpyri-
dine) (PS-b-P2VP) or polystyrene-block-poly(4-vinylpyridine)
(PS-6-P4AVP) diblock-co-polymers with the hydrophilic P2VP
block formed the core of the micelles in the apolar solvent and
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Scheme 1: Preparation of NPs by a reverse micelle technique. PS-b-
P2VP or PS-b-P4VP is dispersed in anhydrous toluene. After adding a
metal precursor salt and continuous stirring for about one week,
reverse micelles are homogeneously loaded with the precursor ma-
terial. By dip coating a hexagonal arrangement of loaded micelles can
be obtained. This micelle monolayer is exposed successively to
oxygen and hydrogen plasmas for (i) removal of the polymer and
particle nucleation and (ii) the reduction of the metal oxide particles,
respectively.

the hydrophobic PS block the surrounding shell. Loading of
precursor material is selectively provided by the pyridine
groups of the core. This micellar approach has been continu-
ously improved over recent years [55,56] and is the focus of the
present contribution. It is worth noting, however, that in the
interim the carrier principle has also been transferred to spher-
ical colloidal polystyrene (PS) particles which can be loaded
with various metal precursors by emulsion and miniemulsion
methods [57,58].

1.2 Polymers and precursors

In the following we will concentrate exclusively on the fabrica-
tion of ordered arrays of magnetic NPs based on the self-organi-
zation of precursor-loaded micelles. Application of this ap-
proach to obtain magnetic NPs has been previously reported
[34]. Continuous optimization and simplification of the process,
however, including replacement of the ‘home-made’ [54]
co-polymers by commercially available ones, suggest it might
be possible to obtain some supplementary information on the
present state-of-the-art. For this purpose, we follow the
sequence of the micellar process steps and start with the
presently used polymer and precursor materials.

Commercially available dib/ock-co-polymers were used exclu-
sively (Polymer Source Inc., Canada) of the type PS(x)-b-
P2VP(y) or PS(x)-b-P4VP(y), where x and y denote the number
of monomers per block and, thus, determine the length of each
block. Due to the hydrophobicity of the PS- and hydrophilicity
of PVP-block, the co-polymers form reverse spherical micelles
in apolar solvents such as the solvent used here, i.e., toluene.

Empirically, however, in order to obtain stable spherical

Beilstein J. Nanotechnol. 2010, 1, 24-47.

micelles, the block length of PS, x, should be significantly
larger than the PVP length y. In practice, when x > 2y, the opti-

mized spherical micelles are obtained.

On the other hand, the parameter y indicates the number of pyri-
dine moieties per co-polymer which serve as binding sites for
the precursor units. In the simplest approximation, the number
of pyridine sites per micelle scales linearly with the volume of
the finally expected NPs. Furthermore, the center-to-center dis-
tance of the spherical micelles should be proportional to (x +y)
which parameterizes the total length of the co-polymer strand.
From all the above, it becomes clear that the final size d of the
NPs is not completely independent of the interparticle distance
D (cf. Figure 1). Assuming D = 2(x +y) and x > 2y, one finds
the estimate y < D/6. If y3 is proportional to the final volume V,
it follows directly that y is proportional to the nanoparticle
diameter d. Thus, an estimate of the correlation of the particle
diameter d and the interparticle distance D may be given by 6d
< D. The validation of this relation is shown in the next section.

Once a suitable diblock-co-polymer has been chosen, the
corresponding solution is prepared by stirring the polymer in
toluene for typically one week at ambient temperature. This
period can be shortened to overnight stirring by increasing the
temperature to 50 °C. In this case, however, the long-time
stability of the micelles appears to be significantly reduced.

Some additional practical caveats may be worth mentioning:

« It appears good practice to re-check the length distribu-
tions of the co-polymers, e.g., by size-exclusion chroma-
tography (SEC) to make sure there is only one domi-
nating peak.

« Iftoluene is used as solvent, care should be taken to keep
it anhydrous.

* Most of the metal precursor salts are sensitive to
humidity and, consequently, exposure to ambient condi-
tions should be avoided or at least minimized.

Despite all of the above, the use of a glove box did not prove
necessary for obtaining optimized NPs.

The other important components for the micellar recipe, besides
the co-polymers forming the carriers, are the various precursor
materials. This issue will be addressed by distinguishing

between elemental and bi-metallic magnetic NPs.

Elemental NPs: Here our focus is on Fe and Co NPs and the
related standard precursors are FeCls, and CoCl,, respectively
(purities 99.99% and 99.999% as given by Alfa Aesar). In all
cases, loading of the micelles is accomplished by adding the

precursor to the micellar solution and stirring for a couple of
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days until no more metal salt residues are visible. Homogenous
loading of micelles is observed up to precursor concentrations
of 0.5 precursor units per P2VP monomer unit. Above this
limit, it was observed that not all of the precursor salt is solved
to the cores of the micelles.

Bimetallic NPs: Here the situation is more complicated, since
besides the right choice of the individual metal precursors and
their amount, the sequence of their addition to the micelle solu-
tion plays a crucial role. For instance, for FePt NPs the
Pt-precursors H,PtClg, PtCly and K[PtCl3C,H4]-H,O (‘Zeise
salt’) were investigated as well as the Fe-precursors FeCl, and
FeCls. It transpired that, on the basis of the criteria of homo-
geneity and completeness of loading the micelles, the combina-
tion of Zeise salt and FeCl3 gave the optimum results. To obtain
optimized FePt NPs, however, the Pt-precursor must be added
first to the micelle solution, stirred until loading is complete and
only then the addition of FeCl; should be started and stirred
continuously until no salt residues are visible. Similarly, for the
preparation of CoPt NPs the precursor sequence, Zeise salt first
followed by CoCl,, gave the best results. Precursor salts were
adjusted to the targeted 1:1 composition of the final NPs
keeping the upper total loading limit of 0.5 precursor units per
P2VP monomer.

1.3 Deposition of loaded micelles onto various
substrates

The magnetic NPs, which are the focus of the present work,
have been deposited onto various, mostly planar, substrates.

Il 5 mm/min 1
B 45 mm/min

Fraction per 5 nm interval

0 50 100 150 200
Interparticle distance D (nm)
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Standard combinations are Co and Fe NPs on Si/SiO, or Pt as
well as FePt on MgO, Si and sapphire. The latter substrates
were single crystalline materials with (001) and (0001) orienta-
tions, respectively, while, in case of Pt, (111)-textured thin
films (50 nm) were used which were obtained by pulsed laser
deposition (PLD) at ambient temperature on MgO(001) or
(100)-oriented films (80 nm) epitaxially grown by PLD on
(001) strontium titanate (SrTiO3) crystals at 400 °C. In all
cases, no special pre-treatment of these substrates was
employed prior to the deposition of the loaded micelles.

The deposition itself was made by dip-coating. For this purpose,
the substrate was immersed into the micelle solution and then
pulled out under ambient conditions in a controlled way at a
fixed velocity. This velocity is a critical parameter as it system-
atically influences the inter-micelle distance on the substrate
[55]. The effect was demonstrated on CoCl,-loaded micelles
(polymer type: PS(1779)-b-P2VP(857)) deposited onto Si/SiO,
substrates by using a variety of dip-coating velocities in the
range 1-90 mm/min. The corresponding results are presented in
Figure 1, where the two top panels show scanning electron
microscopy (SEM) images of identical micelles deposited at
different velocities of (a) 5 mm/min and (b) 45 mm/min, res-
pectively. The corresponding different areal densities of the
micelles are clearly visible. Analyzing the SEM images in more
detail shows the related distributions of the inter-micelle
distances (Figure 1(c)), which can be approximated by Gaussian
distributions (dashed curves). From such distributions the
average distances are determined and plotted against the 374

Interparticle distance D (nm)

05 1.0 1.5 20 25 30 35 40 45 50
) . L 103 )
Dip-coating velocity = (mm/min)

Figure 1: CoCl;, loaded PS(1779)-b-P2VP(857) reverse micelles deposited at different dip-coating velocities; (a) and (b) show the SEM micrographs
at dip-coating velocities of 5 mm/min and 45 mm/min, respectively. The corresponding distributions of the interparticle distance D and Gaussian fits
are shown in (c). Panel (d) shows the interparticle distance as function of the 3™ root of the dip-coating velocity in the range of 1-90 mm/min. The

dashed line is a linear fitting of the five central points.
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root of the dip-coating velocity. Similar to previous results with
Au loaded micelles [55,59], within a relatively broad range of
velocities a linear relationship is obtained in accord with theo-
retical considerations related to the thickness of the liquid
solvent film adhering to the substrate as a function of its
velocity [60,61]. Thus, besides the added block lengths of the
diblock-co-polymer forming the micelles, the dip-coating
velocity adds yet another possibility to fine-tune the final inter-
micelle distance of substrate supported carriers. In the case of
CoCly-loaded PS(1779)-b-P2VP(857) micelles, the interpar-
ticle distance can be tuned to between 80 nm and 140 nm.

In the previous section we derived the relationship between the
final particle diameter and the interparticle distance 6d < D
from the simplest considerations. The closest interparticle dis-
tance observed in Figure 1 is about D = 70 nm while the final
particle after etching (discussed below) is found to be d = 8 nm.
Thus, the ratio D/d = 8.75 confirms our estimate. Similar exper-
iments with shorter polymers (CoCl,-loaded PS(312)-b-
P2VP(71) micelles, not shown) revealed a smallest interparticle
distance of D = 18 nm at a final particle diameter of about 3 nm,
in line with the given estimate of the correlation of interparticle
distance and final particle diameter.

The deposition of arrays of micelles and subsequent NP fabrica-
tion is by no means restricted to planar substrates. This is
demonstrated in Figure 2 where the SEM image shows Co NPs
(average diameter 8 nm), prepared on the triangular pyramid
surfaces of a Si AFM-tip (an overview of the tip shape is shown
in the inset at the lower left of the figure). Even in this case,
laterally quite homogeneous particle arrays could be realized.

B S e
500nm

Figure 2: Co NPs prepared from CoCl,-loaded PS(1779)-b-P2VP(857)
reverse micelles deposited on a Si AFM-tip by dip coating. The SEM
image shows the base of the pyramid where Co particles homoge-
neously cover the root side (top part) as well as the side surfaces of
the pyramid (lower part). The inset shows the AFM tip on the
cantilever.
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Note that the most homogeneous coverage is obtained when the
AFM tip points upwards during the dip-coating process. In
order to enhance the material contrast in SEM investigations,
oxygen plasma is used for particle nucleation and for the
removal of the polymers. This procedure is discussed below in
greater detail.

1.4 Plasma-assisted particle nucleation and reduc-
tion

Once the micellar carriers have self-organized into hexagonally
ordered arrays during the dip-coating process on a substrate like
those presented in Figure 1 (a, b), their role to provide an as
high as possible degree of order is finished. The next decisive
step is the complete removal of the organic carrier material and,
simultaneously, to transfer the precursor into NPs without
losing the previously established hexagonal order. The way to
accomplish this involves exposure of the deposited loaded
micelles to various plasma conditions [32,34]. For this purpose,
a cluster of vacuum recipients consisting of a plasma (base pres-
sure 108 mbar), analysis (base pressure 10719 mbar), film
deposition (base pressure 1078 mbar) and sample storage
chamber (base pressure 1019 mbar) was designed and installed,
all interconnected by transfer systems. Especially, the in situ
transfer from the plasma into the analysis chamber allows an
immediate X-ray photoelectron spectroscopy (XPS) investi-
gation of the prepared NPs giving information on their chem-
ical composition as well as on the presence of residues of the
micelle matrix or on possible contaminations. It is worth noting
that the plasma chamber together with its transfer system can be
hooked up to a high-field end station at beam line PM3 at
BESSY 1I synchrotron facility (Berlin), Germany and the 350
keV ion accelerator at Ulm University allowing full in situ

sample manipulation.

After positioning the micelle containing substrate via a load
lock system within the plasma chamber, an oxygen rf-plasma is
ignited (frequency 13.56 MHz, operating pressure 4-10~2 mbar,
power 50 W resulting in a dc self-bias of =500 V with the
sample holder grounded). Simultaneously, a sample heater is
started bringing the substrate temperature up to 250 °C or 300
°C for small or large micelles, respectively. This heating proved
advantageous for the nucleation and growth process of the
desired NPs. After an exposure time of typically 30 min, the
oxygen plasma and heat treatment were stopped and the plasma
chamber pumped down to its base pressure. Since the oxygen
plasma treatment leads to oxidized NPs, for all magnetic NPs
discussed in the present work an additional hydrogen plasma
step was applied to reduce the particles into the metallic state.
For this purpose, a hydrogen working pressure of 0.1 mbar was
established in the plasma chamber and the plasma ignited.
Again supported by heating the substrate up to 250 °C, the NPs
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were exposed to the hydrogen plasma for typically 20 min.
Immediate transfer and XPS analysis revealed completely
reduced metallic NPs. In the case of subsequent ex situ
magnetic measurements on the NPs, they were coated in situ by
thermal evaporation of SiO until a 10-20 nm thick layer had
formed giving excellent protection against re-oxidation. It
should be noted, however, that the NPs might as well be
brought to ambient conditions to allow, e. g., their SEM charac-
terization. In that case, the analysis is, of course, performed on
oxidized particles, which has to be taken into consideration
when determining their size. The particles, however, can be
completely reduced to their metallic state by submitting them to
the above described hydrogen plasma process. Once this state is
established, all subsequent measurements have to be performed
in situ or, alternatively, a protection layer has to be provided
before exposing the NPs to ambient conditions.

1.5 Preparation summary: Achievements and Limi-
tations

In the preceding subsections details are given on how the
“carrier principle” can be realized to obtain finally ordered
arrays of metallic NPs. Although this preparation route is quite
general, in the present contribution magnetic NPs are exclu-
sively the focus. Accordingly, in Figure 3 examples are
presented for arrays of elemental Fe and Co NPs demonstrating
the high control of the procedure over particle size, interpar-
ticle distance and hexagonal order: The left panels show Fe NPs

CC > 200 nin:
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and the right panels Co NPs. The particles shown in the upper
panels have been prepared from PS(312)-P2VP(71) resulting in
about 3 nm particles whilst for the ca. 8 nm particles in the
lower panels PS(1779)-P2VP(857), reverse micelles were used.
Note, that the SEM images in Figure 3 show NP arrays obtained
directly after the oxygen plasma treatment; consequently fully
oxidized particles are shown. The corresponding interparticle
distances of the NPs differ between the small and large NPs as
can be seen from the different scale bars for the upper and lower
panels, respectively. The sizes and interparticle distances found
are within the general range accessible by the micellar method:

2 nm < particle diameters d < 12 nm
20 nm < interparticle distances D < 140 nm

These parameter ranges hold for alloy particles such as FePt or
CoPt and they represent natural limitations of the approach
mainly related to the limited number of pyridine moieties within
the core of single micelles [62] as well as to a maximum length
of the PS-blocks without losing their spherical shape. SEM
images in Figure 4 clearly reveal a short range hexagonal order
of the nanoparticles for FePt NPs as previously proven [34].
The NP arrays, however, do not exhibit long range hexagonal
ordering. The lower panels in Figure 4 show the corresponding
AFM height distributions of the NP ensembles. NP height and
its distribution were calculated from Gaussian peak fitting of

Figure 3: Fe (left column) and Co (right column) NPs prepared from PS(312)-P2VP(71) (upper panels) and PS(1779)-P2VP(857) (lower panels)

reverse micelles. Note different scale bars.
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Figure 4: SEM micrographs of FePt NPs with 2.6 nm, 4.5 nm, and 9.4 nm diameter (top panels) and their AFM height distributions (lower panels).
Details of the polymers employed and the interparticle spacing can be found in Table 1.

AFM histograms. It has been shown previously that the shape
of the particles can be assumed to be spherical [63]. FePt NPs
were prepared with diameters in the range 2.5-10.5 nm and
narrow size distributions as summarized in Table 1. Besides the
polymer chain length, periodicity of particles, the NP diameter,
the average number of atoms per NP and the average NP com-
position (measured by XPS) are shown. The number of atoms
per particle was calculated from the average diameter and bulk
FePt lattice constant assuming perfect spheres. The integral
composition of all NP batches as determined by XPS show Fe
and Pt content close to the equiatomic composition and well
within a range in which L1j order of FePt is favored in the bulk
(40-55% of Fe). From Table 1 it is striking that identical poly-
mers, i.e., PS(1779)-b-P2VP(695) may form different-sized
hydrophilic cores and consequently, the resulting particle sizes

differ from one another. The effect is ascribed to the prepar-

ation under ambient conditions. Generally, we find larger final
particle diameters during summer when air humidity is higher
when some water may enter the toluene based micelle solution.

Though the nanoparticle preparation via salt-loaded reverse
micelles has been successfully performed on various types of
substrates — dielectric and metallic, single crystalline and amor-
phous — some further restrictions related to their materials
should be mentioned. First of all, to obtain NPs exposure to
oxygen and/or hydrogen plasmas is necessary and the substrates
must be able to withstand this etching procedure. In this
context, among dielectric materials especially, oxides such as
MgO, sapphire, SrTiO3, quartz were found to be suitable, as
well as materials forming thin oxide layers such as Si. Further-
more, adhesion of the NPs is an issue. For the magnetic metal

particles studied here, the following hierarchy of adhesion

Table 1: Number of monomer PS-b-P2VP units, periodicity observed on Si/SiO, after dip coating at an emerging velocity 15 mm/min, diameter of
FePt NPs after nucleation, resulting number of atoms per NP and integral composition of the samples as determined by XPS.

Polymer PS[x]-P2VP]y] Periodicity [nm] Diameter [nm] No. of atoms Composition
266-41 305 2607 570 Fe4sPtso
312-74 26+5 27+0.9 720 Feq7Pts3
266-41 28+6 45+13 3300 Fe44Ptsg
1779-695 48 + 11 58+26 7200 Fe49Pts1
528-177 43 +£10 6.3+14 9200 FesoPtso
1779-695 55+ 12 6.6+ 1.7 10500 Fe4sPtso
1779-695 61+12 94+13 30400 Feq4Ptsg
1779-857 68 + 14 10.5+25 42400 FesgPtsa
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strengths was observed: sapphire < MgO < SiOy (native
Si-oxide). To arrive at this sequence, the force necessary to
move the particles by the tip of an AFM was determined. In all
cases, however, the supported particles could be annealed up to
700 °C without losing their positional order, i.e., no Ostwald
ripening was observed.

A last remark addresses the effect of the hydrogen plasma treat-
ment on NPs with a propensity for hydride formation such as in
case of Co. Though the consequences of CoHy formation on the
corresponding magnetic properties are by no means clear-cut
[64], one nevertheless has to take this into consideration.
Indeed, close inspection of in situ X-ray absorption spectra
(XAS) on Co NPs immediately after reduction in a hydrogen
plasma revealed a significant shoulder 2 eV above the Co-L3 »
absorption maxima caused by hydrogen uptake. In this particu-
lar case, however, the hydrogen could be expelled by annealing
at 650 °C for 5 min [65], and led to complete disappearance of
the above XAS shoulder. However, there is no general rule on
this issue and hydrogen uptake during the reduction step must
be checked individually for each type of NP.

2 Structural and chemical analyses

When the magnetic properties of NPs are investigated, the ques-
tion immediately arises if and how the observation differs from
the bulk properties and, moreover, how the observations can be
correlated to (i) the structure of the particles and (ii) to the
chemical state. Advanced analytical tools such as aberration-
corrected high-resolution transmission electron microscopy
(HRTEM) and related techniques as well as X-ray photoelec-
tron spectroscopy (XPS) give important additional information
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on the atomic and electronic structure of the sample. Moreover,
due to its surface sensitivity, XPS can be used to obtain infor-
mation on surface oxidation, phase separation and segregation
both in films and in particles [66]. In this section some impor-
tant findings are discussed which have impact on the interpreta-
tion of the magnetic characterization.

2.1 Characterization of the particle nucleation

In order to gain some insight of the particle nucleation and
reduction processes by means of plasma treatment, as discussed
in section 1.4, a series of C-1s and Co-2p XP spectra after
different etching steps were measured for CoCl, loaded
PS(1779)-P2VP(857) reverse micelles. All spectra shown in
Figure 5 are normalized to the total Si-2p signal intensity of the
substrate. In the initial state PS-P2VP molecules dominate the
survey scan proving the continuous coverage of the Si substrate
by reverse micelles. The Co precursor material located in the
cores of the micelles is not detected as a result of the surface
sensitivity of XPS. Additionally, the development of the C and
Co signals after different etching steps is shown in Figure 5. It
is obvious that the C-1s intensity, which is predominantly
related to the micelle shell, strongly decreases relative to the Si
substrate even after oxygen exposure for only 30 s. After 5 min
exposure time, the C-1s intensity dropped below the detection
limit, while after 10 min a clear Co" spectrum can be observed.
At this stage the particles simultaneously nucleate to form Co
oxide NPs. To guarantee removal of the (small) volume
between each nanoparticle and the substrate, which principally
remains undetected by XPS, the etching time is typically tripled
at temperatures up to 250 °C. After this etching period, the
SEM images presented above were taken. In a final step, subse-
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Figure 5: Photoelectron spectroscopy of Co-precursor loaded PS(1779)-P2VP(857) reverse micelles after different O and H plasma treatments.
Details are given in the text; (a) and (b) show C-1s and Co-2p levels, respectively. All spectra are normalized to the Si-2p substrate signal intensity

(not shown) and vertically off-set relative to each other for clarity.
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quent hydrogen plasma treatment (20 min) allows the reduction
of the NPs into the metallic state as indicated by the Co-2p peak
shift towards the position of metallic Co. Finally, it is worth
noting that the small C-1s signal visible in the reduced state is
due to the necessarily long acquisition time for the XPS spectra.
For example, to arrive at a reasonable signal-to-noise ratio for
the Co-2p peaks, a data acquisition time of 12 h is required.
Even under UHV conditions such a long exposure of a sample
surface to X-rays results in the built-up of a small amount of
carbon contamination, which, by covering the Co particles, may
result in a slightly reduced Co-2p signal.

2.2 Oxidation of FePt nanoparticles

Degradation of magnetic properties due to oxidation is an
important issue especially for applications. For naked 3d
elemental nanomagnets (Fe, Co, Ni) as well as for alloys (e.g.
FePt or CoPt) one can expect a strong deterioration of the
targeted magnetic properties under ambient conditions [67,68].
For FePt alloy NPs, we recently investigated the oxidation
behavior in more detail by XPS and signal modeling taking into
account the spherical shape of NPs [66]. Here, we briefly

summarize the results.

Figure 6 shows Pt-4f and Fe-2p XP spectra of (9.8 £ 0.6) nm
FePt NPs in the metallic state and after 24 h exposure to air.
Oxidation in ambient air becomes obvious by a clear energy
shift of the Fe 2p3/, core level to about 711 eV with a shoulder
at the metal position still present. By comparison with literature
data the main peak can be assigned to the Fe3" oxidation state
[69]. Interestingly, Pt-4f levels reveal no significant indication
of oxide formation, proving the chemical state of the Pt atoms
remains practically unchanged during oxidation of the FePt
particles. This finding is astonishing, since it is well known that
a thin Pt oxide layer forms on pure Pt under ambient conditions
[70,71]. Although Pt-4f spectra have not been normalized
before and after the oxidation process, e. g., to the total Fe-2p
intensity, there appears to be a reduction of Pt-4f intensity
which might easily be explained by the formation of a thin Fe
oxide overlayer damping the Pt intensity. More details can be
found in [66], in which we quantified the degree of oxidation by
XPS line fitting using linear combinations of reference spectra
measured under identical experimental conditions. The Fe?
spectrum was obtained from a reduced and, thus, completely
metallic FePt thin film sample, while the Fe3" spectrum is
measured on pure (99.5%) bulk Fe after complete oxidation in
oxygen plasma. The outcome of such fitting is also shown in
Figure 6 by the green solid lines.

More detailed investigations on the relative amount of Fe oxide
formed after exposure to molecular oxygen and air for differ-

ently sized nanoparticles in the as-prepared metallic state have
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Figure 6: Pt-4f and Fe-2p XPS spectra of 9.8 nm FePt particles before
and after exposure to ambient air for 24 h (Fe-2p spectrum is vertically
off-set for clarity). After exposure the majority of Fe atoms are found in
the Fe3* state, while Pt atoms remain metallic. All spectra were
smoothed by 3-point moving window averaging and no further normal-
ization was performed. Green solid curves through Fe-2p spectra in
the lower panel are fits based on Fe® and Fe3* reference spectra.

shown that a minimum oxygen dose of 10°~107 L is necessary

to observe a Fe3" signal above the detection limit. Higher gas

exposures result in a logarithmic increase of the ratio of Fe3* to

FeY intensities [66].

After annealing at 650 °C for 90 min of 9.8 nm and 11.5 nm
NPs, thus partially L1( ordered, the oxidation rate drastically
decreased. More quantitatively, annealed FePt NPs withstand
100-1000 times longer exposures to molecular oxygen than
their non-annealed counterparts. A completely different oxi-
dation behavior was displayed by 4.9 nm FePt NPs for which
only low oxygen doses were needed to obtain the oxidized state
and the oxidation rates were practically identical for as-prepared
or annealed NPs [66]. Both types of oxidation behavior as
exhibited by larger or smaller FePt NPs can be consistently

described by Pt segregation towards the particle surface.

2.3 Pt segregation in FePt nanoparticles

For icosahedral FePt NPs, recent HRTEM observations have
indicated a systematic increase of the lattice parameter towards
the periphery of the particles starting with the bulk value in
their interior [72,73]. This finding strongly points to Pt segrega-
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tion towards the particle surface. A more direct way of testing
for such Pt segregation is the application of an element-specific
surface sensitive technique such as XPS.

Based on a FePt core—Pt shell model, the observed Pt-4f and
Fe-2p spectral intensities can be analyzed quantitatively to
confirm Pt segregation and give for 4.9 nm FePt NPs a value of
the Pt surface enrichment of less than an equivalent of 0.1 nm
pure Pt. Experimentally, we observed that after annealing 9.8
nm FePt NPs at 650 °C for 90 min the intensity ratio I(Fe)/I(Pt)
droped to almost half the value observed for the as-prepared
sample [66]. From this, Pt shell thicknesses of 0.2 nm and 0.3
nm were obtained for 11.5 nm and 9.8 nm NPs, respectively,
while for a FePt reference film the value was 0.27 nm. Thus, the
larger particles and the film gave similar results. These findings
immediately suggest that in case of the film and the larger NPs,
a Pt surface layer approximately one monolayer thick was
formed which, in turn, strongly impedes further oxidation. For
4.9 nm FePt NPs (and smaller) this Pt surface layer is no longer
complete and thereby loses its protecting effect. This latter
behavior may have its origin in the strong compositional change
within the interior of the particle induced by Pt segregation. As
an example, for 4.9 nm NPs, a complete Pt shell with thickness
of one monolayer segregated from the interior would shift the
atomic composition of the core from Fes3Pty7 to FeggPtss.
According to the FePt bulk phase diagram, such a composi-
tional change would lead to a structural transformation into the
FesPt phase. In this case, the driving force of a decreasing total
surface energy due to Pt segregation is probably overcompen-
sated by the energy needed to form Fe;Pt from FePt.

2.4 Structure of FePt nanoparticles

Since the magnetic hardness of FePt alloys strongly depends on
the chemical order parameter, we investigated the structure of
individual particles by aberration corrected HRTEM. While
HRTEM and electron diffraction does not provide absolute
quantification of the ordering parameter as can be achieved by
scanning (S)TEM at atomic resolution at its mass sensitive
contrast [74], it allows a relatively fast way to distinguish
between ordered and disordered phases. For the purpose of
HRTEM investigations, 3 nm and 8 nm FePt NPs were prepared
on Si/Si0, substrates. (Partial) chemical order was established
by annealing at typically 650 °C for 90 min. Prior to TEM
investigations, selected samples were covered with a protective
layer of about 10 nm SiO; to avoid oxidation and mechanical
damage due to TEM lamella preparation. The samples were cut
into pieces (diamond wire saw), mechanically ground, dimpled,
and polished to a thickness of <5 pm (Gatan dimple grinder).
Low angle (10°) argon ion etching with energies of 5 to 1 keV
(Fischione 1010 ion mill) was used to achieve electron trans-
parency with lamella thicknesses smaller than 100 nm. TEM
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20 nm

Figure 7: TEM images of 3 nm FePt NPs on Si/SiO, after annealing at
650 °C for 90 min. (a) Bright-field TEM image of FePt nanoparticles in
cross section view. The NPs are in situ covered by a thin layer (10 nm)
of SiO, to avoid oxidation and mechanical damage after annealing. (b)
Bright-field TEM image of FePt NPs in plane view. The hexagonal
ordering can be clearly seen.

investigations were carried out using a FEI Titan 80-300 micro-
scope operating at 300 kV equipped with a CEOS type imaging
aberration corrector and a slow scan CCD camera system. The
aberrations were corrected up to the 3" order resulting in a
phase plate of 20 mrad (n/4 criterion) and a point to point reso-
Iution down to 0.1 nm.

Figure 7 shows overview TEM images of 3 nm FePt on Si/SiO,
in cross section (a) and plane view geometry (b) after annealing
at 650 °C for 90 min. The hexagonal 2D ordering of the parti-
cles is clearly visible in Figure 7 (b) and compares well with the
SEM imaging in Figure 4.

The structure as well as the crystallographic orientation relative
to the beam direction of NPs was determined by aberration
corrected HRTEM when the remaining substrate/embedding
film thickness made them accessible. L1 ordering of 3 nm FePt
NPs is demonstrated in Figure 8. Here, two examples are
presented in which the NPs are oriented along [100] direction.
The presence of superlattice planes along the [001] axis proves
the presence of L1 phase. Moreover, the particle in Figure 8(a)
appears nearly spherical exhibiting no obvious defects, twins or

Figure 8: Aberration corrected HRTEM images of FePt particles seen
along [100] direction. The L1g ordering along [001] axis can be identi-
fied by the super lattice planes.
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Figure 9: Aberration corrected HR-TEM images of about 8 nm FePt NPs in [101] orientation. Crystal defects such as twins or stacking faults can
clearly be seen along [101] projection (defects are marked by the broken line in (b,c)). Only few particles such as in (a) do not exhibit stacking faults.
Most particles contain one (b) or more (c) stacking faults.

stacking faults while the NP in Figure 8(b) shows L1 order at
the left as well as a strongly distorted region (right).

The presence of possible crystal defects such as twin and
stacking faults reducing the degree of chemical order and, as a
consequence, leading to a reduced magnetic anisotropy, were
easiest to see along the [101] direction. Figure 9 demonstrates
that especially larger particles (8 nm) can exhibit twins
(Figure 9(b)) and stacking faults (Figure 9(c)). Particles without
defects, however, were also present (Figure 9(a)). The statis-
tical analysis of in total 70 NPs (3 nm) shows that 38 FePt NPs
exhibit defects along the [101] direction. From this result and
the fact that additional defects may exist which cannot be seen
in the [101] projection, it can be concluded that for the majority
of particles crystal defects are a common feature. For 8 nm FePt
NPs defect-free NPs are rare. In turn, this finding already
suggests that the effective magnetic anisotropy energy density
may be lowered compared to bulk FePt single crystals. In
section 3.3.2 this issue will be addressed.

3 Magnetic properties

3.1 General remarks on the magnetic characteriza-
tion

The principal difficulty in investigating the magnetic properties
of NPs prepared by reverse micelles poses is having to deal
with small magnetic signals composed of contributions from
both, the NPs as well as the supporting mostly diamagnetic sub-
strate. For example, 8 nm Co NPs with a bulk saturation magne-
tization of 1.73 up per atom and interparticle distances of 100
nm on a 5 x 5 mm? substrate produce a total magnetic moment
of only 107 Am?2 (107® emu). Although state-of-the-art
SQUID-magnetometry is able to detect the related small
signals, the response of the diamagnetic substrate has to be
taken into account as well delivering for the typically applied

external fields signals of the same order of magnitude as the
particles, however, of opposite sign. Thus, the magnetic
responses from the NPs and the substrate cancel each other at
external fields between 20-200 mT depending on the volume of
the substrate and diamagnetic susceptibility. Consequently,
SQUID-magnetometry on supported micelle-based NPs is
strongly hampered and often not reproducible. Moreover, prior
to an ex situ characterization, the as-prepared particles have to
be in situ coated, e.g., by SiO; to avoid oxidation under ambient
conditions. Even then, further sample processing such as the
annealing of the covered NPs appears unfavorable due to the
possible occurrence of chemical reactions. If, however, all these
problems are carefully considered, SQUID-magnetometry can
provide valuable information.

The drawback of a strong diamagnetic substrate contribution in
SQUID-magnetometry can be circumvented to some extent by
use of a paramagnetic film to compensate for the temperature-
independent diamagnetic contribution. In Figure 10(a) this ap-
proach is demonstrated. Once the diamagnetic response of the
substrate has been determined or evaluated from susceptibility
data, the necessary thickness of a paramagnetic film can be
easily calculated. Note that the calculation only gives an esti-
mate and the actual sample compensation temperature has to be
determined separately for each sample due to slight variations
in the substrates, film thicknesses and possible impurities.

3.2 Co nanoparticles on Pt films

The approach of compensating diamagnetic substrate signals by
paramagnetic films is demonstrated by paramagnetic Pt(111)
films on top of MgO(001) substrates. Pt films were deposited
under UHV conditions at ambient temperature by pulsed laser
deposition (PLD). For this purpose a 193 nm ArF laser was
employed hitting a Pt target (purity 99.99%) at typical areal
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Figure 10: (a) Schematics of the compensation approach: Temperature dependence of the magnetic susceptibility of diamagnetic substrate and para-
magnetic thin film deposited on the sample. At a certain temperature, which can be adjusted by the film thickness of a paramagnetic film, the two
components compensate each other. (b) In-plane hysteresis loop of 8 nm Co particles deposited on a polycrystalline 50 nm Pt(111) film on MgO(001).
The compensation temperature of film and substrate is found at T = 29 K. The inset shows a SEM image of Co particles prepared on the Pt(111) film.

energy densities of 8 J/cm?2. Details of the setup are described
elsewhere [63,75]. The 50 nm polycrystalline Pt films exhib-
ited a (111)-texture and a mean grain size of about 10 nm.
Subsequent micelle deposition and plasma etching (details are
given in section 1.4) led to Co NPs with an average particle
height of 8 + 1 nm (measured by AFM) with an interparticle
distance D =~ 60 nm (see inset of Figure 10 (b)). The measured
hysteresis loop showed a sample saturation moment, remanent
magnetization and a coercive field of Mg = 5-107 emu, My =
26%, Hc = 150 Oe, respectively. This value of the coercive
field is typical for Co NPs [32]. An Mg of 26%, which is only
about half the value expected for Stoner-Wohlfarth NPs,
suggests that already a significant amount of NPs is in the
superparamagnetic state at 7= 29 K. Comparing the saturation

moment with the considerations mentioned above, we expected

a total sample magnetic moment of 2.8:10~° Am? (2.8:107°
emu) taking into account the NPs density at an average dis-
tance of 60 nm. Although this estimate is 44% lower than the
experimental value, this deviation is acceptable taking the error
bar of the volume of NPs into account.

Alternatively, NP ensembles exhibiting a remanent magnetiza-
tion, i.e., the blocked state, can be characterized in zero external
fields leading to vanishing substrate and film signals. The
combination of DC-demagnetization (DCD) and isothermal
remanent magnetization (IRM) [76,77] can give additional
information of possible magnetic interaction of the NPs.
Figure 11 (a) presents such a measurement on 8§ nm Co parti-
cles at 7= 29 K. The external field was applied in the substrate

plane. The remanent magnetization is plotted as function of
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Figure 11: (a) DC-demagnetization and isothermal remanent magnetization of 8 nm Co particles measured by SQUID-magnetometry at T =29 K in
in-plane geometry; (b) shows the so-called Henkel plot of the Co NPs on Pt(111) film on Si (black dots) and the result obtained for Co NPs on a Si
substrate at T = 10 K (blue squares). The expectation for ideal Stoner—-Wohlfarth particles (red line) at T = 0 K is also included.
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external field applied before measuring in zero fields the DCD
and IRM dependencies. By combining the two measurements, a
corresponding Henkel plot can be obtained. For ideal
Stoner—Wohlfarth NPs the Henkel plot would yield a straight
line with slope of —2. The result of 8 nm Co NPs on the Pt film
was found to be below this Stoner—Wohlfarth limit. This devia-
tion can be understood within the framework of thermal excita-
tion as previously shown [76]. From a qualitative standpoint,
the thermal energy gives rise to a reduced switching field of
NPs and thus a steeper slope of the DCD and a lowered increase
in the IRM curves, respectively. As a consequence, the Henkel
plot for non-interacting particles measured at finite tempera-
tures runs below the one expected for ideal Stoner—Wohlfarth
NPs (straight line in Figure 11 (b)). For comparison, the Henkel
plot of 8 nm Co NPs on Si substrates is also included in
Figure 11 (b) which nicely demonstrates the validity of the ap-
proach. Note that the larger error bars of Co NPs on Si sub-
strate are due to the lower saturation magnetization of the
sample (107 Am?).

3.3 FePt alloy particles

For the magnetic characterization of FePt alloy particles we
chose X-ray magnetic circular dichroism (XMCD) which
provides information on (i) the chemical state of sample, (ii)
element-specific magnetic moments and (iii) element-specific
hysteresis loops. The results presented below were measured at
beamline PM-3 of the BESSY II synchrotron facility in Berlin,
Germany. The total electron yield was recorded as function of
photon energy in external fields up to 3 T and at variable
temperatures between 11 K and 300 K [78]. Due to its surface
sensitivity, it becomes possible to measure X-ray absorption
spectra and hysteresis loops with high precision, even of NPs.
Note that the XMCD and hysteresis loops were always
measured in out-of-plane geometry. Moreover, our home-built
plasma etching system can be attached to the high-field end-
station which allows full in situ sample manipulation and char-
acterization [32].

3.3.1 Tracking the phase transition in FePt nanopar-
ticles

The setup described above enabled us to study the impact of
chemical ordering on the magnetism of FePt alloy particles. For
this purpose, element-specific hysteresis loops of FePt particles
with an average diameter of 5.8 nm were recorded at T=11 K
after different annealing steps in hydrogen plasma. The
hysteresis was extracted from the total electron yield signal as
previously described [78]. It is important to note that the size
distribution does not change due to annealing (for details see
e.g. [79]) and thus changes of magnetic hysteresis can be attrib-
uted to changes of the effective magnetic anisotropy energy

density K¢ originating from variations of the chemical order
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Figure 12: Element-specific magnetic hysteresis loops of 5.8 nm FePt
NPs taken at the Fe-L3 edge at T = 11 K after different annealing steps
for 30 min annealing time in hydrogen plasma. Note that hysteresis
loops are normalized to the magnetization at B=2.9 T (maximum
field).

within the particles. Figure 12 shows the experimental results
for successive annealing steps on the same sample from 400 °C
to 700 °C in 100 K steps. It is obvious that the initial annealing
steps at 400 °C and 500 °C do not significantly change the
magnetism of the FePt particles. The coercive field yoHc is
around 0.1 T while the particles remain superparamagnetic at 7'
=300 K (not shown). After annealing at 600 °C (700 °C), uoHc
gradually increases to 0.2 T (0.38 T) proving the increasing
chemical order. Interestingly, the remanent magnetization Mg is
found at (50 £ 5)% of the saturation magnetization for all
annealing steps. This value is expected for non-interacting
Stoner—Wohlfarth particles with randomly oriented, uniaxial
anisotropy axes [1]. In section 3.3.2 we make use of this model

to deduce K¢ from hysteresis loops.

Changes of the magnetic hysteresis of FePt NPs were also
investigated as function of particle diameter. For this purpose
NPs were prepared on Si/SiO; substrates by reverse micelles.
See Figure 4 and Table 1 for details. Figure 13 shows the
experimental coercive field as function of FePt NP diameter at
T=15 K (inset) and 7= 300 K after annealing at 75 = 700 °C
for 30 min. At low temperature, the coercive field Hc was
found between 1.6 kOe and 10.1 kOe thus scattering to high
extent. Leaving the experimental points at 5.8 nm and 6.3 nm
for a moment, a continuous increase of H, as function of NP
diameter was found. The excluded 5.8 nm and 6.3 nm FePt NPs
exhibit a significantly different shape of their hysteresis curves
with a notably narrow waist corresponding to significantly
reduced H, values. This feature will be discussed in the next
section in more detail. More importantly, at 300 K the coercive
field follows a similar dependence on the NP diameter. Small

NPs are superparamagnetic and only for diameters larger than 6

37



nm a non-zero coercive field was observed at 7= 300 K. For
6.6 nm, 9.2 nm, and 10.5 nm FePt NPs large coercive fields of
1.6 kOe, 1.9 kOe, and 2.2 kOe at ambient temperature, respect-
ively, were found.

These results directly imply that the magnetic blocking of NPs
is size-dependent at 300 K. For applications, a standard require-
ment for the orientation stability of blocked particle magnetiza-
tions is given by 30 kgT < K¢ -/ assuming the time window of
the XMCD-based hysteresis measurement (600 s). With the
results from Figure 13 which indicate that only FePt NPs above
ca. 7 nm show strong hysteretic behavior, it is possible to calcu-
late the minimum K¢r yielding blocked NPs. In this way, a
value of Kqpr = 0.69 MJ/m3 at T = 300 K was found which is
about one order of magnitude smaller than the bulk FePt
anisotropy constant. Moreover, it is interesting that the observed
H_ values strongly scatter around a NP diameter of 6 nm at 7=
15 K. This finding, however, cannot be attributed to integral
composition variation of FePt NPs as indicated by the XPS
results in Table 1. Rather, the compositional variation of indi-
vidual particles may cause the observed behavior. Changes in
the shape of hysteresis loops are discussed in the next section in
more detail.
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Figure 13: Coercive field at T = 300 K as function of the diameter of
FePt NPs after annealing for 30 min at T = 700 °C. The dotted line
serves as a guide to the eye. The particle compositions as determined
by XPS are noted for each array of particles. The inset shows the coer-
cive fields at T=15 K.

3.3.2 Magnetic anisotropy of FePt nanoparticles

The direct determination of magneto-crystalline anisotropy
energy densities Kyjc from experiments can be carried out by
several techniques: ferromagnetic resonance (FMR), XMCD or
alternatively, SQUID magnetometry using magnetic hysteresis
loops or zero-field/field cooling (ZFC/FC) temperature scans. In
all cases advanced models must be applied to fit the experi-
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mental data correctly. Generally, ferromagnetic resonance [80]
appears as the simplest and most reliable technique in case the
sample can be saturated during a full angular scan varying
in-plane and out-of-plane angles ® and 0, respectively. Note,
that also the first and second Kyqc-constants should be rather
small (just as for the elemental magnets Fe, Co, and Ni) to
observe resonances close to the magnetic hard axis in acces-
sible external fields of a standard electromagnet. If a magnetic
film has been grown epitaxially with a well defined single crys-
talline structure, it becomes possible to determine anisotropy
constants with high precision in different crystallographic direc-
tions [81]. XMCD relies on the precise determination of the
anisotropy of orbital magnetic moments Ay, in the direction of
easy and hard axes of magnetization. It has been shown both by
theory [82] and experiment [83], that App can be linked to
Kyic-constants. Both techniques, however, are more difficult to
apply on systems with random distribution of anisotropy axes as
in case of NPs discussed in this article [84]. However, some
efforts have been undertaken to obtain information on an effec-
tive anisotropy constant K¢ in which all possible contributions
such as surface effects [85] or composition effects [53] to
anisotropy are combined in a single, effective constant [86].

It is well known that ZFC/FC measurements can be used for an
estimate of K.¢r [53] employing the total anisotropy energy by
Eaniso = Ker - V. In other words, for the volume of NPs a distrib-
ution is assumed while K¢ is taken as a constant. For
monatomic NPs this procedure appears quite successful and
could easily be extended to small particles where surface
anisotropy plays an important role using E,piso = Ky -V + Kg S,
where S is the surface area [85].

In case of magnetic alloy NPs such as FePt or CoPt, however,
compositional distributions as well as distributions of the degree
of chemical order may significantly determine the magnetic
properties. Thus, these parameters have to be considered for
estimates of K. Practically, a K¢ distribution is included into
fit formulas of ZFC/FC measurements as recently shown [53].
Alternatively, for non-interacting NPs with uniaxial anisotropy,
the combination of low temperature experimental hysteresis
loops and simulations along the Stoner—Wohlfarth model [1]
introducing a K,¢r distribution can be applied. As opposed to
ZFC/FC measurements this approach does not include thermal
energies to which E,yjs, 1s compared. Moreover, Ker and its
distribution are the fitting parameters for simulations of
magnetic hysteresis loops and volume distributions do not enter.

The above described approach is tested first on hysteresis loops
of 5.8 nm NPs. Initially, a Gaussian shaped distribution of Kegp
was assumed in-line with a recent report by others [53]. It

turned out, however, that this approach delivered a satisfactory
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description of the hysteretic behavior only for as-prepared FePt
NPs immediately after in situ reduction, i.e., for fcc NPs ex-
hibiting a low anisotropy. In contrast, after annealing it is not
possible to fit the experimental hysteresis loops by a single
Gaussian for Kegr. This finding is most naturally explained by
the presence of two types of NPs: (i) a low anisotropy compo-
nent accounting for particles which do not reach high Kq¢r
values by annealing. The low K¢ for a (small) portion of NPs
could be attributed to composition variations larger than the
window in which L1 order is favoured; (ii) the desired high
anisotropy component that shifts to larger values by the
annealing induced formation of the ordered L1 phase. Conse-
quently, a bimodal Gaussian-shaped distribution is applied for
the simulation:

p(K):A.exp(_ij,exp(_aag,,) j(l)
(o) Oy

L

Here p(K) is the probability to find a value K for anisotropy, 4
and B account for peak weights of the two Gaussians centered
at K, and Ky while o1,y denote the corresponding standard
deviations. Simulations with varying parameters are applied
until a reasonable congruence has reached. Figure 14 presents
two examples of the results of such fitting for FePt NPs after
annealing at 74 = 400 °C and 700 °C. Notably, the experi-
mental data are nicely reproduced when using a bimodal
Gaussian distribution.

Encouraged by the quality of the bimodal Gaussian simulation,
the procedure was extended to differently sized FePt NPs.
Figure 15 shows both, the distributions of K¢ used to fit the
experimental data as well as (see insets) the resulting hysteresis
curves for 2.6 nm, 4.5 nm, 6.3 nm, and 10.5 nm NPs. In all
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Figure 15: Distributions of the effective anisotropy Kegf for arrays of
differently sized NPs used for simulating the experimental low
temperature (15 K) hysteresis loops (insets) after annealing at 700 °C.
The total area of distributions is normalized to unity. Details are
discussed in the text.

cases, excellent agreement between experimental and simulated
results was obtained. Common to all loops is a waist of the
hysteresis loops at low external fields which is most obvious for
the 6.3 nm NPs. In the simulation, this characteristic shape of
the hysteresis requires a low-anisotropy component that is,
accordingly, most prominent for 6.3 nm NPs in the K¢ distrib-
utions. Table 2 summarizes the results of the fitting for all NP
diameters. Since a bimodal Gaussian distribution and particu-
larly the weight of low and high K¢ is varied to match the
experiments, the median of the total distribution was also deter-
mined and listed in Table 2. Note that the low anisotropy
component is centered at 1.0-1.5-10° J/m? for all NP batches,
while the high anisotropy components peak in the range
1.0-1.9-106 J/m? which is 3-6 times smaller than the bulk FePt
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Figure 14: Experimental hysteresis loops of 5.8 nm FePt NPs at 11 K and simulations using a bimodal Gaussian Kg¢ distribution (as discussed in the

text) after annealing at Ta = 400 °C and Tp = 700 °C, respectively.
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Table 2: Summary of the K¢ evaluation of FePt NPs batches using a Stoner—Wohlfarth approach. Diameter d, the median effective magnetic
anisotropy constant Keff and the peak value K| and Ky for the two components are listed (details are given in the text).

Diameter (nm) 2.6 2.7 45 5.8 6.3 6.6 9.4 105
Kot (MJIm3) 1.71 1.14 1.93 0.56 0.92 1.57 1.81 1.69
KL (MJ/m3) 0.15 0.11 0.10 0.10 0.11 0.10 0.10 0.10
Ky (MJ/m3) 1.40 1.03 2.40 0.75 1.50 1.90 1.90 1.80

anisotropy value. Within these two parameter ranges, all the
differently waist-shaped hysteresis curves can be described by
adjusting the relative weights of high and low K¢ components.

The values of K¢ presented in Table 2 appear quite consistent.
For example, neglecting the NP batches exhibiting a huge low
anisotropy component (2.7 nm, 5.8 nm, and 6.3 nm), the median
of K¢ is found in the range of 1.6-1.9-10° J/m? after annealing
at Tp = 700 °C. For these samples the experimental hysteresis
loops in Figure 15 exhibit similar shapes (2.6 nm, 4.5 nm and
10.5 nm NPs). Averaging over the NP batches with larger K¢r
medians yields K¢ = 1.74 MJ/m3. Taking into account the time
window of the XMCD experiment (600 s) we made use of the
expression 30kgTg = Kefr -V to calculate blocking tempera-
tures. We found a critical diameter of d. = 5.2 nm for nanopar-
ticle blocking at ambient temperature. This value is fully in-line
with the experiments in Figure 13 showing superparamagnetic
response at 4.5 nm, while at 5.8 nm an open hysteresis was
found although the low anisotropy portion in this batch is domi-
nant. Compared to an earlier evaluation of anisotropy of 0.7 MJ/
m? for slightly off-stoichiometric FePt NPs, the micelle-based
NPs show an approximately 2.5 times larger Kqgr [87].

3.3.3 Lowering the phase transition temperature by
ion irradiation

For technological applications phase transition temperatures
above 600 °C are not favorable due to the high energy
consumption as well as the time required to reach the L1
phase. Moreover, high annealing temperatures restrict the
usability of various substrates, e. g., due to degradation of the
substrate or chemical reactions between the deposited particles
and their support, e. g., silicide formation. Consequently, it is
desirable to reduce the phase transition temperature. In the
recent literature, two routes have been proposed to achieve this
goal: The incorporation of a third element to function as a diffu-
sion agent [88,89]. This approach, however, has often the unde-
sired side effect that the pseudobinary alloys formed have a
significantly reduced anisotropy compared to the corres-
ponding pure system [90]. If the third element can be driven
out, e.g., by phase separation, a huge number of vacancies and
interstitials within the particles yielding lowered activation

energies for diffusion can be created. Alternatively, the number

of vacancies within the particles may also be strongly enhanced
by ion irradiation. Previous experiments bombarding thin FePt
films by He™ ions have clearly shown that defects formed while
sputtering of atoms can be safely neglected [91].

The latter approach has been successfully applied to reduce the
FePt phase transition temperature by more than 100 K [79]. In
detail, 7 nm FePt alloy particles were prepared on Si(001)/SiO,
substrates by reverse micelles and bombarded with 350 keV
He™ ions up to a fluence of 10'® jons/cm? at 10~7 mbar and 300
K. For these conditions, SRIM simulations for a 7 nm FePt film
yield an average number of displacements per FePt atom of
0.08 dpa. On the other hand, the average projected range of
such He" ions is found to be in the order of 1.5 pm, i.e., much
larger than the particle diameter. Consequently, practically all
projectiles penetrate through the NPs, produce defects there,
and get stopped only deep in the substrate.

The influence of this irradiation process on the magnetic
hysteresis loop can be compared to a non-irradiated reference
sample after both have been stepwise annealed in the range
300-775 °C. The upper panel of Figure 16 shows the evolution
of the coercive fields at low (11 K) and ambient temperatures as
function of annealing temperature, which is maintained for 30
min at each step for both samples. Starting from small values of
the coercive field related to the low-anisotropy fcc phase,
increasing annealing temperatures result in a clear enhance-
ment of Hc at 11 K in the case of the bombarded sample as
opposed to the non-irradiated reference which exhibits such a
significant enhancement only after annealing at 600 °C. First
hysteretic behavior at ambient temperature is observed after
annealing at 74 around 600 °C for the ion irradiated sample
while annealing at 700 °C is necessary for the reference. The
complete set of measurements of the ion bombarded sample
appears shifted by more than 100 K towards lower annealing
temperatures 7' as compared to the non-irradiated counterpart.
For comparison, the results of long time (270 min) annealing
experiments at 7a = 775 °C are included in Figure 16. Note that
for huge anisotropy values (H¢ > 5 kOe) the maximum experi-
mentally available field is not sufficient to drive the sample into
saturation. Thus, the coercive fields are underestimated for

annealing temperatures above 700 °C.
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Figure 16: (a) Coercive fields at T= 11 Kand T = 300 K as function of
30 min annealing time at temperature Tp for a He* ion irradiated and a
non-bombarded reference sample. The effect of a long annealing time
(270 min) at 775 °C is added for comparison. (b) Arrhenius plot of
normalized coercive fields with respect to the as-prepared state. From
the linear fitting activation energies of 0.7 eV and 1.6 eV are derived
for the irradiated and reference sample, respectively.

The lower annealing temperature sufficient to form partially
ordered FePt NPs after ion bombardment can be understood in
terms of reduced activation energy for diffusion £p. Assuming
ideal Fickian diffusion, the characteristic diffusion length A
depends on the diffusion coefficient D and the annealing time
ta leading to A = (D #4)!/? with D = Dy exp(—Ep/(kgT4)) where
Dy is the pre-exponential factor and kg the Boltzmann constant.
For alloys with huge magnetocrystalline anisotropy, experi-
ments have demonstrated that the anisotropy constant has a
linear dependence on the degree of chemical order S [92,93].
Assuming Stoner—Wohlfarth type particles showing H¢ propor-
tional to the ratio of anisotropy K and magnetization M, the
coercive field is directly proportional to S. Using the above
assumptions, it becomes possible to estimate the activation
energy for diffusion £ from the hysteresis loops of non-inter-
acting, uniaxial, isotropically distributed FePt particles
assuming (Hc—Hco)/Hcg is proportional to S while this quan-
tity is proportional to A, where Hcq denotes the initial coercive
field. Note these assumptions only hold for S<<1. Figure 16 (b)
shows the Arrhenius plots of the quantity (Hc—Hco)/Hco)/2a.
From the linear fitting we derived activation energies Ep of 0.7

eV and 1.6 eV for the ion irradiated and reference sample, res-
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pectively. The observed energies are significantly smaller
compared to the volume activation energy of 3.0 eV/atom
reported for Pt in FePt [47]. This finding may point to addi-
tional surface diffusion which is expected to play a significant
role in NPs.

3.4 CoPt alloy particles

The CoPt bulk system behaves quite similar compared to FePt
system [83]. L1 chemical order can also be achieved in a rela-
tively wide composition range around the equiatomic ratio.
Although the anisotropy energy density of bulk CoPt K =5 MJ/
m? [94] lies slightly below the one of FePt K = 7 MJ/m? at low
temperatures, CoPt particles should reach blocking tempera-
tures above 300 K when the L1j phase is at least partially
formed. Consequently, it was worth preparing CoPt alloy parti-
cles for comparison purposes.

CoPt NPs were prepared by reverse micelles as described
above. Thus, Zeise salt as Pt precursor and CoCl, were
dissolved in PS(1779)-b-P2VP(695) reverse micelles formed in
anhydrous toluene. After plasma etching, the particle height was
determined as d = (5.6 = 2.0) nm on Si/SiO, substrates by
AFM. The average particle composition was Cos¢Ptyy as
measured by XPS. For XMCD characterization in out-of-plane
geometry, the particles were reduced in hydrogen plasma at 7'=
300 °C followed by an annealing step at 7= 700 °C for 90 min
in hydrogen at p = 1073 mbar. After cooling and pumping the
plasma chamber, the sample was transferred to the XMCD
chamber for magnetic characterization. Figure 17 shows
Co-L3 » XAS and XMCD spectra achieved for circularly polar-
ized light at a degree of circular polarization of 93% in external
fields of £ 3 T at 300 K. For each direction of external field at
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Figure 17: Co-L3 2 XA and XMCD spectra of 5.6 nm CosgPts4 NPs
after annealing at 700 °C taken at external fields of + 3 T and T = 300
K. Absorption spectra are rescaled to the absolute absorption coeffi-
cient as function of energy taking into account self-absorption correc-
tions. Details are given in the text.
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least two measurements were merged before further data
processing. Spectra were rescaled to the linear absorption coef-
ficient of bulk CoPt [95] at pre- and post-edge energies before
self-absorption correction was applied using the method
recently reported [96,97]. Finally, spin and orbital magnetic
moments of Co were calculated according to the magneto-
optical sum rules, see, e.g., [98] using the number of Co-3d
holes of ny, = 2.628 [83].

Absorption spectra in Figure 17 clearly revealed metallic Co
after particle reduction and annealing. Analysis of XMCD
spectra lead to the Co spin and orbital moments listed in
Table 3. Note that at B =3 T, the sample is not fully saturated
for all temperatures as can be seen from the hysteresis loops in
Figure 18. The lack of magnetization, however, should be
smallest at 7= 11 K since all particles can be assumed to be
ferromagnetic as opposed to higher temperatures where the
smaller particles exhibit superparamagnetism. For the two lower
temperatures, we observed constant spin and orbital moments

within the error bars, while at ambient temperature a significant

Table 3: Summary of spin and orbital Co magnetic moments of 5.6 nm
CosgPts4 alloy NPs after annealing at 7= 700 °C for 90 min. Error bars
are estimated from variations of the L3 » cut energy. The ratio of
orbital-to-spin magnetic moments is also listed.

T (K) ns®f (ug) KL (uB) nL / pg®f
11 1.60 +0.16 0.19 + 0.04 0.13 £0.02
100 1.56 +0.19 0.15 + 0.04 0.10 +0.03
300 1.26 + 0.01 0.15 +0.01 0.11 +0.01

Figure 18: Element-specific magnetic hysteresis loops of 5.8 nm
CosePts4 NPs taken at the Co-L3 edge maximum dichroic signal at T =
11 K, 100 K and 300 K after annealing at T = 700 °C for 90 min in out-
of-plane geometry. Note that hysteresis loops are normalized to the
magnetization at B =2.9 T (maximum field).
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portion of the particles is superparamagnetic (the bump around
zero external field in Figure 18) and cannot be saturated in 3 T
at 300 K. The ratio of orbital and spin moments is not tempera-
ture-dependent and can be directly compared to previous
reports. For an at least partially-ordered L1 epitaxial CoPt film
(40 nm) on MgO(001) substrates, the Co saturation spin
moment has been determined to 1.76 pg (at the magic angle,
see [83] for details). The spin magnetic moment of Cos¢Ptsy
NPs of 1.6 pp (this article) is 9% smaller compared to the CoPt
thin film [83] which is ascribed to an insufficient external field
to reach saturation for highly anisotropic NPs.

The anisotropy of the orbital moment turned out to be puy = 0.26
pug in CoPt(001) direction (easy axis) and py = 0.11 pg at 0 =
60° measured to the surface normal yielding pp/pg ratios of
0.06-0.15 in CoPt thin films [83]. Note that the in-plane ratio is
still smaller but cannot be determined due to experimental limi-
tations. For ensembles of non-interacting particles with random
distribution of anisotropy axes, however, only an integral value
of the orbital moment can be measured. Recently, such experi-
ments have been undertaken for gas-phase prepared 3 nm CoPt
NPs deposited in an amorphous carbon matrix [53]. After
annealing at 650 °C for 2 h, the authors observed a ratio pj/ug
= 0.094. Our experiments on naked CosgPtqq NPs (5.6nm) gave
an average | /pug = 0.11 and are thus in-line with the reported
experiments taking into account the experimental differences
and uncertainties, e.g., diameter, annealing conditions and the

effect of the carbon matrix [53].

The corresponding hysteresis loops of CosgPt4q NPs are shown
in Figure 18. Similar to the results on the FePt NPs discussed
above, we observed an open hysteresis loop with a coercive
field poB around 50 mT at 7'= 300 K. The remanent magnetiza-
tion, however, is strongly reduced compared to the hysteresis at
T'=11 K showing almost 50% remanent magnetization. To get
an estimate of the effective anisotropy energy density, K¢ eval-
uation from the hysteresis loops at 7= 11 K was applied in-line
with the model described in section 3.3.2. The median of the
distribution of Kegr is found at 1.5 MJ/m> which is 29% of the
CoPt bulk value. Compared to FePt NPs the same trend, i.e.,
strongly reduced K¢ for NPs, was observed. For detailed com-
parison to FePt NPs, additional experiments on different sized
particles in the Al and the L1( phase must be carried out.

4 Long-term conservation of particles

The results discussed above have been exclusively accom-
plished by in situ characterization techniques. For applications,
however, long-term stability at ambient conditions is a critical
issue. Most magnetic systems in use tend to oxidize fast at least
on the surface as shown in section 2. In other words, magnetic

NPs below 10 nm always significantly oxidize when exposed to
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ambient conditions and thereby often lose the desired magnetic
properties. Thus, encapsulation of NPs in a protective matrix or
alternatively, the preparation of thin protective shells around
individual particles is often necessary to prevent oxidation.
Moreover, the surface functionalization of NPs is difficult and
also alters the magnetism compared to naked particles. Noble
metal shells provide long-term stability due to chemical inert-
ness along with a relatively small change of the magnetism of
the magnetic cores. Additionally, noble metal shells can be
designed to provide distinct optical properties, e.g., by tuning
the plasma frequency [99]. Last but not least the biocompati-
bility of Au shells has been demonstrated by many groups:
Furthermore these shells provide specific molecular binding
sites at the NP surface [100,101].

Recently, we have shown that Pt and FePt NPs can be covered
by a thin Au shell by photochemical seeding [102,103] over
macroscopic areas (10 x 5 mm?) in a parallel process. We there-
fore wished to know whether Co-based NPs could also be
covered by this process. For this purpose 8§ nm Co NPs were
prepared on Si substrates (see section 1 for details). For photo-
seeding, however, the NPs were exposed to air since it is well
known that Co particles form a 2-3 nm oxide shell when
exposed to ambient conditions [104]. Thus, it was possible to
study if and under what surface conditions Co-based NPs could
catalyze the growth of Au shells around them.

Two different initial conditions of the 8 nm Co NPs were
prepared: (i) fully oxidized Co NPs after oxygen plasma particle
nucleation, and (ii) metallic Co particles after subsequent
hydrogen plasma reduction. After release of the vacuum, all
subsequent steps were conducted in parallel to allow direct
comparison. For photoseeding a 5 mM HAuCl, solution was
prepared in a chemically inert optical immersion liquid (No.
1160, Cargille Laboratories). After deposition of a 20 pl droplet
completely wetting the Si substrates, the solution was irradiated
homogeneously with the collimated beam of an Hg lamp for 30
min (Osram; spectral emission range between 350 and 450 nm;
10.2 mW cm™2). After irradiation the samples were rinsed in
acetone and isopropanol baths.

The top panel of Figure 19 shows a SEM image of NPs after
oxygen plasma nucleation. Note that about 10% of particles
were not nucleated to single particles. In judging the growth of
Au shells, however, this finding may give additional informa-
tion. The photoseeding process in this fully oxidized state
completely failed (not shown). In contrast, when starting from
reduced NPs which form a thin Co oxide shell after about 15
min in ambient air, selective Au deposition on the NPs was
possible as shown in Figure 19 (b,c). At lower magnification the
homogeneity over large sample areas is clearly demonstrated.

Beilstein J. Nanotechnol. 2010, 1, 24-47.

Figure 19: SEM images of 8 nm Co-based NP after oxygen plasma (a)
and after Au photoseeding of reduced particles (b,c) at different magni-
fications.

At higher magnification it is striking that (i) two different sizes
of particles are observed with 10-15 nm and 30-50 nm NP
diameter after Au photoseeding and (ii) some positions where
NPs were expected appear void as indicated by the red circles in
Figure 19 (b). The latter can be attributed to the initially incom-
plete particle nucleation. When several small particles were
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formed from a single micelle, these rapidly oxidize in air and
consequently cannot catalyze the Au shell growth similar to the

fully oxidized NPs discussed above.

The growth of Au shells around Co-based NPs with bimodal
size distribution is harder to understand. Although the small
particles in Figure 19 (b) appear to be of similar size as in
Figure 19 (a), it can be concluded from the comparable SEM
contrast of small and large particles that a thin Au shell has
formed on all particles in Figure 19 (b). Growth rates of Au
shells of less than 0.2 nm per minute for small particles and of
about 1 nm per minute for large particles suggest different
initial conditions. One reason might be a slightly different oxide
shell thickness of the two species. Here, however, additional
experiments with defined Co oxides thickness are necessary for
detailed understanding of growth modes.

Conclusion

In the present article we describe the growth, chemical and
structural parameters as well as the magnetic properties of two-
dimensional ordered arrays of magnetic NPs with emphasis on
monatomic Co and FePt alloy NPs. The preparation route of
reverse micelles, based on commercial PS-P2VP and PS-P4VP
diblock-co-polymers, leads to spherical NPs with controllable
diameters d = 2—12 nm and narrow size distributions at a
tunable interparticle spacing D = 20-140 nm. In all cases the
ratio D/d was found being larger than 6. Micelles are success-
fully deposited on various planar substrate such as Si/SiO,,
MgO, or Pt(111) textured films and, moreover, on top of AFM
tips while the interparticle spacing can be additionally adjusted
by the variation of dip-coating velocities. Subsequent
processing by oxygen plasma forming NPs from precursor
loaded reverse micelles followed by hydrogen plasma for NP
reduction result in purely metallic NPs.

A host of NP systems such as Fe, Co, FePt, and CoPt NPs, were
prepared and the structural, electronic as well as the magnetic
properties characterized by XPS, HRTEM, SQUID-magnetom-
etry and XMCD. For Co NPs, the formation of NPs were
investigated in detail by XPS and proved the formation of Co
oxide NPs after nucleation and metallic NPs after subsequent
reduction in hydrogen plasma. Co NPs were successfully
prepared on both, Si/SiO, and Pt(111) textured films. The latter
was used to compensate the diamagnetic signal of the MgO sub-
strate at 7= 29 K improving the application of SQUID-magne-
tometry and allowing direct measurement of the hysteresis loop
of 8 nm Co NPs at 29 K. Moreover, DCD and IRM investi-
gations combined in the Henkel plot deliver prove that magne-
tostatic interactions between particles can be neglected. Finally,
Au photoseeding was accomplished on partially oxidized Co

NPs extending our previous results on Pt and FePt NPs
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(forming a thin Pt shell). The bimodal thickness distributions of
grown Au shells around Co NPs, however, still lacks a clear ex-
planation and further experiments are required to reveal such
details.

FePt alloy NPs at approximately equiatomic composition were
prepared and thoroughly investigated by XMCD and HRTEM.
From XMCD-hysteresis loops, the A1-L1, phase transition
could be tracked and compared after annealing at 7= 700 °C for
30 min as function of FePt NP size. At T = 15 K hysteresis
loops with a huge coercive field up to poH = 1 T were obtained,
while at 7= 300 K only NPs with average diameter larger than
6 nm exhibited hysteretic behavior and whilst the smaller NPs
are superparamagnetic. The experimental data at 7= 15 K could
be fitted by a bimodal Gaussian size distribution of the effec-
tive magnetic anisotropy constant K¢ in a Stoner—Wohlfarth
approach to account for low and high anisotropy distributions
probably arising from (i) NPs out of the stoichiometric range in
which L1 order is favored and (ii) NPs forming at least partial
chemical order. This fitting approach allows the determination
of the median of the anisotropy distribution K ¢ which was
evaluated as 1.6-1.9-10° J/m? independent of NP diameter.
Such values are 3—4 times smaller than that of FePt bulk in the
L1, phase. Some NP batches, however, showed even more
strongly reduced median K¢ values due to a larger amount of
low anisotropy NPs. Reasons for the reduced K¢ values in NPs
are elucidated by HRTEM investigations. The majority of NPs
show a rather high degree of chemical order, but at the same
time a variety of defects, crystallographic twins and stacking
faults over different NPs were observed. Consequently, the
reduced K¢ values were primarily attributed to crystalline
defects.

Finally, 5.6 nm CosgPty4 alloy NPs were produced to compare
to FePt NPs. After annealing at 700 °C, we observed strong
hysteretic behavior at 7= 11 K. At ambient temperature the
coercive field has been obtained to 0.5 kOe comparable to FePt
NPs of similar size. The median of the K¢ was found at 1.5
MJI/m3 which is 29% of the CoPt bulk value.

The similarity of the magnetic behavior of FePt and CoPt leads
to an important conclusion: Materials which derive their high
magnetocrystalline anisotropy and, thus, their magnetic attrac-
tiveness for applications from a chemically ordered state, such
as the L1 in the present case, appear to exhibit strongly deterio-
rated magnetic properties when prepared as NPs with a monoto-
nous decrease of, e.g., the coercive field with decreasing
particle diameter. As a consequence, significantly larger NPs
are required to guarantee temporal stability of their inscribed
magnetization at ambient temperatures than what is hoped for

on the basis of the materials bulk behavior. Part of this problem
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may be attributed to crystalline defects present in the NPs as
demonstrated by HRTEM revealing also the existence of parti-
cles comprised of two or three sub-particles with different
orientations. In such a case, considering projections of the easy
axes onto the field direction immediately could explain the
reduced H, values. Additionally, the local chemical order may
be disturbed in vicinity of a defect also leading to a depressed
H.. It is interesting to note that in case of Co, no significant H,
depression was observed for NPs though defects are also
expected for such particles. If defects are exclusively respon-
sible for the depressed H, values in L1y NPs, the prospect of
their application is definitely restricted. Recent work, however,
indicated that FePt NPs may be only partially ordered due to a
non-optimized annealing temperature leading to the observed
H_ depression. The underlying mechanism is related to the
theoretically predicted size dependence of the ordering tempera-
ture [105] with its monotonous decrease with decreasing
particle diameter. As a consequence, at the most employed
annealing temperatures of typically 700 °C an only partially
ordered state may be stable or, in the worst case, the smallest
NPs may be stable in the completely disordered fcc phase. This
scenario offers a more optimistic prospect, since for smaller
NPs the annealing temperature only has to be reduced, however,
this must be accompanied by a correspondingly elongated
annealing time to compensate for the reduced kinetics. Whether
such compensation can be accomplished is not clear at the

moment and the necessary experiments are under way.
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We present a short review of the magnetic excitations in nanoparticles below the superparamagnetic blocking temperature. In this

temperature regime, the magnetic dynamics in nanoparticles is dominated by uniform excitations, and this leads to a linear tempera-

ture dependence of the magnetization and the magnetic hyperfine field, in contrast to the Bloch 752 law in bulk materials. The

temperature dependence of the average magnetization is conveniently studied by Mdssbauer spectroscopy. The energy of the

uniform excitations of magnetic nanoparticles can be studied by inelastic neutron scattering.

Review

Introduction

One of the most important differences between magnetic nano-
particles and the corresponding bulk materials is that the
magnetic dynamics differ substantially. The magnetic
anisotropy energy of a particle is proportional to the volume.
For very small particles at finite temperatures it may therefore
be comparable to the thermal energy. This results in superpara-
magnetic relaxation, i.e., thermally induced reversals of the
magnetization direction. For a particle with a uniaxial
anisotropy energy E(0) given by the simple expression in Equa-
tion 1, the superparamagnetic relaxation time t is given by
Equation 2 [1,2].

E(0)=KVsin’ 0 1)
KV

T="T,exp| — @
B

Here K is the magnetic anisotropy constant, V' is the particle
volume, 0 is the angle between an easy axis and the (sublattice)

magnetization vector, kg is Boltzmann’s constant and T is the
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temperature. The value of 7 is in the range 10713107 s. When
the superparamagnetic relaxation time is long compared to the
timescale of the experimental technique, the instantaneous
magnetization is measured, but in the case of fast relaxation, the
average value of the magnetization is measured. The superpara-
magnetic blocking temperature (7g) is defined as the tempera-
ture at which the superparamagnetic relaxation time equals the
timescale of the experimental technique used for the study of

the magnetic properties.

Below T, superparamagnetic relaxation can be considered
negligible, but the magnetization direction may still fluctuate in
directions close to the easy axes at 6 = 0° and 6 = 180°. These
fluctuations have been termed “collective magnetic excitations”
[3-5]. The magnetic excitations in a nanoparticle are illustrated

schematically in Figure 1.

Easy direction

0

E(0) = KV sin*0

A
mSuperparamagnen‘c
relaxation
Collective magnetic
excitations
T180° 0 +180° O

Figure 1: Schematic illustration of magnetic fluctuations in a nanopar-
ticle. At low temperatures the direction of the magnetization vector M
fluctuates near one of the easy directions (collective magnetic ex-
citations). At higher temperatures the thermal energy can be compa-
rable to the height, KV, of the energy barrier separating the easy direc-
tions, and the magnetization can fluctuate between the easy directions
(superparamagnetic relaxation).

The magnetic dynamics well below the Curie or Néel tempera-
ture in both bulk materials and nanoparticles can be described
by excitation of spin waves, but the spin wave spectrum of
small particles is size-dependent and this can have a substantial
influence on the temperature dependence of the magnetization
in nanoparticles. In this paper we give a short review of the spin
dynamics in non-interacting nanoparticles below the blocking

temperature.

Beilstein J. Nanotechnol. 2010, 1, 48-54.

Ferromagnetic and ferrimagnetic nano-
particles

First, we consider a ferromagnetic or ferrimagnetic material
with cubic crystal structure and lattice constant ag. The disper-
sion relation for spin waves, i.e., the spin wave energy ho, asa
function of the value of the wave vector ¢, can for apg << 1 be
written as [6,7]

ho, = 2JSa;q’ + guyB, . 3)

Here w, is the angular frequency of a spin wave with wave
vector ¢, J is the exchange constant, S is the atomic spin, g is
the Landé factor, pg is the Bohr magneton, and Ba = 2K/M, is
the anisotropy field, where M) is the saturation magnetization.
If surface effects are negligible, the allowed values of the wave
vector in a cubic nanoparticle with side length d are given by
[7-10]

qzmr/d, n=0,1,2,3,.. @)

In a macroscopic crystal, the energy difference between adja-
cent spin wave states is small and the quantized states are well
approximated by a continuous distribution of energies. Further-
more, the magnetic anisotropy is usually neglected in the calcu-
lations [9,10]. In ferromagnetic and ferrimagnetic materials at
low temperatures, spin wave excitations result in a temperature

dependence of the magnetization given by [10,11]

0.0587 (k. TY"
M(T) = M(©0)] 1-—=2Lf 2
m-wofi-2mm(sr]

where v is an integer, which equals 1, 2, or 4 for simple cubic,
bece or fec lattices, respectively. Equation 5 is known as the
Bloch 752 law.

In a nanoparticle, the value of d is small, and according to
Equation 3 and Equation 4 this results in large energy gaps
between spin wave modes with different g-values. The energy
gap between the n = 0 and n = 1 modes is given by [7]

_ 2n’JSa;

A PE

(6)

This energy gap can be on the order of 10 K or larger.

In the spin wave modes with n > 0, the atomic spins precess
such that adjacent spins form a small angle with each other.
However, in the uniform (n = 0) spin-wave mode the atomic

spins precess in unison, as illustrated in Figure 2. Due to the
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energy gap, given by Equation 6, the uniform mode is predomi-
nant in nanoparticles at low temperatures [8]. In the uniform
mode, ¢ = 0, and the energy of a particle in an excited uniform
precession state is governed by the magnetic anisotropy and is
given by

E, = (no +%) gigB,, @)

where n( can assume the values 0, 1, 2, ...

At low temperatures, the average number <n0> is given by [8]

kT kT
()= 2o =—o ®)
®,  ZHUgDy
The anisotropy field may be on the order of 0.1 T or smaller.
The z-components of the magnetic moments of neighboring
precession states of the uniform mode with slightly different
precession angles differ by gug, and the z-component of the
magnetization at the temperature 7 is given by

k,T

(M);Mo_g;B <n°>EM°{1_2IB<V} ©)

According to Equation 9, the temperature dependence of the
magnetization in nanoparticles at low temperatures is inde-
pendent of the exchange interaction, in contrast to bulk ma-
terials (Equation 5). Furthermore, the magnetization depends
linearly on temperature, in contrast to the Bloch 732 law for

bulk materials, as illustrated schematically in Figure 2.

The magnetic dynamics in nanoparticles at low temperatures
can be described in terms of excitations of the uniform mode in
combination with transitions between excited states with
different values of ny, i.e., with different precession angles.
These dynamics have also been termed “collective magnetic ex-
citations” [4,5]. The contribution from the uniform mode to the
temperature dependence of the magnetization of bulk materials
is negligible, because of the dependence of the magnetization
on the volume in Equation 9.

The temperature dependence of the magnetization of a nanopar-
ticle can also be derived by considering the particle as a
macrospin, which can be treated as a classical magnetic
moment, i.e., it is assumed that the magnetization vector can
point in any direction [3-5]. Below Tg, the magnetization direc-
tion remains near one of the minima and the temperature
dependence of the magnetization can be calculated by use of

Boltzmann statistics:
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Figure 2: Schematic illustration of spin waves in macroscopic crystals
(red arrows) and uniform excitations in nanoparticles (blue arrows) and
the corresponding temperature dependence of the magnetization. Tg is
the superparamagnetic blocking temperature and Tg is the Curie
temperature.
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2KV

(10)

where E(0) is given by Equation 1, and the latter approximation
is valid at low temperatures. The linear temperature depend-
ence of the magnetization in nanoparticles was first observed by
Mossbauer spectroscopy studies of magnetite (Fe304) nano-
particles [3], but it has later been studied in nanoparticles of

several other magnetic materials.

In Méssbauer spectroscopy studies, the magnetic hyperfine field
is measured, which is proportional to the magnetization. If the
magnetic fluctuations near an energy minimum are fast
compared to the timescale of the technique, which is on the
order of a few nanoseconds for Mdssbauer spectroscopy, then
the average magnetic hyperfine field is measured. The relax-
ation times for transitions between states with different values
of ng are much shorter than the pre-exponential factor 1( in
Equation 2 [12,13], which is on the order of 1071321079 .
Thus, it is a good approximation to assume that the relaxation is
fast compared to the timescale of Mdssbauer spectroscopy, and
the observed magnetic hyperfine field is then given by

(Bhf>;3{1—2kzﬂ, (11
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where By is the saturation hyperfine field. Figure 3 shows the
temperature dependence of the magnetic hyperfine field of three
samples of magnetite (Fe304) nanoparticles with different
average sizes [3]. From the slopes of the fitted straight lines one
can estimate the values of the magnetic anisotropy constants K.
It was found that K increases with decreasing particle size. This
is in accordance with the expected increase of the surface
contribution to the total magnetic anisotropy [14]. A similar size
dependence of the magnetic anisotropy constant has been found
by Mdssbauer studies in other nanoparticles, for example,
maghemite (y-Fe,03) [15], hematite (a-Fe,O3) [16] and
metallic iron (a-Fe) [17].

1.00

0.99

0.98 _
2 097 .
9
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04 .

0.94 $ 6 nm

Temperature [K]

Figure 3: The reduced average magnetic hyperfine field <Bhr>/Bo asa
function of temperature for particles of magnetite with sizes of 6 nm, 10
nm and 12 nm. The solid lines are the best linear fits to the experi-
mental data in accordance with Equation 11. [Reprinted with permis-
sion from Mearup, S.; Topsge, H. Méssbauer Studies of Thermal Ex-
citations in Magnetically Ordered Microcrystals, Appl. Phys. 1976, 11,
63-66. Copyright (1976) by Springer Science + Business Media.]

If a sufficiently large magnetic field B is applied, such that B >>
B, the anisotropy field in Equation 7 and Equation 8 should be
replaced by the applied field. This leads to a temperature and
field dependence of the magnetization given by [18]

~ _ kBT
(M) =M, {1 MOVB}

(12)

which also can be derived as the high-field approximation to the
Langevin function [18]. The temperature and field dependence
of the magnetic hyperfine field is given by an equivalent

expression.
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The timescale of inelastic neutron scattering is on the order of
picoseconds, i.e., much shorter than that of Mdssbauer spec-
troscopy, and inelastic neutron scattering can be used to
measure the energy difference between adjacent uniform
precession states in nanoparticles [19-22]. In inelastic neutron
studies of magnetic dynamics of ferrimagnetic particles one can
measure the energy distribution of neutrons that are diffracted at
a scattering angle corresponding to a magnetic diffraction peak.
This energy distribution is usually dominated by a large peak at
zero energy, due to elastically scattered neutrons. The energy
difference between neighboring precession states in the uniform
mode results in satellite peaks in the energy distribution at ener-
gies +¢(. These peaks are associated with transitions of the type
ng — ng £ 1. The energy g is given by [20]

g, = hw, = gu,B,. (13)

Anisotropy fields on the order of 0.1 T correspond to
g9 =~ 0.01 meV. Using a neutron spectrometer with an energy
resolution on the order of 0.1 meV, the satellite peaks are there-
fore difficult to observe, but they may be visible if a large
magnetic field B is applied, because they are then shifted to
higher energies [20]. For B >> By, the energy is approximately
given by an expression similar to Equation 13 with B replaced
by B. The relative intensity of the satellite peaks is for MyVB >>
kgT given by [20]

(14

i.e., it decreases with increasing field because the uniform ex-
citations are suppressed by the applied magnetic field. The
temperature dependence of R, is in accordance with the
expected increase of the population of the uniform precession
mode with increasing temperature.

In Figure 4, data obtained from inelastic neutron scattering
studies of 4.0 nm maghemite particles [20] is shown.
Figure 4a demonstrates that the energy of the satellite peaks
varies almost linearly with the magnitude of the applied
magnetic field, indicating that the anisotropy field is almost
negligible for B> 1 T. By a detailed analysis of the data, Bp
was estimated to be on the order of 0.3 T. Panels (b) and (c) in
Figure 4 show the relative area, Rj,, of the satellite peaks as a
function of the applied field at 300 K and as a function of
temperature at B = 2 T, respectively, and the lines are fits by
using Equation 14.

Antiferromagnetic nanoparticles

The magnetic dynamics of nanoparticles of antiferromagnetic

particles differs in several ways from that of ferro- and ferri-
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Figure 4: Parameters derived from inelastic neutron scattering data for
4.0 nm particles of maghemite: (a) Energy of the satellite peaks as a
function of the applied magnetic field at 300 K; (b) the relative area of
the inelastic peaks as a function of the applied field at 300 K; (c) the
relative area of the inelastic peaks as a function of temperature at B =
2 T. [Reprinted with permission from Lefmann, K.; Badker, F.; Klausen,
S. N,; Hansen, M. F.; Clausen, K. N.; Lindgard, P.-A.; Merup, S. A
neutron scattering study of spin precession in ferrimagnetic maghemite
nanoparticles Europhys. Lett. 2001, 54, 526-532. Copyright (2001) by
EDP Sciences.]

magnetic nanoparticles [23]. In an antiferromagnetic material
with uniaxial anisotropy, the dispersion relation for spin waves

is given by [10]

1/2
5 2q2a2
ho, =g, | (B, +B,) —B; 1—T0 ,

(15)

where By = K/Mj is the anisotropy field for an antiferromag-
netic material with sublattice magnetization M, Bg is the
exchange field and z is the number of nearest neighbor atoms.
The exchange fields of antiferromagnetic materials may be
larger than 100 T, i.e., much larger than the anisotropy field.
Therefore, in antiferromagnetic nanoparticles, the energy gap
between the uniform mode at #» = 0 and the n =1 mode is much
larger than in ferro- or ferrimagnetic materials. However, in
spite of the differences in the excitation energies of ferro- or
ferrimagnetic particles and antiferromagnetic particles, the
temperature dependence of the sublattice magnetization and the
magnetic hyperfine field in antiferromagnetic nanoparticles are

still given by Equation 10 and Equation 11 [8].

As an example, Figure 5 shows the temperature dependence of
the magnetic hyperfine field of 20 nm hematite nanoparticles
[24]. From the slope of the linear fit of the data for the non-
interacting particles, the value of the magnetic anisotropy
constant can be estimated with Equation 11.

The energy difference between neighboring precession states in
the uniform (¢ = 0) mode is given by [6,10,19,25]
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Figure 5: The observed median hyperfine field for 20 nm hematite
nanoparticles as a function of temperature. The line is a fit in accor-
dance with Equation 11. [Adapted from Hansen, M. F.; Bender Koch,
C.; Mgrup, S. The magnetic dynamics of weakly and strongly inter-
acting hematite nanoparticles, Phys. Rev. B 2000, 62, 1124—1135.
Copyright (2000) by the American Physical Society.]

(16)

g, =ho, = g“’BVB/i +2B.B, =~ guy2B;B,,

where the last approximation is valid for Bg >> Ba. Because the
exchange fields of typical antiferromagnetic materials are much
larger than the anisotropy fields, the energy, gy, can be much
larger than in ferro- and ferrimagnetic nanoparticles and can
more easily be resolved in inelastic neutron scattering experi-
ments in zero applied field [19,21,22].

Figure 6 shows inelastic neutron scattering data from a sample
of 15 nm a-Fe,O3 nanoparticles. The data were obtained from
neutrons, scattered at the scattering vector with Q = 1.50 A™1,
corresponding to the purely magnetic hexagonal (101) peak
[21]. Data obtained in zero applied field as a function of
temperature are shown in Figure 6a, whereas Figure 6b shows
data obtained in different applied magnetic fields at 200 K. In
Figure 6a, inelastic satellite peaks at energies gy = £1.1 meV
are seen on both sides of the intense quasielastic peak. As in the
data for ferrimagnetic maghemite (Figure 4) the relative area of
the inelastic peaks increases with increasing temperature. At
low temperatures the relative area of the inelastic peaks in zero
applied field is given by [23]

amn

When magnetic fields are applied at 200 K, the inelastic peaks
are shifted to higher energies, and their relative intensity
decreases as for ferrimagnetic maghemite nanoparticles
(Figure 4).

52



i 2 ]
1000t ;Z 21205 ®
: } =l
100k ! Y ‘ ]
: ‘ol I _
10k Fil ) :3;5§£ X
) F f 7 6K: Rt * IIIIET 0T-
E 1 ! Q’ = 400 \\T iy
%— f¥ 100 K ?ﬁi ;
= * I
Al A o
g ] 1o &
_‘(v/ﬁ\.a\z‘)ﬁ: . k
. ; PR
\ N
H ) +H%Hf%££§\_ 757
J/ 2 \l/; % .

1 1.5 2
€ [meV]

Figure 6: Inelastic neutron scattering data for 15 nm hematite parti-
cles measured at the scattering vector Q = 1.50 A~": (a) Data obtained
in zero applied magnetic field at the indicated temperatures; (b) data
obtained at 200 K with the indicated applied magnetic fields.
[Reprinted from Klausen, S. N.; Lefmann, K.; Lindgard, P.-A.; Kuhn, L.
T.; Frandsen, C.; Mgrup, S.; Roessli, B.; Cavadini, N. Quantized spin
waves and magnetic anisotropy in hematite nanoparticles. Phys. Rev.
B 2004, 70, 214411. Copyright (2004) by the American Physical
Society.]

The energy of the uniform excitations in antiferromagnetic ma-
terials, Equation 16, was derived assuming that the antiferro-
magnetic material had zero net magnetization, but nano-
particles of antiferromagnetic materials usually have a magnetic
moment because of uncompensated spins, for example, in the
surface [23,26]. This can have a large influence on the ex-
citation energy [25,27]. For example, an uncompensated
magnetic moment of only around 1% of the sublattice magnetic
moment can result in a decrease of the excitation energy by a
factor of two [27]. Neutron studies of hematite nanoparticles
[28] have shown that the effect is significant in 8 nm hematite

particles, which have relatively large uncompensated moments.

In antiferromagnetic materials, excitation of the uniform mode
has interesting consequences. The spins of the two sublattices
precess around the easy axis in such a way that they are not
strictly antiparallel, but form different angles, 0, and 0g, with
respect to the easy axis. This is illustrated in Figure 7. For By
<< BE the two angles are related by [29]

sinOA:1+ 2B_A.
sind, \ B,

(18)
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Therefore, the magnetic moments of the two sublattices do not
cancel, and the nanoparticle has a net magnetic moment, which
increases with increasing temperature. The contribution to the
initial susceptibility from this thermoinduced magnetization is
given by [30]

2

N 8k T [ gy

19
Vo ho, )

Xi

Several studies of the magnetization of antiferromagnetic nano-
particles have demonstrated an apparent increase of the magnet-
ization with increasing temperature, which is in accordance
with the model for thermoinduced magnetization [30].
However, magnetization curves of samples of antiferromag-
netic nanoparticles can be significantly influenced by the distri-
bution of magnetic moments due to uncompensated spins [31]
and by the magnetic anisotropy [32], and these effects may be
difficult to distinguish from the contribution from the thermoin-

duced magnetization.

(a)

Figure 7: Schematic illustration of the uniform mode in antiferromag-
netic nanoparticles: (a) At low temperatures the spins in the two sublat-
tices are essentially antiparallel; (b) at higher temperatures the two
sublattices are not antiparallel, but precess around an easy axis with
different precession angles. This leads to a non-zero magnetic
moment of the nanoparticle.

Conclusion

After the discovery of superparamagnetism much of the
research in the field of magnetic nanoparticles has focused on
superparamagnetic relaxation while the magnetic dynamics
below Ty has attracted less attention. However, the quan-
tization of the spin-wave spectrum, especially the large energy
gap between the lowest (¢ = 0) excitation state and the states
with ¢ > 0, results in a predominance of the uniform mode in
nanoparticles. This results in a linear temperature dependence
of the magnetization and the magnetic hyperfine field, in
contrast to the Bloch 7%/2 law in bulk materials. Mdssbauer

spectroscopy is useful for studies of the temperature depend-
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ence of the magnetization of nanoparticles, whereas inelastic

neutron scattering studies can give information on the energy of

the uniform excitations.
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We propose an original route to prepare magnetic alloy nanoparticles with uniform size and shape by using nanosecond annealing

under pulsed laser irradiation. As demonstrated here on CoPt nanoparticles, flash laser annealing gives an unprecedented oppor-

tunity to control the size and the shape of bimetallic nanoparticles without changing their composition. The mechanisms involved in

the complete reshaping of the nanoparticle thin films are discussed and it is also shown that order-disorder phase transformations

occur under laser irradiation. This technique is then very interesting for magnetic alloy nanoparticles studies and applications

because it opens up a new way to fabricate size-controlled spherical nanoparticles with narrow size dispersion.

Introduction

Future high-density recording systems require 10 nm magnetic
grains with a high magnetic anisotropy (K) to insure their
thermal stability [1]. CoPt and FePt nanoparticles (NPs) in the
chemically ordered L1 structure [2] are very promising ma-
terials for such magnetic applications, because of their 10 times
larger K, as well as the larger saturation magnetization
compared to CoCr-based alloys used nowadays in the recording

systems [3-5]. However the understanding of their size-depen-

dant properties and their future applications depend on the
ability to synthesize NPs with a very good control over the size
distribution and the chemical composition. Up to now, only
chemical synthesis is able to produce monodisperse CoPt [6]
and FePt [7,8] NPs with a polydispersity (that is, standard devi-
ation divided by the mean size) as small as 10%. However,
chemically prepared monodisperse bimetallic NPs are limited to

sub-10 nm diameter, and postsynthesis thermal treatments used
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to increase NPs size, inevitably widen size dispersion. Vapour
phase homogenous nucleation allows the fabrication of
sub-10 nm and sup-10 nm particles, but their polydispersity
varies from 30% to 60% with cluster size. This broad size distri-
bution makes the study of the structural and magnetic prop-
erties of NPs complicated, because it drastically influences the
results of commonly used analysis techniques, such as X-ray
diffraction and SQUID. For that reason, single NP analysis
techniques are necessary to understand size effects on the NP
properties [9-11].

In this article, we propose an original route to prepare CoPt
bimetallic NPs with uniform size and shape by using
nanosecond annealing with pulsed laser radiation at 248 nm.
This technique has already been successfully applied to Ag [12-
14] and Au [15-20] NPs in solution, or on a substrate, by using
laser energy in the UV range or at the plasmon resonant wave-
length of the metal. We will show here that similar results can
be obtained on bimetallic NPs by using a nanosecond pulsed
laser beam, without changing the NPs composition. These
developments open up a new way to design magnetic alloys
NPs with ideal morphologies and size for magnetic studies and
applications.

Results and Discussion

CoPt NP thin films on amorphous alumina (a-Al,O3) were
produced by pulsed laser deposition (PLD) in a high vacuum
chamber [21,22]. a-Al,O3 and the metals are deposited by PLD
using a KrF excimer laser at 248 nm with a pulse duration of
25 ns at a repetition rate of 5 Hz. Substrates were commercial
transmission electron microscopy (TEM) grids on which an
amorphous carbon layer with a thickness of 10 nm was
deposited. On the top of the amorphous carbon, a 3 nm layer of
a-Al,O3 was deposited. Then, cobalt and platinum were alter-
natively deposited using pure Co and Pt targets irradiated with
an energy density of 4.4 J/em? in order to obtain CosPtsq NPs.
The crystalline structure of as-grown NPs can be controlled
with the substrate temperature [21,22]. Two samples with a
nominal thickness of 2.5 nm were prepared, with a substrate
temperature of 550 °C and 650 °C, leading to the formation of a
disordered face centered cubic (FCC) and L1 ordered struc-
tures, respectively. On both samples, a 3 nm-thick layer of
a-Al,O3 was deposited over the NPs to protect them from air
oxidation.

After the synthesis, the sample was irradiated by using the same
laser as the one used for the PLD experiment. A pulse
frequency of 1 Hz was used and the laser energy was chosen
well below the ablation threshold of CoPt and Al,O3 in order to
avoid the vaporization of the sample. For that purpose, a

focusing lens is placed between the laser and the sample. The
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experimental setup is schematically illustrated in Figure 1. The
energy density on the sample is controlled by the distance D
between the back focal plane of the lens and the sample. In our
experiment, samples were irradiated with a fluence of 47 mJ/
cm?. The evolution of the NPs size and shape was studied by
TEM. TEM experiments were carried out on a JEM-2010F
field-emission electron microscope operating at 200 kV and
equipped together with a high-resolution pole piece and a PGT
energy dispersive X-Ray (EDX) analyser.

Convergent
lens
An2asmo........ 1.0 ; Fluence 1 (mJ/cm?)
l 1
Back focal -
plane :’
VAN
Substrate
~
Convergent
lens ‘
A =248 nm
"""""" \ Fluence 2 (mJ/cm?)
I
Back focal '
plane :
D,< D, === Fluence! > Fluence2

Figure 1: Schematic representation of the experimental setup: the
sample is placed behind the back focal plane of a convergent lens.
The fluence in the substrate plane is then fixed by the distance D
between the sample and the back focal plane of the lens. The longer is
D, the lower is the fluence on the substrate.

The morphology of as-grown CoPt NPs is shown in Figure 2a.
NPs have irregular shapes elongated in the substrate plane due
to coalescence processes during the synthesis. The morpholog-
ical changes induced by the laser irradiation as a function of the
number of laser pulses is presented in Figure 2b and Figure 2c.
After the first pulse, we can already observe a partial reshaping
of the NPs towards rounded shapes and smooth surfaces, but a
significant number of elongated NPs remains. After 7 laser
pulses, the shape and the size distribution of bimetallic NPs
have completely changed. First of all, the morphology of the
particles evolves from a flat to spherical shape, as indicated by
the higher intensity levels of the NPs in Figure 2c. At the same
time, the mean size, the polydispersity, and the coverage ratio
of the NPs decrease (Table 1), changing the broad size disper-
sion of as-grown NPs into a Gaussian distribution (Figure 2).
This technique allows the fabrication of 10 to 15 nm size NPs
with a polydispersity as low as 20%. In good agreement with
previous studies on monometallic NPs [23,24], we have shown

that similar effects are obtained with CoPt thin films near the
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Figure 2: Evolution of the CoPt NPs size and shape as a function of the number of laser pulses. TEM images and the corresponding NPs size disper-
sion, (a) before laser irradiation, (b) after 1 laser pulse, (c) after 7 laser pulses.

Table 1: Evolution of the NPs mean size, polydispersity, and coverage

ratio as a function of the number of laser pulses.

As-grown 1 pulse 7 pulses
Mean size 16.6 nm 13.4 nm 10.3 nm
Polydispersity 61% 38% 25%
Coverage ratio 60% 53% 32%

percolation threshold, indicating that the morphological trans-
formations does not depend on the as-grown film morphology.
If flash laser annealing experiments always result in spherical
and monodisperse NPs, the nominal thickness of the as-grown
film can be used to control the final size of the irradiated NPs.

NPs composition was measured by EDX analysis. Despite the
complete change of the NP morphology, their composition was
found to be CosgPtsg (2 at. %) before and after irradiation
experiments. Therefore flash laser annealing does not influence
the composition of bimetallic cluster which is a sine qua non
condition for the use of this technique on magnetic alloy NPs.
The conservation of NPs composition indicates that if metal
atoms evaporate from CoPt NPs thin films during flash laser
annealing, the evaporation rates of Co and Pt atoms are similar.
This property of alloys is sometimes exploited for controlling

the composition of NPs synthesized by PLD, since the irradi-
ation of alloy targets often leads to the formation of NPs with
the same stoichiometry as the target [25,26].

The laser energy can be absorbed either by the NPs or by the
substrate since both materials absorb at the laser wavelength.
For the NPs, this absorption results in the increase of their
temperature and induces desorption of Co and Pt atoms. The
absorption cross section of the UV radiation varies as d3, where
d is the diameter of the NPs [13,27]. Desorption phenomena are
then more effective on the biggest particles leading to the reduc-
tion of the particle size and polydispersity (Table 1). This
process can be described, as an “inverse” Ostwald ripening
[28], since energetic factors cause small NPs to grow, drawing
materials from the bigger clusters, which shrink. In addition,
NPs polydispersity is also reduced by the disappearance of the
sub-3 nm clusters, which are unstable under laser irradiation
because of their lower melting temperature [29]. After a few
laser pulses, all the particles are large enough to remain stable
under laser irradiation, and their narrow size dispersion tends to
equilibrate the laser-induced fluxes of atoms between the clus-
ters.

In parallel, the temperature increase due to the laser intensity

induces a solid-liquid transition of the alloy leading to a
complete reshaping of the particles. This solid-liquid transition
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Figure 3: Evolution of the CoPt NPs size, shape, and crystalline structure during flash laser annealing. TEM images and the corresponding diffraction
pattern (inset), (a) as-grown CoPt NPs in the L1¢ ordered structure, (b) after 3 laser pulses, CoPt NPs in the FCC disordered structure.

is demonstrated by the rounded shape of the particles similar to
small water droplets on clean glass substrate. The formation of
twin boundaries observed on Figure 2c, is characteristic of rapid
solidification processes following NPs melting. These laser-
induced phenomena tend to reduce the surface energy of the
NPs [19] and spherical shape is the energetically favourable
configuration. Evidence of NPs melting has been also reported
for irradiated Au NPs [15,30].

Bulk CoPt alloy has a phase transition at 825 °C between the
L1j ordered structure at low temperature and the disordered
FCC structure at high temperature. As previously reported [9],
this phase transition temperature decreases with particle size;
however, such a size effect only occurs in sub-3 nm CoPt NPs.
It can then be considered that the phase transition temperature
for NPs larger than 10 nm is similar to the bulk phase transition
temperature. Figure 3 shows that flash laser annealing experi-
ments performed on L1 ordered CoPt NPs result in FCC clus-
ters. This phase transformation is demonstrated by the disap-
pearance of the 110 and 201 superstructure reflections, charac-
teristic of chemically ordered structures, on the diffraction
pattern of the NPs (Figure 3b). This result proves that the
temperature inside the NPs is at least higher than 825 °C. More-
over, this disordering is similar to a quenching of the NPs from
a high temperature phase and demonstrates the very fast ther-
malisation of the NPs, during which the substrate probably acts
as a heat sink.

Of course, FCC disordered NPs are not usable for information
storage applications because of their superparamagnetic state.
However, we have previously reported [21] that between
600 °C and 700 °C, the temperature is high enough to trans-
form FCC NPs into chemically ordered NPs and low enough to
prevent NPs coalescence. Using classical annealing procedures
L1¢ ordered NPs can then be obtained without changing their
shape.

In conclusion, flash laser annealing is a method of choice to
fabricate 10 to 15 nm size magnetic alloy NPs with spherical
shape and low polydispersity (~20%). Indeed, in this range of
size, conventional chemical and physical syntheses do not allow
the fabrication of NPs with such narrow size dispersion. This
technique gives an unprecedented opportunity to control the
size and the shape of bimetallic NPs without changing their
composition. It can also be used to produce organized CoPt or
any bimetallic NPs on a substrate, by using an accurate
patterning of the light field intensity designed by masks or grat-
ings lithography [14,31].
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This paper highlights recent advances in synthesis, self-assembly and sensing applications of monodisperse magnetic Co and

Co-alloyed nanoparticles. A brief introduction to solution phase synthesis techniques as well as the magnetic properties and aspects

of the self-assembly process of nanoparticles will be given with the emphasis placed on selected applications, before recent devel-

opments of particles in sensor devices are outlined. Here, the paper focuses on the fabrication of granular magnetoresistive sensors

by the employment of particles themselves as sensing layers. The role of interparticle interactions is discussed.

Introduction

Magnetic nanoparticles have been thoroughly studied during the
last decades due to their many promising applications in chem-
ical, physical and medical fields [1]. A common example is
their employment in microfluidic devices: Due to their perma-
nent magnetic moment, they can be controlled via external,
inhomogeneous magnetic fields [2] and also be detected by
magnetoresistive sensors [3] which allows for the magneto-

based monitoring of magnetically labeled biomolecules.

The interaction between several particles is also of high prac-
tical relevance: Due to different types of coupling, magnetic
nanoparticles assemble in superstructures. Various technolog-
ical applications such as their employment in data storage
devices, where every particle represents one bit of information
[4], have been a strong driving force for the development of
new methods for the well-defined deposition of superstructures

on a substrate. In this regard, the different morphologies of
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nanoparticles have also become of interest as they offer add-

itional degrees of freedom.

Within such assemblies, magnetic nanoparticles themselves
may act as magnetoresistive sensor devices: Surrounded by a
non-magnetic matrix, various spin-dependent transport
phenomena have been observed [5-9]. Contrary to formerly
used metallurgic preparation techniques, nanoparticle fabrica-
tion by bottom-up chemical syntheses offer significant advan-
tages: The systematic adjustment of the self-organization
process by, e.g., the employment of ligands with different alkyl
chain lengths, allows for the independent variation of the
particle-matrix volume fraction and the inter-particle distances
between the magnetic granules and, therefore, enables a system-
atic study of granular resistive effects. These systems have
promising applications of high technological relevance such as
the realization of printable magnetoresistive sensor devices by
the employment of colloidal magnetic spheres dispersed in a
conductive paste.

However, the controlled preparation of highly ordered assem-
blies of magnetic nanoparticles requires a strong understanding
of all steps involved and remains challenging due to the high
degree of interdisciplinary influences. In this work, we give an
overview of different preparation techniques, the resulting parti-
cles and the possibilities to control particle properties such
magnetism of morphology by varying parameters in the syn-
thesis process. The governing dynamics during the self-
assembly process and within the static particle configuration are
discussed, and we further analyze different properties of gran-
ular giant magnetoresistance sensors based on their spin-depen-

dent transport properties.

Review

1. Particle preparation

In principle, two different strategies for the synthesis of
nanoparticles may be pursued. The top-down method starts
from the bulk material which is decomposed by mechanical
influences into decreasingly smaller fragments. The resulting
objects have a mean diameter of about 100 nm and show a very
wide size distribution. Therefore, such an approach is usually
not suitable for the manufacturing of particles with a well-
defined geometrical configuration.

The bottom-up method may be understood as an approach from
the opposite direction: A small precursor, commonly an
organometal compound or a salt, is decomposed by either
thermal or optical excitation, which separates the metal atom
from the organic residue, or by a reducing agent. Via the nucle-
ation of numerous metal atoms, particles with a diameter of 1 to

50 nm and a narrow size distribution are formed. Due to the
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advantage of highly defined particle morphology, the bottom-up
method is preferred in the works reported throughout this paper.
However, a firm control of such properties for the design of
particles tailored to specific applications requires a detailed
understanding of different influences during the synthesis which
are discussed in the following sections.

1.1 Thermolysis

A very commonly used method is thermolysis, which was origi-
nally introduced by Puntes et al. [10,11]. Tensides such as oleic
acid, oleylamine, TOPO (tri-n-octylphosphine oxide),
dendrimers or proteins are dissolved in airless conditions in an
organic solvent and subsequently heated to reflux. By adding
different organ metal compounds such as metal acetyl acetate
[M(acac),] or metal carbonyls, the formation of nucleation
seeds is initiated. After formation, seeds absorb free metal
atoms and continue to grow. The role of the tensides will be
discussed below, however at this point, it is sufficient to know
that they act as stabilizers for the particles; the resulting
nanoobjects have a shell of the corresponding molecules. The
particle growth dynamics can be explained in the frame of the
LaMer model [12] which describes the growth process in two
separate steps (Figure 1, blue line): above a critical concentra-
tion of free metal atoms, nucleation seeds are formed. Once the
concentration drops below a critical threshold, the number of

seeds remains constant and the existing seeds continue to grow.

A

precursor injection
successive synthesis

nucleation threshold

monomer concentration

equilibrium

>t

Figure 1: Schematic representation of the precursor concentration
according to the LaMer model. The blue line represents the situation of
a single injection; the particle size is limited by the precursor concen-
tration. The red line shows the successive approach in order to
increase the resulting particle size. During successive injection, the
monomer concentration may not exceed the nucleation threshold.

From a thermodynamic point of view, nucleation seeds are
formed once the nucleation energy barrier is exceeded. The free
enthalpy AG is composed of surface contributions Gg and the
bulk enthalpy Gy:
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AG =G +G, =4nR’y +%nR3AGv (1

where R denotes the particle radius. The first summand
describes the influence of the surface with y the specific free
surface energy. We always have y > 0 and, thus, the nucleation
process cannot be initiated due to surface effects. The second
term refers to volume contributions with AGy the free enthalpy
difference between the solved monomer and the unit volume
crystal. If AGy > 0, solved monomers are energetically more
favorable and, therefore, no nucleation seeds will be formed.
For the synthesis of nanoparticles, it is, therefore, necessary to
have AGy < 0 such that Gg < |Gy/|. By introducing the degree of
saturation S, AGy may be rewritten as
CTInS

AG, = v 2

m

with Cg the Rydberg constant, 7' the absolute temperature and
Vm the molar volume of the crystal. S reaches the value 1 for a
completely saturated solution. At higher (supersaturated)
concentrations, S > 1 and, consequently, also AGy < 0. An
analysis of the free enthalpy AG with respect to the particle
radius R reveals that there is a maximum at

R AV, 3
©"TAG, C,Ths ®

Below this critical radius, nucleation seeds can be formed,
however, they immediately decay into smaller objects which are
energetically more favorable. Therefore, the corresponding
R-value R; at the maximum of AG is the minimum size of a
nucleation seed. The equations given above require the enthalpy
difference AGy and the specific surface energy y to be
constants. However, in the case of nanoparticles, this is no
longer valid: Both values may strongly depend on the particle
size and also different mechanisms of energy minimization such
as rearrangement of the crystallographic phase may occur which
are not included in Equation 1. Therefore, the critical size
(Equation 3) is only an approximation.

Based on the LaMer model, the particle size can be controlled
in different ways. Nucleation processes are initiated once the
precursor concentration exceeds a critical concentration
threshold. During the nucleation and in the subsequent seed
growth, the concentration drops again below this boundary and
no further seeds are formed. From this point onwards, the
remaining free metal atoms contribute to the growth of the
existing seeds. Therefore, the resulting particles are larger the
less seeds have been formed during the nucleation events. Thus,

particles with a large radius can be obtained by adjusting the
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precursor concentration to exceed the nucleation threshold by as
little as possible which result in a small number of nucleation
events. An alternative approach is indicated in Figure 1, red
line, which is known as successive particle synthesis [13].
During the growth process, repeated injection of precursor
concentration below the nucleation threshold results in a contin-
uous growth without the formation of any new seeds. However,
this method often leads to a broad size distribution.

In most synthesis processes, tensides form a basic requirement
for particle stabilization: Due to their steric demand, they
control the minimal distance between particles (see Section
2.1). If no tensides are present during the process, the synthesis
will result in bulk material instead of nanoparticles. However,
their interaction with the particle surface also proves key in the
modification of particle properties: The interaction between a
tenside and the particle surface can occur in many ways and are
mainly based on dipole—dipole-, hydrogen bond- or van der
Waals interactions. They do usually not show covalent charac-
teristics.

Tensides can be characterized by their head groups via which
they interact with metal atoms on the surface of the particles.
We distinguish between tensides such as TOPO which has a
phosphine oxide head group and can only bind in a single motif
to the surface (Figure 2(a)) and tensides such as oleic acid
where different binding motifs are possible (Figure 2(b)): In the
monodentrate structure, only one oxygen atom binds to a metal
atom, the second is not integrated. If both oxygen atoms are
involved in the binding process, they form complexes with
either two different metal atoms or a single one. These motifs
are referred to as bridged and chelating, respectively

(Figure 2(b)). Experimentally, the actual binding motif may be

(@) TOPO

Metallic
nanoparticle

(b) Cleic acid R o. .o
o monodentrate Y chelating
)I\ )
R OH bridged

Figure 2: Interaction of different ligands with the surface of a metallic
nanoparticle. There is only a single binding motif for TOPO (a) but
three for ligands such as oleic acid (b).
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distinguished by IR spectroscopy due to a characteristically
shifted carbonyl band [14]. Which motif is dominating for a
specific tenside—particle pair depends on the properties of the
metal surface and the structure of the head group of the
absorbed tenside. In particular, lattice constants and crystallo-
graphic planes involved play an important role.

The strength of the coupling between ligand and particle
strongly affects the growth behavior of the metal cluster: The
absorption of free metal atoms to the seed surface and, there-
fore, the continuation of growth is only possible at those areas
where no complexes are present. A measure for the detachment
of ligands is given by the dissociation constant D.. A small
value of D, corresponds to a hard to break bond between the
metal surface and the ligand and, consequently, in reduced
particle growth. The size of the dissociation constant may
strongly vary, depending on the above mentioned binding
affinities to different crystal planes. Crystals with a simple
cubic symmetry result in an isotropic value which entails spher-
ical particles (Figure 3(a)). However, if non-cubic crystal
lattices are present, the dissociation constants may depend on

the crystal plane and growth in specific directions is promoted
[10,15-17].

number of particles

4 8
particle diameter in nm

Figure 3: Transmission electron microscopy (TEM) images of Co parti-
cles of various sizes and morphologies synthesized under the influ-
ence of (a) TOPO, (b) oleic acid and oleylamine and (c) a dendrimer
and TOPO which results in two distinct particle sizes (d).

Such effects are shown in Figure 3: The subplots present parti-
cles synthesized in ortho-dichlorobenzene employing dicobalt
octacarbonyl as a precursor. As a ligand (a) TOPO, (b) a mix-
ture of oleic acid and oleylamine and (c) a mixture of TOPO
and a dendrimer of the first generation is present. The single
binding motive of TOPO results in a constant dissociation along
the particle surface and, thus, an isotropic growth. The multiple
binding motives of the ligand mixture (b) lead to different
binding affinities along different crystal planes. Therefore, the
growth in specific directions is enhanced which can result in
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disk-shaped nanocrystals. In subplot (c), a bimodal particle
distribution can be found. The two distinct sizes as shown in (d)
result from different binding affinities of the tensides to the
metal surface: Smaller particles are mainly stabilized by the
dendrimer, larger ones by TOPO. The dendrimer has a very
high dissociation constant which results in a strong binding to
the metal atoms and, therefore, in a slow growth.

1.2 Alternative methods

1.2.1 Micro emulsion and magnetotactic bacteria
Another method for the synthesis of nanoparticles is the micro
emulsion technique which is based on a thermally stabile,
isotropic dispersion of two immiscible solvents, in which the
micro domains of one or both solvents are stabilized by tensides
on the boundary layer. Such behavior is well known from
tensides in water which form micelles due to hydrophilic head
groups and hydrophobic tails. Such micelles have a size of 1 to
50 nm depending on the tenside concentration [18]. The
precursor is confined within these defined droplets which may,
thus, act as nanoreactors in which particle growth is initiated. A
typical result obtained by the use of an isopropanol/water emul-
sion and cetyltrimethylammonium bromide (CTAB) as a
tenside is shown in Figure 4(a); the reducing agent is sodium
borohydride.

—
)
~

particle number

0 100 200 300
particle diameter in nm

Figure 4: (a) Nanoparticles synthesized by micro emulsion approach
and (b) by employment of the synthetic protein c25-mms6 after 15
days. The latter approach results in two different particle species of
different sizes (c). Within a single particle, crystallites of different orien-
tation can be found (d).

While micro emulsion allows for much lower temperatures
during the synthesis, stabilizing tensides usually need to be
injected after the actual growth. Therefore, the additional
control of the particle morphology by tensides is available.
However, as shown by Tan et al. [19], it is still possible to
synthesize nanoparticles of different shapes, materials or phases
[20,21]. The major disadvantages of this technique are a broad
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distribution of size and morphology. Furthermore, much solvent
is necessary for the synthesis which leads to a low efficiency in

comparison to the thermolysis.

A very similar mechanism can be found with magnetotactic
bacteria which produce ferrite nanoparticles under mild condi-
tions as part of their metabolism. The biomineralization process
within such bacteria is not yet well understood. Recent studies
indicate specific genes and proteins play a major role [22]. As
shown in Figure 5, the growth dynamic is believed to be a
multistep process [22,23]:

1. Invagination of cytoplasmic membrane: The cyto-
plasmic membrane invaginates for vesicle formation.
These vesicles later serve as precursors of the nanopar-
ticle membrane. It is believed that a 16 kDa protein
Mms16 (small GT-Pase) assists with the vesicle forma-
tion. A second protein Mms 24 (24 kDa) may also be
required [24].

2. Accumulation of ferrous irons: External iron ions are
transported into the vesicle. Ferric iron Fe3* appears to
be reduced on the cell surface and transported into the
vesicle as ferrous iron Fe2*. This conversion is required
so the iron ions can pass the cytoplasmic membrane, a
detailed description can be found in [25]. A protein
magA appears to be involved in this transport process.
The oxidation level within the vesicles is controlled by
an oxidation—reduction system.

3. Nucleation: Several proteins are believed to regulate the
morphology. Mms5, Mms6, Mms7 and Mm13 are tightly
bound to the magnetic nanoparticle. All these proteins
are amphiphilic. Their N-terminal is hydrophilic while
their C-terminal is hydrophilic. The hydrophilic
C-terminal of Mms6 is believed to be the iron binding
site [26].

outermembrane

J—

innermembrane

Figure 5: Hypothesized particle formation during the biomineralization
process in magnetotactic bacteria (in analogy to [22]).
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Recent studies within our group showed that nanoparticles can
be synthesized in vitro by the use of a shorter synthetic version
of the protein Mms6 called ¢25-mms6. This polypeptide
consists of 25 amino acids from the C-terminal region of Mms6.
In this study, cobalt ferrite nanoparticles not known to occur in
magnetotactic bacteria were synthesized. Cobalt and iron salts
were added to the c25-mms6 mixture and incubated at 4 °C.
The mixture was stirred under argon flux until it reached room
temperature and then left for 15 to 28 days to allow for crystal
growth. The nanoparticles obtained can be divided into
CoyFeOy4 and CoFe,0Oy4 particles, Figure 4(b,c), which consist of
small phase separated crystallites, Figure 4(d). The majority of
larger particles is hexagonally or truncated hexagonally shaped
and constitute the Co rich phase. A control experiment without
c25-mms6 showed that the nucleation is not triggered by the
protein but that it regulates shape and morphology and, there-
fore, the physical properties of the nanoparticles.

1.2.2 Bimetallic nanoparticles

Bimetallic nanoparticles [27,28] form an important area in the
field of nanoparticles based on their interesting properties which
provide various advantages in comparison to monometallic
nanocrystals. An example can be found with CoFe particles
which have a strongly increased magnetic moment per atom in
comparison to pure Co particles [29]. Bimetallic particles can
be classified into 5 groups [30]:

1. Stoichiometrical compounds with well defined crystal
structures. Examples are CdSe semiconductor particles
or magnetic FePt particles [31].

2. Undefined mixtures. Two compounds are completely
miscible. This situation occurs if the bulk metals have
similar structures with a mismatch of below 10%. SiGe
[32] and AuAg [33] are systems of this type.

3. Undefined structure with a concentration gradient. The
requirements are similar to the second class but the
component distribution is controlled kinetically. CoFe is
a well known example [30] (see Figure 6).

4. Core shell particle. Based on two immiscible materials,
one compound in the center (core-phase) is coated by the
second (shell phase) [34].

5. All other two phase systems which are not in class 4.
Similar requirements as in class 4 need to be met [35].

Thermodynamic and kinetic properties influence the type of
particle which results from the synthesis. Depending on the
miscibility of the two compounds, either a single phase system
(1-3) for high miscible or a two phase particle (4,5) in case of
immiscible components is obtained. A first estimation on the
miscibility can be concluded from the phase diagrams of the

bulk materials.
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In order to illustrate the growth dynamics and material distribu-
tion along the particle volume, we consider two miscible com-
pounds, A and A,, such as iron and cobalt carbonyl. The result
should fall into the classes 1 to 3. Precursors decay at different
decay rates k; which entails a high concentration of the less
stable precursor in the particle center and a bimetallic particle of
class 3 [13]. According to the LaMer model, precursors decay
and free monomers B are formed. If concentration and initial
concentration are denoted by [+] and []o, respectively, the equa-
tions of evolution are given by

dA)
g k[A] “)
%%[AI]%[AZ]—@[BJ )

with the solutions (Figure 6)

[A1=[A]e™

_ (kz _k3)k1[A]0 + (kl _k3 )kz [B]o ekt
(kl _ks)(kz _k3)
_ kl[Al]O ekt — kz[Az]o et
kl _k3 kz _k3

[B]

The absolute concentration of the material absorbed by nucle-
ation seeds is [S] = [A1]o + [A2]o — [B] — [A1] — [A] and,
therefore, the particle growth rate is given by v(¢) = d[S]/dt.
Further, the ratio x = Aj/A, of material absorbed at time ¢

o= [ AT (dIAT) T _ KA
dt dt ky[A,]

with the relative compound ratios

1
a,(t) —m

and

a,(t)=1-a,(?)

allows for determination of the inner distribution of the two
compounds via integration of the individual growth rates a;v,
with respect to time.

In a different approach, monometallic particles are synthesized
in a first step and subsequently coated by a second metallic

compound which can be realized, e.g., with the successive
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Figure 6: Dynamic evolution of different concentrations for the decay
rates kq = 0.00753 s™1 and kp = 0.0136 s™" and k3 = 0.03 s~ for the
respective precursors A1 and Ay and the free monomer B. The insets
show a high resolution TEM image of a Feg 47C0q 53 nanoparticle (a)
which has been synthesized via such an approach. The particle is
oriented in bcc (100) direction. The center of the particle consists of a
Co enriched alloy (Feg 44C0q 56, marked by a yellow sublattice (c))
while the surface shows a higher Fe content (Feg g3C0g 37, red lattice

(b))-

method described in the LaMer model, by changing the
precursor solution during the injections. This approach results
in core—shell nanoparticles [36]. Also, it is possible to protect
the core of a magnetic particle by different materials, e.g., in
order to stabilize the material against oxidation or to allow for
the employment of toxic materials in biomedical applications
[37,38].

1.3 Magnetic properties

In the subsequent sections, we will mainly focus on magnetic
properties of assemblies of nanoparticles. As the components of
such assemblies, it is necessary to understand the properties of
individual nanoparticles themselves. In comparison to macro-
scopic objects, nanoparticles have a very high ‘surface to
volume’ ratio and are on the size scale where quantum mechan-
ical effects are increasingly of more importance. Therefore, the
magnetization of nanoparticles is dominated by finite size and
surface effects [39,40].

The magnetic structure of macroscopic magnetic materials is
divided into magnetic domains. Along these domains, magnetic
moments have a parallel alignment, different domains are sep-
arated by domain walls. In comparison to a homogeneously
magnetized object, the formation of domains decreases the
magnetostatic energy of the system proportional to the sample
volume. However, a certain amount of energy is required for the
creation of the domain wall, which is proportional to the
domain interface. With the reduction of the sample size, inter-

face effects gain importance until below a critical diameter d,
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the formation of domains is energetically less favorable. For
spherical particles, this critical diameter d. depends on various
material properties such as the exchange constant A4, the effec-
tive anisotropy constant K ¢ and the saturation magnetization
Mg, and is given by

AK
d =18"—=-
Mo M

where i is the vacuum permeability.

In this work, we focus on particles of sizes between 5 to 20 nm;
the single domain limits of cobalt and iron nanocrystals are on
this size scale. The crystalline microstructure introduces ener-
getically favorable easy axes and directions of high energy, hard
axes. The magnetization of a free particle aligns with one of the
casy axes. In order to switch the magnetization into a different
state, a certain energy barrier needs to be overcome. If this
energy originates from thermal energy, particles are called
superparamagnetic. There are no longer stable magnetization
configurations but the magnetic moment permanently switches
between different orientations. For uniaxial crystal anisotropy,
the superparamagnetic size limit needs to meet

k,T>K .V (6)

uni’ part

where kg is the Boltzmann constant, T the absolute temperature,
Kupi the first anisotropy constant and V¢ the particle volume.
In particular, we can directly derive the superparamagnetic
radius Rgpm

1/3
75k, T
R, =|—— 7
o 4nK @

uni

below which superparamagnetic behavior can be found. For
spherical hcp Co particles, this is expected at a diameter of 7.8
nm [13]. Superparamagnetic particles show no hysteresis; their
magnetization response to an external magnetic field resembles
the Langevin behavior of paramagnetic materials but with the
high susceptibility and magnetization values of the ferromag-
netic materials they are composed of, compare Figure 7.

With even smaller particles, surface effects become dominant
and a fully quantum mechanical treatment is necessary for their
description. For example, 60% of all spins of the 1.6 nm fcc Co
particles analyzed by Batlle et al. are surface spins [39]. Parti-
cles in this size scale lie outwith the scope of this work. We will
only consider particles, where the semi-classical treatment is a

good approximation.
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Figure 7: Co particles with a diameter of 4.9 and 10 nm measured at
room temperature shortly after the preparation of particles. With the
superparamagnetic limit at 7.8 nm [13], the larger particle species
(blue) shows a hysteresis while the small particles (red) are superpara-
magnetic at room temperature.

2. Self-assembled particle structures

The ability of nanoparticles to self-assemble on a substrate has
opened the way to many applications such as sputtering masks,
magnetic data storage media or sensor devices [41-44]. This
interesting phenomena can result in highly ordered regions
ranging from monolayers of hexagonally or cubically ordered
arrays with sizes between a few square nanometers up to the
square micron scale [13,45-47] and to three dimensional super-
lattices of several cubic millimeters [48,49] as shown in
Figure 8. For many applications, a high degree of order on a
large scale is essential; we will see an example for this later on
in Section 4. In order to obtain such highly symmetric particle
patterns, a narrow particle size distribution is essential; the stan-

1/nm
[ =]

D

Figure 8: Self-assembled FeCo nanoparticles with different dimen-
sions: (a) The 2D-monolayer of 4.6 nm sized spherical FeCo nanocrys-
tals shows a phase transition from a hexagonal to a cubic lattice
symmetry. The FFT patterns are taken from the marked areas. (b)
SEM image of a millimetre sized 3D supercrystal composed of FeCo
particles with a diameter of 15 nm. The crystal has been broken to
show the high degree of order inside. (Figure (b): Reprinted by permis-
sion from Macmillan Publishers Ltd: Nature Materials, ref. [48], copy-
right 2005, http://www.nature.com/naturematerials)

81


http://www.nature.com/naturematerials

dard deviation should not exceed 10% of the mean value [50-
52]. As already mentioned in the preliminary section, bottom-up
synthesis methods are well suited for these requirements. In
addition, particle size distributions can be further refined via
sedimentation or by magnetic separation subsequent to chem-
ical synthesis [15].

2.1 Driving forces to self-assemblies

The organization process is driven by a superposition of inter-
particle interactions and external forces [47-53]. Interparticle
forces act on the nanocrystals in the liquid phase of a particle
solution as well as during the assembly process on a substrate.
Different forces may have major impact on the resulting assem-
blies: An attractive potential is given by the van der Waals
interaction which is caused by induced electric dipoles and acts
along the connection line between them. For two interacting
solid spheres Hamaker derived the expression

A 4R? 4R?
Egw =75 2 >t 2
12\ (6+2R)" —4R (0+2R)

(5+2R)> —4R’
(6+2R)

(3
+21n

for the interaction potential [50-52] with 4 the Hamaker
constant, and R and o the particle radius and the interparticle

distance, respectively (compare Figure 9 (a)).

Repulsive force contributions originate either from electric
Coulomb forces or steric repulsion, depending on the nature of
the particle stabilization. For instance, spherical particles which
are surrounded by a dense ligand shell with non-polar end
groups result in a short ranged repulsive potential that can be
calculated by the equation of de Gennes [54]
3
E - 100RL kBTprep exp(— %5 j ©

steric — 3
oms

where L is the thickness of the ligand shell, s the distance of two
neighboring ligand headgroups on the surface of the particle
core, Tprep the absolute temperature during preparation and kg
the Boltzmann constant. This potential strongly depends on the
properties of the employed ligand. Therefore, ligands do not
only play a key role for the geometrical properties of individual
particles but also for the organization of ensembles in super-
structures. Figure 9(b) shows the different potential contribu-
tions calculated according to Equation 8 and Equation 9, if the
parameters of oleic acid stabilized Co nanoparticles with a dia-
meter of 3.3 nm are assumed (7’=400 K, L =1.17 nm, s = 0.51
nm). The superposition of both potentials results in a total
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Figure 9: (a) Scheme of two particles with a metallic core of radius R
surrounded by a ligand shell of the thickness L, s denotes the required
distance of two neighboring ligand head groups on the surface of the
particle cores and d the surface distance between the metallic cores.
(b) Total interaction potential calculated from the contributions of the
steric repulsion (red) and the attractive van der Waals potential (blue)
for two Co nanoparticles of a diameter of 3.3 nm stabilized with oleic
acid (L =1.17 nm, s =0.51 nm).

potential with a global minimum. In the example, the particles
will assemble at a distance of about 6 = 3.6 nm.

For magnetic particles with sizes above the superparamagnetic
limit (Equation 7), dipole—dipole interactions between adjacent
particles can play a major role during self-assembly. Such ferro-
magnetic particles mutually align their magnetic dipole
moments which entails an attractive coupling and may result in
different geometrical patterns such as particle chains or rings
[55,56]. An example of a dipole interaction dominated arrange-
ment is shown in Figure 10(a): Co particles with a bimodal size
distribution show varying behavior depending on their size. The
hep Co particles of a diameter of 12 nm are above the super-
paramagnetic limit and self-assemble in chain superstructures
while the smaller particles are superparamagnetic and favour a

hexagonal ordering.

Recent developments on the directed assembly of nanoparticles
under external influences have attracted much interest. Such
constraints may arise during the self-assembly process on a sub-
strate or by exerting the particle solution to external electromag-
netic fields. Since this topic is not quite within the focus of this

work, we will only show a few possibilities.

Convective particle flux may be induced by a hydrodynamic
velocity field within the solvent on top of a substrate. The effect
is shown in Figure 10(d): a droplet of particle solution with
heptane as a solvent was placed on a SiO, surface. The
spreading of the droplet results in a force onto the particles
which entails the assembly close to air-liquid boundary. This
allows for a controlled positioning of the particle monolayer
within a specified target region (on top of magnetoresistive
sensors, between contacts for measurements of electrical trans-
port properties etc.) if the drop parameters such as volume—dia-

meter relation for a specific solvent-substrate combination are
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Figure 10: Images of self-assembled spherical Co nanoparticles: (a)
TEM image of a bimodal distribution; large particles with a diameter of
about 12 nm are ferromagnetic and assemble in ring-shaped super-
structures. (b) Influence of the surface properties on the self-assembly;
Co particles are predominately arranged along areas which were previ-
ously covered with photo resist and (c) detailed image of the particle
ordering. (d) SEM images of assemblies under the combined influ-
ence of hydrodynamic and capillary forces; the edge of the drop mainly
consists of a particle monolayer. (e) Detailed image of the hexagonal
network formed by the particles within the monolayer. (f) Particles
deposited under the influence of an external magnetic field. The
nanocrystals are organized in lines oriented parallel to the direction of
the applied field. The inset shows a detailed image of the distorted
hexagonal order.

known. Further, capillary forces improve the ordering of the
particle monolayer along the edge (Figure 10(e)). This attrac-
tive force is caused by the Laplace pressure which arises when a
curved meniscus is formed around two adjacent particles during
the evaporation of the solvent. Due to the linear dependence of
the capillary force on the particle diameter, the action is
stronger the larger the particles. Therefore, although suspended
in the same solvent, smaller particles show a lower degree of
order [49].

Additionally, friction and shear forces can arise between the
particles on the one hand and between particles and substrate on
the other hand [57,58]. In the latter case, the forces strongly
depend on the surface properties such as structure and rough-
ness. Thus, the choice of substrate is another crucial factor for
the preparation of homogeneously ordered superlattices on large
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scales. The influence of different surface conditions is shown in
Figure 10(b): A photo resist mask of 2.5 um wide strips created
on top of a Ta layer by optical lithography was employed. After
removal of the mask, the substrate was dipped into a particle
suspension. Along the formerly resist covered area, a higher
particle density can be observed. This effect can be attributed to
a strengthened adhesion within the strips due to a modified
surface roughness and energy.

In order to obtain a magnetically structured sample, a suspen-
sion of ferromagnetic particles can be placed on the substrate in
the presence of an external magnetic field. For manufacturing of
particle layers, a homogeneous magnetic field needs to be
employed; inhomogeneous fields result in the accumulation of
nanoparticles along the area where high field gradients can be
found [59]. An example of ferromagnetic Co nanocrystals
arranged under the influence of a homogeneous magnetic field
of 120 kA/m parallel to the substrate plane is shown in
Figure 10(f): Particles arrange along lines parallel to the
external field which is in contrast to free self-assembly
(Figure 10(a)). The magnetic orientation within the nanocrys-
tals is dominated by the external field which results in a dis-
tortion of the hexagonal ordering due to repulsive forces
between adjacent lines of particles perpendicular to the field
direction.

2.2 Influence of the particle geometry

As already discussed in the preliminary section, the particle
morphology can be controlled by appropriate ligands. In
contrast to spheres, nanocrystals with the shape of (truncated)
triangles, facetted particles or hexangular disks have additional
rotational degrees of freedom. Figure 11(a) shows a sample of
Co particles with a broad distribution of different shapes. In
particular, the disk-shaped objects show interesting behavior:
They are mainly arranged in long rows of up to 40 disks,
stacked face-to-face and standing on their edges. Within the
two-dimensional TEM image, disks resemble the shape of rods.
However, on tilting the sample, they may easily be identified as
nanodisks [10,15]. A more detailed analysis of the rows reveals
a size gradient along the superstructures; disks of larger radius
are placed further towards the center [51]. Individual rows of
disks propagate in a random direction and adherent rows tend to
align with each other in areas of high concentration [10,60].

The arrangement of disks is not yet completely understood. The
minimization and size dependence of the van der Waals contri-
bution are supposed to be the main driving forces for the spatial
arrangement [15,51] and the size distribution along the chains
[51]. Bao et al. explained the formation of disk rows by a
hydrophobic interaction between the ligand tails, thus, mini-

mizing exposure to air by maximizing the contact between the
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Figure 11: TEM images of self-assembled Co particles with different
morphologies. Nanodisks exhibit a typical thickness to diameter ratio of
1:3 and organize mainly in rows of standing disks. Three-dimensional
superstructures can be observed when two rows of disks cross each
other (a). Assemblies of Co nanodisks deposited on a TEM grid (b)
without and (c) under the influence of an external magnetic field of Hext
= 160 kA/m applied parallel to the substrate plane.

ligand tails [60]. Due to the magnetic nature of the Co disks, a
magnetic origin for the formation of rows is also under discus-
sion. Under the influence of strong shape anisotropy, the
magnetization direction is confined within the disk plane which
was believed to entail an antiferromagnetic configuration in
order to minimize the magnetic stray field along a particle row
[15,46]. However, in 2006, Gao et al. [61] performed electron
holography experiments on magnetic Co disks which reveal a
spiral-like arrangement of individual moment vectors around

the row propagation axis.

Similar to the situation of spherical magnetic particles, the
orientation of such disks can be controlled by the application of
an external field during the deposition [15]. Figure 11(b) shows
a typical arrangement of nanodisks if no external field was
applied during the self-assembly. By applying an in-plane
magnetic field of 160 kA/m, the configuration shown in
Figure 11(c) is obtained. This allows for several conclusions: a)
The disk plane coincides with the magnetically easy plane of
the nanocrystals and b) the driving forces responsible for the
self-organization process may be overcome by the magnetic
interactions induced by the homogeneous external field.

3. Magnetically interacting nanoparticles

As already demonstrated in the preliminary section, different
types of interactions entail self-organization processes of
magnetic nanoparticles in chains or monolayers depending on
the geometry of magnetic objects and external constraints.
However, once the geometric configuration has reached an
equilibrium state, remagnetization processes along the assembly

become the dominating dynamics. Since small magnetic objects

Beilstein J. Nanotechnol. 2010, 1, 75-93.

do not have an inner magnetic substructure but the magnetiza-
tion is homogeneously distributed along the volume, the stray
field at a point r of a magnetic nanoparticle with magnetic
moment m situated in the origin is given by the dipolar expres-
sion [62]

1(3(m,r)r_m) (10)

dipole — An |r|5 | r ‘3

with < ¢, > the Euclidean inner product. A schematic represen-
tation is shown in Figure 12(a). Adjacent particles influence
each other via their dipolar coupling. Strong interactions can be
found in such assemblies which even cause agglomerations of

superparamagnetic components to show hysteretic behavior.

top electrode (free)

Co particles

[ 4 ./ (14 nm)

Figure 12: Schematic representation of the tunnel magnetoresistance
(TMR) sensor setup for the detection of multiple Co nanoparticles of 14
nm diameter: (a) Stray field of a homogeneously magnetized particle,
(b) TMR-sensor with particles on top, (c) magnetic equilibrium state of
the ferromagnetic electrodes.

MgO (1.5 nm)

CoFeB (2.8 nm)

3.1 Direct observation of dipolar coupling

In order to analyze the magnetic properties of assemblies of
magnetic nanoparticles, tunneling magnetoresistive (TMR)
sensors are employed. The schematic configuration of a TMR
sensor is shown in Figure 12(b): Two thin ferromagnetic films
are separated by an insulating barrier [63]. If the TMR sensor is
positioned in an external magnetic field and a bias voltage is
applied across the stack, then a quantum mechanical tunneling
current flows across the insulator barrier. The resistance of the
TMR sensor depends on the relative orientation of the magneti-
zation within the two ferromagnetic layers [64]. A perturbation
field introduced by a single magnetic particle or by an assem-

bled monolayer of them entails a variation of the magnetization
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distributions in both electrodes which leads to a change of the
measured resistance. Depending on the resistance change,
different conclusions on the configuration on top of the sensor
surface may be drawn. In order to enhance the effect and to
allow for a wide range of applications, the top electrode is
usually chosen magnetically soft to be easily influenced by
magnetic field variations to be detected, while the bottom
(reference) layer is magnetically hard and, ideally, cannot be

switched by external perturbations.

The experimental setup employed here consists of two CoFeB

layers that are separated by an MgO barrier. The geometric and

magnetic configuration of the sensor is chosen to allow for a

precise measurement of single magnetic beads and nanoscale

objects: We employ elliptically shaped sensors with longitu-

dinal and lateral dimensions of 400 and 100 nm, respectively.
The magnetic configuration within the top electrode is free to

rotate while magnetization of the lower CoFeB layer is fixed by
an artificial antiferromagnet. From micromagnetic simulations,
we can conclude the equilibrium magnetic configuration of the
free sensing layer: Without any external influences, the magne-
tization would align parallel to the long ellipse axis. However,
due to the stray field of the pinned bottom electrode the magne-
tization orientation is tilted towards an antiparallel configur-
ation with respect to the reference layer (Figure 12(c)). For a
more detailed description on the sensor configuration, fabrica-
tion and properties, see [65,66]. The interplay between geomet-
rical shape anisotropy and stray field coupling of the layers
entails a resistance change which is linearly connected to the
strength of an external magnetic field in a field range of £40
kA/m. Thus, such sensors are well suited for the detection of
multiple particles. Due to the linearity in the response, we
expect a signal proportional to the number of particles deposited

on top of the sensor surface.

For the experimental realization, 14 nm Co particles were
deposited on top of the sensor via a dropping procedure which
results in random particle distributions along the surface. In
order to compare different sensors, we analyze the relative

change

particle sensor

ATMR = (11)

'sensor

with the respective resistances Rparticle and Rgensor for the situa-
tions with and without particles on top. The experimental
measurements are shown in Figure 13(a) (red markers). For a
very small number of particles, the measured signal is below the
electric noise ratio of the device and no detection is possible.
Once a critical detection threshold is exceeded, a linear
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Figure 13: Properties of the magnetoresistive sensors. (a) Compari-
son between experimental and numerical data. The magnetic prop-
erties of the 14 nm Co particles obtained by AGM measurements (b).
The coercive field Hg = 3.76 kA/m entails a hysteretic ATMR-signal (c)
due to the detection of nanoparticles that interact by dipolar coupling.

increase, corresponding to the degree of coverage, can be
reported, as expected. With the dipolar coupling strength
decaying by 1/73, the distance between nanoparticles proves
crucial for the observed behavior. In particular, if particles are
freely dispersed on the top of the sensor and sufficiently far
apart from each other, the induced magnetic moment resembles
the intrinsic anisotropy of the nanoparticle [67]. The detected
signal shows no hysteresis which reveals the superparamag-
netic nature of the nanoparticles. Moreover, the intensity of the
detected signal increases linearly with the number of particles
situated on the sensor surface; similar results have been
reported by Wang and Li [68]. With decreasing particle
distances, the significance of dipolar coupling increases. A
manifestation of this type of interaction is the induced
hysteresis in the detection signal. The coercive field of the
ATMR-hysteresis loop coincides with the coercive field
measured by an alternating gradient magnetometer (AGM).
Once a second critical value is exceeded, no further increase can

be reported; the signal remains constant.

In order to understand the experimental observations, the find-
ings are compared to numerical simulations: Particles are
assumed to be organized along a hexagonal grid on top of the
sensor as shown in Figure 12(b); the surface concentration is
modified via the adjustment of the lattice parameter. The
magnetodynamics of N homogeneously magnetized particles
are governed by a set of ordinary differential equations [69,70]

(1d—aM) %’;‘ —yMHl; (12)
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where Id is the 3N x 3N identity matrix, y the gyromagnetic
ratio, o the empirical damping coefficient and further the block

diagonal matrix M

M, 0
M=
0 M,
where M, = Sl-,kf;ln,_,-, n=1,..., N, and the vectors
om 0 A oA

A A T
(mx,1 S, )

a o

H, =

eff ,x,1° H

eff ,y.1° H

eff,z,l’H

T
fe2se)

For the effective magnetic field, we restrict our analysis to pure
dipolar coupling. Therefore, each magnetic moment evolves
under the influence of the superposed stray fields of adjacent
particles. Due to a 1/r3-decay, it is sufficient to neglect the
interaction of particles with a distance more than five times the
average particle radius [71]. By integrating Equation 12 and
employing the solution of the equilibrium configuration for
micromagnetic simulations of the free sensing layer, the data

shown in Figure 13(a) (blue markers) are obtained.

In qualitative agreement to the experimental observation, a
linear increase for low surface coverage can be found while for
high concentrations the signal becomes stationary
(Figure 13(a)). Further, the ATMR-response shows a hysteretic
behavior (Figure 13(c), blue line). Quantitatively, the numer-
ical data predict a sensor response which is about double the
value at half the particle concentration in comparison to the
experimental findings. Also, the hysteretic signal observed in
the experiments is about double the theoretical value. These
particular deviations may be attributed to the highly idealized
particle distribution on top of the sensor: According to the
preliminary section, (ferro-)magnetic particles form self-assem-
bled structures and agglomerations in the liquid phase
(Figure 10(a)). Therefore, the degree of clustered nanocrystals
is much higher in the experimental situation, in particular, if a
high number of particles is deposited on top of the sensor
surface.

This observation allows for different conclusions: a) A linear
increase in the ATMR-response originates from dispersed parti-
cles which are sufficiently far away from other objects and,
therefore, their magnetism is dominated by external fields prior
to interparticle coupling. b) In the high concentration regime,

dipolar coupling plays the major role for the dynamic processes
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and the equilibrium configuration of magnetic particles assem-

bled in monolayers.

3.2 Transport properties

By embedding magnetic nanoparticles in non-magnetic
matrices, they form the components of granular systems which
reveal spin-dependent transport phenomena. Depending on the
material of the interparticle matrix, different effects may occur:
Conducting matrices result in giant magnetoresistance (GMR),
the use of an insulating material in tunneling magnetoresistance
effects. Ever since the discovery of the GMR-effect in granular
Co/Cu-systems in 1992 by Xiao et al. [72] and Berkowitz et al.
[73], numerous preparation methods have been introduced.
Typically, granular materials are prepared by top-down methods
such as co-sputtering or co-evaporation of matrix and precipi-

tated materials as well as by metallurgic techniques [74-78].

A first bottom-up approach for the preparation of granular
structures is based on the simultaneous deposition of particles,
which are prefabricated in the gas phase, and the matrix ma-
terial on a cold surface [79]. This approach has allowed for the
avoidance of paramagnetic impurities within the matrix ma-
terial and for the investigation of the dependence of the magne-
toresistance effects on the particle size and volume ratios for
different material systems [79-81]. Recently, Tan et al. showed
that chemically synthesized, ligand stabilized nanoparticles can
also be used for a bottom-up preparation of granular TMR
systems [8,9]. An electrically isolating ligand shell acts as a
tunneling barrier. TMR amplitudes of up to 3000% at low
temperatures have been reported in such granular three-dimen-
sional self-assembled supercrystals consisting of FeCo nanparti-
cles (compare Figure 8(b)).

In our work, we focus on the resulting transport properties of
two-dimensional monolayers of Co nanocrystals embedded in a
conducting matrix. Therefore, 8 nm Co particle assemblies have
been created in a dropping procedure as described in Section 2.
After the self-assembly process, the insulating ligand shells
were removed by heating the particles for approximately 4 h at
400 °C in a reducing gas atmosphere. Subsequently, a thin Cu
layer was deposited on top of the nanocrystals. The measure-
ments were taken at room temperature via a four-point-
measurement geometry; the results are shown in Figure 14: A
GMR-amplitude of about 4% was observed with a bell shaped

measurement characteristic.

In order to get a first qualitative understanding of the observed
behavior, AGM measurements on the particles were carried out
to determine the magnetic properties of the nanocrystals. As
shown in Figure 14, the Co particles mainly exhibit a superpara-

magnetic behavior, their response to an external magnetic field
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Figure 14: GMR response of a monolayer consisting of 8 nm Co parti-
cles covered by a thin Cu film. Measurements were taken at room
temperature with a sample current of 1 mA and an in-plane external
magnetic field. In comparison to the prediction of non-interacing parti-
cles, the experiments show additional features at field values of about
+176 kA/m, +136 kA/m and +88 kA/m.

follows the Langevin function. For non-interacting particles, the
magnetization reversal may be employed to deduce the
expected magnetoresistance characteristic in granular structures

by

2

GMR = —a| M (13)
M,

where 4 is the effect amplitude [78]. By comparison of the
expected behavior according to Equation 13 and the experi-
mental results (see Figure 14), additional features can be found
in the measurements. Such features appear symmetrically for
in- and decreasing external field strength and may be attributed
to a dipolar coupling induced magnetic reversal of large
coupled areas and, thus, the inner magnetic structure of the

particle assemblies.

As we will see in Section 4, the orientations of magnetic
moments in such two-dimensional assemblies are correlated
along domains with an antiparallel orientation similar to ferro-
magnetic materials. Consequently, the evolution of the
magnetic configuration strongly depends on the history of the
magnetic pattern and repeated measurements made under iden-
tical conditions may result in significantly deviating findings.
An example obtained from a self-assembly of ferromagnetic Co
nanocrystals (see Figure 10(e)) is shown in Figure 15: The first
measurement (Figure 15(a)) resembles the behavior of non-

interacting particles. On the microscopic level, the degree of
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Figure 15: Magnetoresistance measurements at room temperature on
a granular system consisting of Co nanoparticles with a mean dia-
meter of <D> = (14.9 + 0.4) nm covered with a 4 nm thick Cu-layer. The
measurements have been taken from a series (a) at the very begin-
ning and (b) after six runs.

correlation is very low and each magnetic moment exhibits a
Langevin-like behavior. Due to the induced formation of
domains, subsequent measurement increase the degree of
dipolar coupling which entails a strong correlation between
adjacent moments. The changes in the GMR-ratio occur step-
wise, in particular, a broad plateau around Hqy; = 0 may be
reported. This observation corresponds to an antiparrallel
arrangement of magnetic moments which maintains stability
against external influences.

4. Particle based magnetoresistive sensors

In a similar way as a small magnetoresistive sensor opens tech-
niques for the design of a magnetic microscope in order to
detect magnetic beads and particles and to evaluate spatial coor-
dinates [82], an analogous approach should be possible for two-
dimensional assemblies of magnetic nanoparticles. The prin-
cipal idea in both strategies is very similar: An undisturbed
reference configuration is exerted to some sort of perturbation
which results in a variation of the magnetic configuration and,
consequently, in a measurable resistance change. Since the
measured signal depends on the magnetic field along the sensor
area, it is possible to conclude the properties of the source. The
key difference between the two approaches is a direct conse-
quence of the governing Equation 12 for the evolution of
discrete magnetic moments and the continuous equations for
micromagnetic systems [83,84]: As shown in Figure 16, four
discrete magnetic moments arranged along the corners of a
square tend to align in a vortex-like state in order to minimize
the total stray field energy of the system. Such behavior is not
possible for ferromagnetic systems on the nanoscale. The inter-
atomic exchange energy entails a strong confinement between
neighboring spins which results in a strong magnetic stiffness
on the mesoscale. Therefore, magnetic domains can only be
found above a certain geometrical size scale; this is also the

reason why the electrodes of the sensors discussed in Section
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Figure 16: Magnetization evolution of four interacting magnetic dipoles
arranged in the corners of a square with side length a = 15 nm. Dipole
strengths are chosen equivalent to nanoparticles of radius R =5 nm
and Mg = 200 kA/m, the damping constant is set to a = 0.02. The
stable equilibrium is reached after a timescale of 100 ns and is compa-
rable to a vortex state which entails a very low stray field energy.

3.1 show no domain substructure. Due to such stiffness,
elements are no longer sensitive to small field variations, which
is one of the major challenges to overcome when downscaling
magnetoresistive sensors below the micron range [85]. By
employing assemblies of superparamagnetic particles, the
confinement is broken in the most intuitive way - by spatial sep-
aration. Each particle forms its own magnetic domain, coupled
to particles nearby via dipolar interactions [86]. This setup
allows for localized switching of single magnetic moments and,
therefore, forms a promising strategy for the design of increas-
ingly smaller sensors. However, in order to guide future experi-
ments and design new applications, a thorough analysis of the
resulting properties is necessary. Therefore, in this final para-
graph, we will study the response properties of these assem-
blies by solving the micromagnetic equations.
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4.1 Equilibrium states and response functions
As already demonstrated in the preliminary sections, individual
magnetic moments are coupled to their neighbors via their
dipolar stray fields. In contrast to the exchange coupling within
a ferromagnetic material, such electromagnetic interaction
entails an antiparallel correlation within the 10 x 10-particle
array as shown in Figure 17 for the example of a cubic and a
hexagonal grid: The out-of-plane components of the equilib-
rium moment distribution may be neglected. Therefore, the
color code resembles the in-plane direction of the magnetic
moment of each individual particle. The degree of local
ordering varies between the two different grid types: A cubic
symmetry decomposes into vortex-like substructures as shown
in Figure 16. Close to the cluster edges, antiparallel moment
loops are formed with the moment direction orthogonal to the
boundary normal. Such elementary vortices are very stable
against external influences which results in a hysteretic magne-
tization response as shown in Figure 17(c). Contrary, hexag-
onal assemblies show almost no hysteresis which is due to a
different equilibrium state. Within the hexagonal lattice,
magnetic domains are formed (Figure 17(b), highlighted areas)
similar to the domain formation in ferromagnetic materials.
However, the correlation leads to an antiparallel alignment
where the magnetization direction follows lines of adjacent
neighbors; the geometrical symmetry introduces a magnetic
anisotropy. Consequently, the response of such setups to an
external perturbation strongly depends on the direction of the
applied magnetic field. Figure 18 shows the dependency of the
susceptibility x on the direction of an in-plane magnetic field for
small particle assemblies. For cubic symmetry, the magneti-
cally soft axes correspond to the grid vectors. Similar to the
GMR measurements shown in Figure 14 where features

occurred symmetrically for in- and decreasing field strengths,
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Figure 17: Equilibrium states of 10 x 10-particle arrays with cubic and hexagonal symmetry. Magnetic moments in cubic particle assemblies align in
vortex-like 2 x 2-states while hexagonal symmetries entail domains of antiparallel ordering. The stability of the vortex states against external perturba-
tions result in a hysteretic magnetization/GMR behavior, while hexagonal arrays have a linear behavior.
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Figure 18: Direction dependent responses of different small particle
assemblies to an external magnetic field. 2 x 2-grids align their
magnetic moments in vortex-like states as shown in Figure 16. For
cubic symmetry, the susceptibility is “degenerated” and independent of
the vortex orientation. For hexagonal grids clock- and counter clock-
wise orientation entail different responses.

the response function y is conserved and under a field rotation
of 180°. For larger patterns, geometrical properties such as
spatial configuration, the shape of the boundary or lattice distor-
tions as well as the internal magnetic structure have a major
impact and may result in various features.

The GMR ratio of such a magnetic pattern may be calculated
according to V. Wiser as [87]

GMR:I—%(1+COSG)2 (14)

where the constant C is a measure for the spin dependence of
electron scattering and 0 the angle between adjacent magnetic
moments. For the sake of simplicity, we will set C =1 in the
following. Due to the antiparallel alignment and domain forma-
tion, a high degree of magnetic disorder is obtained if there is
no external magnetic field applied. Therefore, the equilibrium
state entails a high resistance according to Equation 14. Under
the influence of a magnetic field, a configuration of increasing
order and decreasing resistance is obtained as we already learnt
from the above transport measurements.

These observations form the conceptional basis of a granular
giant magnetoresistance (gGMR) sensor. The stray field of a
magnetic bead outside the assembly results in the partial align-
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ment of the magnetic moment vectors; the degree of alignment
depends on the position and the material parameters of the

external object.

4.2 Spatial resolution properties

In order to analyze the capability of a two-dimensional particle
assembly as a gGMR sensor, we consider a similar hexagonal
particle patch as shown in Figure 17. The equilibrium state of
the magnetization is calculated by solving Equation 13 under
the influence of an additional probe particle P modeled by
Equation 10. We denote the centre coordinates of P by rp, the
radius by Rp and the magnetization by Mp. For the evaluation of
the position influence, the particle centre is placed along the

nodes of a discrete grid, with grid nodes at
xp=1{200nm+i*8nm,i=0,...,50}
yp=1{200nm+;*8nm,;j=0,...,50}

2, =100 nm

For a first analysis of the response properties, we make two
simplifying assumptions: a) we can manipulate the magnetism
of the probe particle without influencing the particle assembly
itself and b) we can directly deposit the particle at a certain
node point. The first assumption is legitimate if a magnetiza-
tion perpendicular to the sensor plane is imposed. From simula-
tions, we learn that the susceptibility yx, is very small; an
external magnetic field employed to bring particles into satura-
tion only has a small effect on the magnetization distribution
within the particle assembly due to the strong in-plane confine-
ment. For in-plane components, this is no longer true. There-
fore, these simulations may only be taken as a first estimation
on the expected behavior. Further, the second assumption is not
valid in the experimental situation. The iterative measurements
on identical systems have revealed a strong dependency on the
history of the magnetic state (Figure 15). We will not use this
simplification in Section 4.3 in order to estimate the impact of

hysteresis within these setups.

By solving Equation 12 for the probe particle at a certain grid
point the respective GMR value can be calculated from the
solution according to Equation 14. The results are shown in
Figure 19 for a 10 x 10-hexagonal gGMR sensor consisting of
R = 8 nm particles of a magnetization M = 1000 kA/m; values
in between the discrete nodes are obtained by linear interpola-
tion. The probe particle is chosen with radius R, = 50 nm and a
magnetization half, identical and double to sensor components.
By such variation of the perturbation strength, we may identify
two different characteristic behaviors/measuring modes of the

granular sensor:
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Figure 19: Response maps of a 10 x 10-hexagonal gGMR sensor for a probe particle with Ry = 50 nm and M, = 500 (top), 1000 (middle) and 2000
kA/m (bottom); (a) shows the response for my, || X and (b) the results for mp || 7.

For a magnetic particle with a sufficiently strong magnetic
moment (Figure 19, bottom), the response surface resembles the
crosscut of the particle stray field. The influence of the particle
is strong enough to overcome the interparticle dipolar coupling
within the sensor which results in global switching of the entire
plane and, consequently, in very high response ratios. For very
low particle strengths (equivalent to particles very far away
from the sensor), the coupling within the particle plane remains
dominant. The imprint of the stray field may still be identified
but in common with MR sensors, it will fall below the noise
value of the device. However, here the major advantage is
revealed. Along the sensor, regions of high response sensitivity
are present which enable the detection of much smaller
magnetic fields.

Further, the results also reveal that the reduced stiffness is
bought at a certain cost: In contrast to similar response maps for
TMR sensors [65], the gGMR maps are not smooth. The
discrete particle assembly entails an inherent “deterministic”
noise contribution which was also present in the experimental
realization (compare Figure 14 and Figure 15). These add-
itional features originate from localized switching events and
the discrete spatial structure of the gGMR sensor.

4.3 Hysteretic particle monitoring

A major advantage of the gGMR sensor lies in the strong capa-
bility of the magnetization distribution to perform local
switching. Therefore, the assumption of directly placing the
particle at a certain node point allows for a first qualitative
understanding of the expected results but will not resemble the
quantitative situation particularly well. In order to obtain a first
estimation on the importance of hysteretic behavior, we assume
the probe particle to travel from one side of the sensor the other

one along
xp={250nm+i*2.5nm,i=0,...,200}
yp=0nm

2, =100 nm

The resulting set of equations is solved in same way as before.
The results are shown in Figure 20. Intuitively, it could be
expected that memory effects gain importance, the higher the
magnetic moment of the source to be detected. In general, the
numerical results show that this assumption is not true (compare
Figure 20, 2000 kA/m). Instead, above a critical threshold,
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Figure 20: Comparison between free (dotted) and hysteretic (line)
sensor behavior for cubic and hexagonal symmetries. Due to stable
vortex-like states, the overall effect is smaller for the cubic assemblies.
For high particle moments, hysteretic and non-hysteric responses
show only small deviations.

interparticle coupling is diminished and the hysteretic behavior
resembles the non-hysteretic situation. Independent of the
particle position, a switching along large areas of the sensor
takes place.

A different observation can be made for lesser source impacts:
If the particle migrates along a path where no areas of enhanced
sensitivity are crossed, only small deviations in the hysteretic
and non-hysteretic response can be found. However, by passing
a hot spot in the gGMR map, a permanent change in the
magnetic configuration is entailed and consequently, a discon-
tinuous jump in the gGMR response is the result (compare
Figure 20, cubic, 500 kA/m; 1000 kA/m); the measured value
evolves from there on along a different branch.

Conclusion

We have shown how magnetic particles synthesized by bottom-
up methods may form the components for granular GMR
sensors. Due to their narrow size distribution, various prepar-
ation methods allow for the manufacturing of long scale, highly
symmetric monolayers of magnetic nanocrystals. Along these
assemblies, dipolar coupling is the dominating driving force for

their magnetic properties and the resulting behavior of the

Beilstein J. Nanotechnol. 2010, 1, 75-93.

ensemble. Embedded in a non-magnetic matrix, a spin-depen-
dent transport occurs which forms the conceptional basis of the
gGMR sensor. Due to spatial separation of individual nanoparti-
cles and the entailed missing of exchange coupling, the
magnetic stiffness of ferromagnetic thin film systems is over-
come and areas of enhanced sensitivity are introduced along the
sensor surface. A thorough analysis of these hot spots and the
different possible switching states will prove key in the future
development of the gGMR approach to the design of nanoscale
detection devices.
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Abstract

Magnetic y-Fe,O3 nanoparticles with a mean diameter of 20 nm and size distribution of 7% were chemically synthesized and spin-
coated on top of a Si-substrate. As a result, the particles self-assembled into a monolayer with hexagonal close-packed order. Subse-
quently, the nanoparticle array was coated with a Co layer of 20 nm thickness. The magnetic properties of this composite nanopar-
ticle/thin film system were investigated by magnetometry and related to high-resolution transmission electron microscopy studies.
Herein three systems were compared: i.e. a reference sample with only the particle monolayer, a composite system where the
particle array was ion-milled prior to the deposition of a thin Co film on top, and a similar composite system but without ion-
milling. The nanoparticle array showed a collective super-spin behavior due to dipolar interparticle coupling. In the composite
system, we observed a decoupling into two nanoparticle subsystems. In the ion-milled system, the nanoparticle layer served as a
magnetic flux guide as observed by magnetic force microscopy. Moreover, an exchange bias effect was found, which is likely to be
due to oxygen exchange between the iron oxide and the Co layer, and thus forming of an antiferromagnetic CoO layer at the
v-Fe,03/Co interface.

Introduction
Recently, the study of composite magnetic nanostructures has  one of the constituent materials [3] have generated much atten-

received great interest due to the potential applications as  tion. A large number of investigations can be found that address

permanent magnets or advanced data storage media [1-5]. In

particular, systems where nanoparticles (NPs) represent at least

potential technological applications, preparation methods and

fundamental properties of magnetic NPs, such as in photonics
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[6,7], nanomedicine [8-10], electronics [11,12] and data storage
technology [13-15]. In the latter case, composites of magnetic
NPs grown onto or embedded in a host matrix have received
particular attention due to their potential use for hard disk drive
media [13,15-17].

In most cases, magnetic NP/thin film composites are prepared
by physical growth methods, such as sputtering [18,19],
sequential pulsed laser deposition [20,21], sputtering gas aggre-
gation [22] or mechanical milling [23]. In this work, we report a
different approach to fabricate composite nanoparticle/thin-film
materials, i.e., which combines the use of both chemical and
physical growth methods. The composite material can be
successfully prepared over areas larger than 100 mm? and is
obtained by combining chemical synthesis of the NPs, their
mechanical self-assembly on top of a substrate, and ion-beam
sputtering of a magnetic layer. All experimental details about
the fabrication of the present system are described in the last
section.

While the physical properties of magnetic NPs are well docu-
mented [24-27], the collective behavior of self-assembled
magnetic NPs on the one hand and their interaction with a
magnetic substrate on the other hand is less well studied. The
aim of our present investigation is to shed light on these various
interactions.

Results and Discussion

Structural characterization

Hexagonal close packing of self-assembled NPs as a result of
the spin-coating process was confirmed by means of atomic
force microscopy (AFM) images in Figure 1a and scanning
electron microscopy (SEM) images in Figure 1b. The monodis-
perse nature of the particles and their ordering can be observed
in these images. Furthermore, in both images common faults
can be seen which are encountered in NP monolayer samples
prepared by spin-coating, such as the presence of regions with
two overlapping layers, missing particles (voids), and disloca-
tions separating domains of hexagonal order. Aside from the
presence of local defects, the spin-coating technique has proven
to be able to produce long range hexagonal order over areas of
10 x 10 mm? with a structural coherence length, as probed by
scattering techniques, in the order of 200-300 nm [28].

AFM observations, shown in Figure 1a, also confirm the hexa-
gonal close-packed ordering with an average surface roughness
of the film of approximately 1.4 nm.

Ion-milling carried out at the surface of the NPs removed the
oleic acid layer, flattened the NPs at the top, and reduced the
surface roughness prior to the deposition of a Co layer on top.

Beilstein J. Nanotechnol. 2010, 1, 101-107.

Figure 1: AFM (a) and SEM (b) images showing the self-assembly of
the NPs in a close-packed hexagonal structure as a consequence of
the spin-coating process.

Approximately, a 2 to 3 nm thick layer was removed from the
surface during milling. Cross sectional TEM images of the
samples are shown in Figure 2b. For comparison, a reference
sample that has not undergone ion-milling is also depicted in
Figure 2a. Without ion-milling, the Co layer replicates the
topography of the NPs beneath, which is much less in the case
of the Co layer on the ion-milled NPs.

Figure 2: Top panel: High-resolution TEM cross-section images of
non-ion-milled (a) and ion-milled (b) composite samples. Bottom panel:
AFM images of the Co surface for the non-ion-milled (c) and ion-milled
(d) samples.

AFM images of the two samples prepared with non-ion-milled
(Figure 2¢) and with ion-milled (Figure 2d) NPs are in good
agreement with the TEM observation. In the former case the
topography of the NPs is reflected on the Co surface, while,
after milling the surface is flattened down with a reduction in

the average roughness from 5.8 nm to 1.8 nm.
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Magnetic characterization

Magnetization hysteresis loops of a monolayer film, consisting
of single phased maghemite NPs as detailed in the experi-
mental section, are shown in Figure 3a. Hysteresis loops taken
at 330 K and 15 K show the expected behavior of nanosized
ferrimagnetic particles, i.e., symmetric loops, with a coercivity
of H. =280 Oe at 15 K and H.= 40 Oe at 330 K. The large
increase in coercivity at low temperature is in agreement with
previous reports and with the model of superparamagnetic
(SPM) particles [29,30].

After the deposition of Co on top of the NP arrays, the H,. at
15 K increases to 408 Oe and 455 Oe for the non-ion-milled
(Figure 3b) and the ion-milled (Figure 3¢) samples, respective-
ly, while at 330 K the H, values with and without the Co layer
are essentially the same. The interaction between the NPs and
the Co layer becomes more pronounced at low temperatures and
is expressed by a further increase of the coercivity and in a
change of the shape of the hysteresis loop. In addition, it should
be noted that, while the hysteresis loop for the NP monolayer is
symmetric, the composite systems show a significant bias. It is
important to note that the bias is only observed when the sample
is field cooled, implying that its origin should be ascribed to an
antiferromagnetic/ferromagnetic (AF/FM) coupling [31-35].

The magnetic exchange interaction between an AF and an FM
layer can usually be observed as a horizontal shift of the
magnetic hysteresis loop, when cooling the material from a
temperature above the Néel temperature in an applied magnetic
field. This offset is defined as exchange bias (EB) field, H}
[32,33]. We find EB values at 15 K of H, =157 Oe and 185 Oe

for the non-ion-milled and the ion-milled system, respectively.

Since the system considered here is composed of single-phase
ferrimagnetic maghemite NPs and a ferromagnetic Co thin film,
it is necessary to account for the presence of an extra AF
component. A possible explanation is that the Co layer is

Beilstein J. Nanotechnol. 2010, 1, 101-107.

partially oxidized to AF CoO. The Co layer is capped with a
protective Cu layer, and therefore, oxidation is more likely to
occur at the particle/film interface by oxygen exchange from
both the iron oxide and the organic oleic acid to the Co layer. In
the event of oxygen exchange between the iron oxide nanopar-
ticles and the Co layer, it is reasonable to expect a change in
stoichiometry of the nanoparticles, at least at the surface level,
close to the interface. However, it was not possible to verify this
aspect, either from direct TEM images or to infer it from
magnetic measurements. Further work is necessary to clarify
this point. In any case, the EB is likely due to the exchange
interaction between the AF CoO interfacial layer and the FM
layer.

This CoO layer is estimated to be between 1 to 4 nm thick.
Although it was not possible to resolve such a CoO layer from
the high-resolution TEM images (Figure 2), dark-field TEM
images (Figure 4a) reveal the presence of a crystalline ~4 nm
thick layer being well distinguishable from the Co layer, and
thus attributed to the formation of an oxide phase in the Co
film. The corresponding diffraction pattern shown in Figure 4b
confirms the existence of a CoO crystal structure.

Further information about the magnetic behavior and in particu-
lar about the coupling effects between the NPs and the Co layer
can be obtained from measurements of the magnetic moment vs
temperature (Figure 5) after zero-field cooling (ZFC) and field
cooling (FC).

Generally, the system is first cooled down from relatively high
temperatures (here 380 K) in a zero field, then a magnetic field
is applied and the ZFC curve is measured. The FC curve is
usually obtained directly following the ZFC curve upon cooling
in the same applied field.

Figure 5 shows myzpc and mpc measured at 500 Oe for the three
systems, i.e., the NP monolayer (green squares), non-ion-milled
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Figure 3: Magnetic hysteresis loops at 330 K and 15 K for a monolayer film of nanoparticles (a) and the composite nanoparticle/Co film non-ion-milled

(b) and after ion-milling (c).
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Figure 4: (a) Dark-field TEM image of the cross section NPs/thin-film system showing the CoO layer at the interface with NPs. (b) The corresponding
diffraction pattern where the following phases are identified: 1) CoO (200), 2) FeoO3 (311), 3) Si (111), 4) Fex03 (111).
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Figure 5: ZFC/FC magnetic moment vs temperature measured in

500 Oe for a NP monolayer (green squares), non-ion-milled composite
(black circles) and ion-milled composite (red triangles), respectively.
The curves are scaled for better clarity. The inset shows a schematic
of the composite system. The Co film is depicted as a blue solid film
and the NPs as circles, where two subsystems are marked: the open
circles represent particles which are not in contact with the Co layer,
and the filled brown circles are particles in contact with or near to the
Co, respectively.

composite (black circles) and ion-milled composite (red tri-
angles), respectively. The ZFC/FC curves for the NP mono-
layer show the regular behavior as expected from a SPM
system, i.e., a peak in the ZFC curve marking the blocking
temperature, T, =~ 250 K, of the system and the splitting of the
ZFC and FC curves near T},. However, an important feature is
the decrease of the magnetic moment in the FC curve for

decreasing temperatures below 73, This trend has already been

recognized as indicating a collective particle behavior, a
so-called super-spin glass (SSG) state [21,24,27,36,37]. The
peak temperature then marks the 'blocking temperature',
however, not of individual NPs, but of the entire interacting

monolayer of NPs.

When adding a Co layer on top of the NPs, the collective
behavior of the NPs is partially inhibited as found from a more
shallow dip in the FC curve. Interestingly, in the composite
systems the ZFC/FC curves reveal the presence of two separate
Ty peaks, i.e., at =340 K and at =210 K and hence one above
and one below, respectively, the blocking temperature of the NP

monolayer.

There are two possible origins for the two peaks feature. In first
place it might be due to the existence of two different NP
subsystems as schematically depicted in the inset of Figure 5.
The Co film does not cover all NPs equally, but only the top
layer of NPs. In a 'monolayer' of NPs (that means one layer of
particles on average) there exist not only holes and dislocations
in the array but also areas with a second layer (see Figure 1).
Hence, there will be NPs that are not in contact with the Co
layer (open circles in the inset of Figure 5). Consequently, one
might expect two magnetic subsystems, i.e., firstly NPs which
are strongly magnetically coupled to the Co film or exchange
biased to the CoO layer mentioned above at the NP-Co inter-
face. These NPs are likely to produce an increased blocking
temperature due to an increased energy barrier originating from

the additional coupling.
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Secondly, the other peak at lower temperatures is then due to
NPs that are not in contact to the Co layer. These particles are
weakly coupled to the other NPs by dipolar interactions.
Because this subsystem consists of fewer particles than the
entire NP ensemble, the collective blocking temperature of this
smaller system will be reduced.

The second possible origin of the low-field peak might also
arise from the CoO layer. It was in fact reported for a FM/AF
coupled Fe304/CoO [38] and Fe/CoO [39] thin film systems,
that the blocking temperature, in this case the temperature at
which exchange bias between a FM and an AF thin film disap-
pears, can occur at temperatures below the Néel temperature of
CoO (~290 K), in the case of ultra thin films of CoO (less than
5 nm). Considering the thickness of the CoO film naturally
grown in our system, it cannot be excluded that the peak at
lower temperature in Figure 5 might be caused by the disap-
pearance of the FM/AF coupling. In order to clarify this point
further experimental work is necessary.

MFM was used to investigate the surface domain structure of
the composite materials with the sample in the remanent state
(Figure 6¢ and Figure 6d). For comparison, the corresponding
AFM images are also shown (Figure 6a and Figure 6b). In the
case of the ion-milled system no well-defined magnetic domain
structure at remanence can be recognized. The stray field of the
MFM tip was found to modify the magnetic contrast during
scanning (see Figure 6d). In order to rule out the possibility of
artificial features from the tip or from surface impurities,
different scans were performed after magnetic cycling. This
effect was reproducible over multiple scans. Accounting for the
better contact between particles and thin film and thus stronger
magnetic coupling, this phenomenon can be due to the particles
collecting the magnetic flux in a mechanism similar to that
exerted by soft magnetic underlayers in perpendicular recording
media [13]. This effect, however, becomes reduced with
increasing interface roughness, as is the case for the non-ion-
milled NPs. Here a sample-tip interaction was not observed
(Figure 6¢). A diffuse but stable domain structure in the Co
layer is observed.

Conclusion

Self assembled magnetic NP/thin film composites were
prepared by a combination of spin-coating and ion-beam sput-
tering techniques. Ion-milling of the NP surface was used prior
to Co sputtering for removing the oleic acid shell at the top of
the NPs and to smooth out the interface prior to Co film deposi-
tion. This process was found to improve the coupling between
the NPs and the Co layer. A shift of the hysteresis loop at low
temperatures indicates an AF/FM exchange bias effect in the
composite system, which is likely due to the formation of a

Beilstein J. Nanotechnol. 2010, 1, 101-107.

Figure 6: Top panel: AFM images of the Co surface for the non-ion-
milled (a) and ion-milled (b) composite systems. Bottom panel: MFM
images of the Co surface of non-ion-milled (c) and ion-milled (d)
composite samples, taken with the sample in the remanent state after
saturating at 1000 Oe.

CoO layer at the interface. The single NP layer exhibits a
stretched blocking temperature, indicative of a collective behav-
ior due to magnetic dipole interaction. The composite system
shows two blocking temperatures: one above the temperature of
the single NP layer, which likely is due to the interaction with
the Co-layer, and one below, which we assign to small NP
islands that are in contact with other NPs on top but not with the
Co layer. Moreover, a 'soft magnetic underlayer' behavior of the
ion-milled system was observed by MFM measurements. In
conclusion, the contact of magnetic NPs with a closed thin
magnetic film increases the blocking temperature of the system,
i.e., it increases the potential well for thermal fluctuations.
Composite systems also exhibit an enhanced coercivity and a
change in the shape of the hysteresis loop at low temperature.
The other two effects, exchange bias and a second lower
blocking temperature, are extrinsic and depend on the particu-
lar system chosen.

Experimental

Iron oxide NPs were prepared by thermal decomposition of
metal-oleate complexes [40]. As-prepared, particles with mean
diameter of 20 nm and 7% size distribution were coated with a
~2 nm thick layer of oleic acid and dissolved in toluene. The NP
dispersion, with a concentration of approximately 50 mg of NPs
per 5 ml of toluene, was spin-coated at 3000 rpm for 30 s on top
of a Si(100) substrate with a natural oxide layer. As a result of
the spin-coating process, approximately one monolayer of self-
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organized particles was formed having hexagonal closed-
packed lateral order (see Figure 1). The samples were annealed
at 170 °C for 20 min in air in order to obtain mainly single

phase maghemite (y-Fe,O3) NPs as reported in Ref. [41].

After heat treatment, the NP monolayer was ion-milled with
neutralized Ar-ions for 4 min in order to flatten the NP array
and remove the oleic acid layer. Finally, a thin cobalt film of
20 nm thickness was grown on top of the NPs by ion-beam
sputtering from a Co target at 3.9 x 10”4 mbar with a base pres-
sure of 1 x 1078 mbar. To prevent oxidation of the Co surface,
the sample was finally capped with a 3 nm thick layer of Cu. A
reference composite sample was prepared for comparison,

where the NPs were not ion-milled prior to the sputtering of Co.

The structure and topography of the samples were character-
ized by means of scanning electron microscopy (SEM) with a
FEI Quanta FEG-SEM, transmission electron microscopy
(TEM) with an analytical 200 kV FEG-TEM TECNAI F20
S-Twin instrument, atomic force and magnetic force
microscopy (AFM, MFM) with an NT-MDT low temperature
HV-Solver system. For cross sectional investigations of the
composite film, TEM foils were extracted perpendicularly to
the sample surface, by means of focused ion-beam technique,
for which the sample had to be coated with an approximately
3 pum thick layer of tungsten. Magnetic measurements were
performed by means of superconducting quantum interference
device (SQUID) magnetometry (Quantum Design, MPMS) on
sample areas of 7 x 7 mmZ, in a temperature range between 15
and 380 K, with the field applied in the plane of the sample.
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Abstract

The results of the investigation of the structural and magnetic (static and dynamic) properties of an assembly of metallic Fe
nanoparticles synthesized by an organometallic chemical method are described. These nanoparticles are embedded in a polymer,
monodisperse, with a diameter below 2 nm, which corresponds to a number of around 200 atoms. The X-ray absorption near-edge
structure and Mgssbauer spectrum are characteristic of metallic Fe. The structural studies by wide angle X-ray scattering indicate an
original polytetrahedral atomic arrangement similar to that of f-Mn, characterized by a short-range order. The average magnetic
moment per Fe atom is raised to 2.59 pg (for comparison, bulk value of metallic Fe: 2.2 pg). Even if the spontaneous magnetiza-
tion decreases rapidly as compared to bulk materials, it remains enhanced even up to room temperature. The gyromagnetic ratio
measured by ferromagnetic resonance is of the same order as that of bulk Fe, which allows us to conclude that the orbital and spin
contributions increase at the same rate. A large magnetic anisotropy for metallic Fe has been measured up to (3.7 £ 1.0)-10% J/m?.
Precise analysis of the low temperature Mdssbauer spectra, show a broad distribution of large hyperfine fields. The largest hyper-
fine fields display the largest isomer shifts. This indicates a progressive increase of the magnetic moment inside the particle from
the core to the outer shell. The components corresponding to the large hyperfine fields with large isomer shifts are indeed character-
istic of surface atoms.
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Introduction

Progress in both experimental techniques and theoretical calcu-
lations over the past ten years have allowed the development of
precise studies on the influence of size reduction on the
magnetic properties of nanoparticles (NPs) down to the
nanometer scale. A first spectacular result was the observation
of the enhancement of the atomic magnetic moment in NPs of
classical 3d ferromagnetic metals [1-4]. More surprisingly, the
study of small Rh NPs revealed a paramagnetic to ferromag-
netic phase transition induced by size reduction for clusters
containing less than 40 atoms [5]. Band structure calculations
have investigated the role of size reduction and demonstrated
that it promotes a narrowing of the magnetic bands and thus an
increase of the spin polarisation, associated to an enhancement
of the orbital contribution [6-9]. However, even if these tenden-
cies are now well established, there is some disparity in the
experimental results, even in the case of the ferromagnetic 3d
metals. In the case of free-standing Fe clusters, Billas and
coworkers have demonstrated the enhancement of the magnetic
moment pig. when the cluster contains less than 1000 atoms
[2,3]. In this size range some oscillations of pg with cluster
size have also been revealed. Similarly, supported a-Fe NPs
with diameters down to 2 nm show an enhancement of the
hyperfine field Byyy, indicative of enhanced ppe [10-12].
Recent careful measurements, by X-ray magnetic circular
dichroism (XMCD) [13-16], consistently indicate an increase in
the ratio of the orbital magnetic moment over the spin magnetic
moment. However, different values have been reported, from
pr/ns = 0.1 for 2 nm size selected clusters deposited on Si
substrates [15], 0.15 for size selected clusters containing less
than 10 atoms deposited on a Ni surface [13] and up to pp/pug =
0.3 for Fe islands on a Au surface [16]. For all these systems,
the structure of the clusters and the influence of the substrate,
which could both modify the electronic band structure, remain
uncertain. This could explain the disparities observed in the
experimental results. The theoretical investigations carried out
so far were restricted to free clusters and therefore cannot
explain all these experimental results. Calculations of the orbital
contribution lead to an enhanced pp/pug ratio compared to the
bulk value, but this enhancement is smaller than those esti-
mated from XMCD measurements [9]. Interestingly, calcula-
tions by Pastor et al. demonstrate that large spin moments can
be found for Fe clusters, depending on their structural arrange-
ment [6].

In summary, since the magnetic properties may be strongly
influenced by both their crystal structure and interactions with
the substrate, it is important to develop new synthetic
approaches which could allow extensive magnetic and struc-
tural investig