
Energetic ions and
photons for engineering

nanomaterials
Edited by Devesh Kumar Avasthi and Venugopal Rao Soma

Generated on 07 February 2026, 20:11



Imprint

Beilstein Journal of Nanotechnology
www.bjnano.org
ISSN 2190-4286
Email: journals-support@beilstein-institut.de

The Beilstein Journal of Nanotechnology is
published by the Beilstein-Institut zur Förderung
der Chemischen Wissenschaften.

Beilstein-Institut zur Förderung der
Chemischen Wissenschaften
Trakehner Straße 7–9
60487 Frankfurt am Main
Germany
www.beilstein-institut.de

The copyright to this document as a whole,
which is published in the Beilstein Journal of
Nanotechnology, is held by the Beilstein-Institut
zur Förderung der Chemischen Wissenschaften.
The copyright to the individual articles in this
document is held by the respective authors,
subject to a Creative Commons Attribution
license.



1054

Effect of wavelength and liquid on formation of Ag, Au, Ag/Au
nanoparticles via picosecond laser ablation and
SERS-based detection of DMMP
Sree Satya Bharati Moram1,2, Chandu Byram1,3 and Venugopal Rao Soma*1,4

Full Research Paper Open Access

Address:
1Advanced Centre for Research in High Energy Materials (ACRHEM),
DRDO Industry Academia - Centre of Excellence (DIA-COE),
University of Hyderabad, Prof. C. R. Rao Road, Hyderabad 500046,
Telangana, India, 2Department of Physics, Indian Institute of
Technology Hyderabad, Kandi 502285, Telangana, India,
3Department of Physics, College of Arts and Sciences, University of
Dayton, 300 College Park, Dayton, Ohio 45469, USA and 4School of
Physics, University of Hyderabad, Prof. C. R. Rao Road, Hyderabad
500046, Telangana, India

Email:
Venugopal Rao Soma* - soma_venu@uohyd.ac.in

* Corresponding author

Keywords:
dimethyl methyl phosphonate; laser material interaction; metal
nanoparticles; picosecond laser ablation; SERS; thiram

Beilstein J. Nanotechnol. 2024, 15, 1054–1069.
https://doi.org/10.3762/bjnano.15.86

Received: 15 April 2024
Accepted: 02 August 2024
Published: 19 August 2024

This article is part of the thematic issue "Energetic ions and photons for
engineering nanomaterials".

Associate Editor: P. Ayala

© 2024 Moram et al.; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
The present study investigates the effects of input wavelength (1064, 532, and 355 nm) and surrounding liquid environment
(distilled water and aqueous NaCl solution) on the picosecond laser ablation on silver (Ag), gold (Au), and Ag/Au alloy targets. The
efficacy of the laser ablation technique was meticulously evaluated by analyzing the ablation rates, surface plasmon resonance peak
positions, and particle size distributions of the obtained colloids. The nanoparticles (NPs) were characterized using the techniques
of UV–visible absorption, transmission electron microscopy, and energy-dispersive X-ray spectroscopy. Furthermore, NPs of
various sizes ranging from 6 to 35 nm were loaded onto a filter paper by a simple and effective drop-casting approach to achieve
flexible surface-enhanced Raman spectroscopy (SERS) substrates/sensors. These substrates were tested using a simple, portable
Raman device to identify various hazardous chemicals (malachite green, methyl salicylate, and thiram). The stability of the sub-
strates was also systematically investigated by determining the decay percentages in the SERS signals over 60 days. The optimized
SERS substrate was subsequently employed to detect chemical warfare agent (CWA) simulants such as methyl salicylate (a CWA
simulant for sulfur mustard) and dimethyl methyl phosphonate (has some structural similarities to the G-series nerve agents) at dif-
ferent laser excitations (325, 532, and 633 nm). A notably higher SERS efficiency for CWA simulants was observed at a 325 nm
Raman excitation. Our findings reveal that a higher ablation yield was observed at IR irradiation than those obtained at the other
wavelengths. A size decrease of the NPs was noticed by changing the liquid environment to an electrolyte. These findings have sig-
nificant implications for developing more efficient and stable SERS substrates for chemical detection applications.

1054

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:soma_venu@uohyd.ac.in
https://doi.org/10.3762/bjnano.15.86


Beilstein J. Nanotechnol. 2024, 15, 1054–1069.

1055

Introduction
Metal nanoparticles (NPs) are versatile materials widely used
across various scientific and technological fields due to their
distinctive optical, physical, and chemical properties. Over the
past few decades, different methods have been developed for
NP synthesis, including chemical reduction, electrochemistry,
atomic layer deposition, laser ablation synthesis in solution
(LASiS), and sputtering [1]. The LASiS technique has been
proven to be cost-effective in producing various shapes of NPs
with distinct size distributions in a short time (a few minutes). It
offers many advantages including high purity, minimal contam-
ination, and precise control over NP size and composition,
making it a preferred choice for nanomaterials synthesis [2-5].
The process involves laser plasma interacting with a metal in a
liquid; it excites electrons, which then generates atomic vibra-
tions within a few picoseconds, causing rapid heating, melting,
and explosive decomposition of the metal surface. This results
in an explosive ejection of vapor and liquid from the surface.
The metal plume cannot freely expand in water and is slowed
down, forming a hot metal layer at the water interface. The hot
metal layer heats the water to a supercritical state, mixing metal
atoms with water. The expanding metal/water mixture promotes
rapid nucleation and growth of small metal NPs and contributes
to forming a cavitation bubble. The hot metal layer also breaks
into larger droplets due to instabilities, creating NPs of differ-
ent sizes within a few nanoseconds of laser exposure [6]. The
properties of NPs, such as size, shape, crystallinity, produc-
tivity, and composition, can be influenced by several experi-
mental parameters during synthesis [4,6-10]. The impact of
laser parameters, such as pulse duration, wavelength, repetition
rate, and fluence, and of the liquid parameter on NP produc-
tivity, shape, and size distribution remains an area of ongoing
research [11-15]. Pulsed laser irradiation of liquids (PLIL) can
affect the size and shape of NPs. Various approaches are de-
scribed in the literature, such as (i) laser fragmentation in liquid
(LFL), (ii) laser melting in liquid (LML), and (iii) laser defect
engineering in liquid (LDL) [16]. In our previous work, we
fabricated Ag–Cu alloy NPs using the femtosecond (fs) laser ir-
radiation approach [17]. Similarly, Ag/Au alloy NPs were fabri-
cated by laser ablation of single metal targets in water followed
by re-irradiation of mixed colloidal suspensions, as demon-
strated by Compagnini et al. [18]. Additionally, Zhang et al.
[19] reported the LML approach to synthesize germanium
submicron spheres from picosecond (ps) laser irradiation of Ge
powders containing nanoscale and microscale particles. Maxi-
mova et al. [20] achieved size-controllable Au NPs in stable
solutions via femtosecond laser fragmentation, tuning sizes by
adjusting fluence. This technique is employed to create various
categories of alloy NPs [21]. Alloying by LASiS can mitigate
undesired features associated with plasmonic materials, such as
high cost, chemical instability, and sustainability issues [22,23].

Menéndez-Manjón et al. [24] reported the synthesis of Ag/Au
alloy NPs via picosecond LASiS of solid targets in monomer
MMA. Amendola et al. [25] demonstrated the fabrication of
magneto-plasmonic alloy NPs, such as Fe–Au, by laser ablating
Au/Fe multilayers with varying thicknesses and deposition
orders. Jakobi et al. [26] reported the synthesis of Pt–Ir alloy
NPs by femtosecond laser ablation of a Pt9Ir target in acetone
and further utilized as PtIr electrodes. In recent years, laser-
ablated NPs/NSs have gained prominent interest in many appli-
cations, such as photoelectronic devices, biochemical sensors,
and surface-enhanced Raman spectroscopy (SERS) substrates,
due to their high purity NPs as well as an easy method for
altering the structures, NPs/NSs sizes, and morphology by
tuning the laser parameters and surrounding media [27-29]. The
SERS substrate efficiency mainly depends on the material, size,
and shape of the NPs. Recent terrorist activities involving
explosives and chemical warfare agents highlight the urgent
need for sensitive and selective chemical sensors. These sensors
must be using low power and be capable of trace detection.
Dimethyl methyl phosphonate (DMMP) is commonly used as a
less toxic simulant for sarin, a G-series nerve agent. DMMP
can, in general, be used in making chemical weapons. Zheng et
al. [30] reviewed various methods for DMMP detection, includ-
ing mass-sensitive sensors, surface acoustic wave (SAW)
sensors, microelectromechanical systems (MEMS), carbon
nanotubes, and chemiresistive sensors. SERS-active substrates
encounter obstacles in translation toward practical applications,
primarily due to the difficulty of sample collection. As a result,
there is a persistent need for affordable and accessible fabrica-
tion methods which guarantee stability and reproducibility
along with accessible sample collection of SERS substrates.
There has been significant interest in utilizing flexible materials
such as paper, nitrocellulose, polymer film, cotton fabrics, adhe-
sive tape, glass fibers, and biomaterials for constructing flex-
ible SERS substrates, owing to their numerous advantages over
traditional options such as glass and silicon [31-39]. Detecting
hazardous molecules, such as pesticides, explosives, and chemi-
cal threats (nerve agents) using flexible SERS substrates is the
central aspect of the sensing field because of its simple sample
collection from any rough surface [36,40]. Filter paper (FP)
SERS substrates are rigorously investigated for the detection of
hazardous dye molecules such as crystal violet (CV) and mala-
chite green (MG) on fish [41], pesticides on vegetables, dals
[42], fruit surfaces [43], and explosives on rough surfaces
[44,45]. In the last few years, our group has been continuously
working on developing a flexible SERS substrate for the detec-
tion of various types of hazardous molecules: aggregated Ag
and Au NPs on filter paper [46], Au NPs on electrospun
polymer nanofibers [33], and alloy Ag/Au NPs on filter paper
[44]. However, the size-dependent SERS performance of NPs
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Table 1: Summary of the sample descriptions and laser parameters used in this study.

Nanoparticles (NPs) LaSiS Wavelength

355 nm 532 nm 1064 nm

Solvent DW NaCl DW NaCl DW NaCl
Ag AgD1 AgN1 AgD2 AgN2 AgD3 AgN3
Au AuD1 AuN1 AuD2 AuN2 AuD3 AuN3
Ag50Au50 AgAuD1 AgAuN1 AgAuD2 AgAuN2 AgAuD3 AgAuN3

over time needed to be investigated, and the optimization of
substrates, depending on their stability over time, was aimed to
be studied.

This study investigated the impact of 355, 532, and 1064 nm
wavelengths on picosecond laser ablation of silver, gold, and
silver/gold alloy samples within two distinct liquid media:
distilled water (DW) and aqueous NaCl solution. Significant
variations in the productivity and size of NPs were observed
across different wavelengths and media. Subsequently, a flex-
ible SERS substrate was developed by depositing 18 types of
NPs produced onto a filter paper. It was found that substrates
containing NPs generated at 1064 nm laser wavelength exhib-
ited prominent performance, characterized by higher yield and
larger particle size. Stability tests revealed that NPs in the elec-
trolyte (NaCl) solution displayed a quicker decline in SERS
signal than those obtained in DW, despite satisfactory initial
signal strengths. However, gold NPs in DW demonstrated
optimal long-term stability, maintaining uniform SERS intensi-
ties over 60 days. Further, optimized SERS substrates were
tested with different Raman excitations to highlight the critical
role of molecular resonance absorption. Specifically, an excita-
tion wavelength of 325 nm proved to be the most effective for
detecting methyl salicylate and DMMP, underscoring the
importance of selecting an appropriate excitation wavelength
for enhanced molecular detection.

Experimental
Materials
Dimethyl methyl phosphonate (DMMP, C3H9O3P, 98% pure);
methyl salicylate (MS, C₈H₈O₃, 99% pure), methylene blue
(MB, C16H18ClN3S), and thiram (C6H12N2S4) were purchased
from Sigma-Aldrich. All chemicals were of analytic grade and
used for cleaning and diluting the samples. The laser ablation
samples were 99% pure and had a thickness of 1 mm.

Synthesis of nanoparticles by laser ablation in liquid
Initially, silver, gold, and silver/gold (Ag50Au50) alloy targets
(99%) were obtained from a local market and cut into

1 cm × 1 cm pieces. The targets were thoroughly cleaned in an
ultrasonic bath using ethanol, acetone, and DW for 10 min.
After washing, the targets were fixed at the bottom of the glass
beaker filled with 5 mL of DW and aqueous NaCl solution
(1 mM). The setup was mounted on the motorized X–Y transla-
tion stage (Newport) connected to a motion (ESP-300)
controller. The Ag/Au/Ag50Au50 targets were ablated using a ps
laser (Nd: YAG, EKSPLA PL2351), delivering ≈30 ps pulses at
a wavelength of 1064, 532, and 355 nm at a 10 Hz repetition
rate. For each wavelength, meticulous alignment of the laser
beam was ensured using mirrors explicitly chosen for their
optimal performance within the respective wavelength ranges.
The laser beam was guided towards the processing region by
mirrors and eventually focused on the sample surface by a lens
of focal length (f) ≈10 cm at normal incidence. Ablation experi-
ments were performed at a pulse energy of 12 mJ with the cor-
responding laser fluence of ≈30 mJ/cm2. The moving target was
irradiated using a separation of 50 μm between two adjacent
lines at a translation speed of 1 mm/s along both directions. The
total laser-processing area on the target surface was typically
≈25 mm2. The ablation experiments lasted for ≈80 min in each
case. The ablation process was executed by varying laser wave-
lengths (355, 532, and 1064 nm) and keeping all the other pa-
rameters constant, such as laser pulse energy, repetition rate,
quantity of liquid, and focusing conditions. To avoid confusion,
the names of the ablated samples and their descriptions are pro-
vided in Table 1.

Preparation of filter-paper-based flexible SERS and
SERS measurements
Flexible substrates were fabricated using Whatman FP as the
base material, which was cut into small squares of 1 cm2 each.
Subsequently, metal and alloy NPs synthesized via laser
ablation (encompassing 18 distinct samples) were applied
to the FP through a straightforward drop-casting method
and then allowed to dry at room temperature. Following
this, the analyte of interest was also applied onto the
substrate using drop casting. This process took approximately
20 minutes.
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Characterization techniques
The absorption studies were conducted by placing 3 mL of
the colloidal solution in a 1 cm quartz cuvette and using a
UV–visible absorption spectrometer (PerkinElmer, LAMBDA
750) within the 300–800 nm wavelength range. The distribu-
tion of NPs on a FP was analyzed using the INCA software with
a field-emission scanning electron microscope (FESEM, Carl
Zeiss Ultra 55). Samples were prepared by drop casting 10 µL
of NPs onto a FP, followed by sputtering a thin conductive layer
of gold onto the FP to facilitate lower magnification imaging
due to the nonconductive nature of the FP substrate. FESEM
energy-dispersive X-ray spectroscopy (EDX) mapping investi-
gations were conducted on Ag/Au alloy NPs deposited on a Si
substrate by drop casting 10 µL to avoid confusion in the data
caused by the Au coating. Transmission electron microscopy
(TEM) was performed with a JEM-2100F (JEOL, Japan). TEM
grids were prepared by drop casting 2 µL of NPs onto the grids.
Raman/SERS spectra were collected using a portable Raman
spectrometer (B&W Tek) with an excitation wavelength of
785 nm, 10 mW of laser power, 5 s of collection time, and three
accumulations. The laser beam spot size on the sample was
≈100 µm. Wavelength-based SERS measurements were per-
formed using a micro-Raman spectrometer (Horiba-Scientific),
and 325, 532, and 633 nm laser excitation wavelengths with the
same input laser power of ≈1 mW, 5 s of acquisition time, and
three accumulations, and these parameters were maintained in
all the measurements. For the focusing conditions, a 50× objec-
tive was used for the visible wavelengths (532 and 632 nm),
while a 40×-NUV objective was employed for the 325 nm
wavelength. A baseline correction using the Origin software
was applied to all recorded SERS spectra, after which SERS
calculations were undertaken.

Results and Discussion
Characterization
Optical absorption studies of as-synthesized
nanoparticles
The absorbance measurements were carried out on metallic Ag,
Au, and Ag/Au NPs prepared using ps LASiS in both DW and
aqueous NaCl solution, covering a wavelength range of
300–800 nm. In Figure 1, the optical absorption spectra of
(a) Ag, (b) Au, and (c) Ag/Au NP solutions are presented for
both environments obtained at 1064, 532, and 355 nm wave-
lengths in LASiS. All absorption spectra exhibit a distinct single
surface plasmon resonance (SPR) absorption peak, indicating
the formation of spherical NPs. The SPR peak of Ag/Au alloy
NPs lies between the SPR peak positions of pure Ag and Au
NPs. Notably, the plasmon bands of NPs obtained at lower
wavelengths (355 and 532 nm) are broadened compared to
those of NPs fabricated at higher wavelengths (1064 nm). This
broadening could be ascribed to the size/shape of the NPs, their

aggregation, and variations in size distribution under different
laser wavelengths. The NP productivity in the LASiS approach
is mainly influenced by laser wavelength irradiation based on
the interaction of the material with the incoming beam, includ-
ing absorption, reflection, and scattering [47,48]. These interac-
tions significantly vary across the wavelengths from 1064 down
to 355 nm, with a unique response of different materials at each
wavelength [49]. A key to enhancing the yield is choosing the
laser wavelength at which the target material has a high absorp-
tion rate. This ensures that a greater energy density is trans-
ferred to the target, thereby increasing the volume of material
ablated. On the other hand, to minimize energy losses during
the process, choosing the surrounding media is also an essential
factor, which could prevent the absorption of the aqueous solu-
tion at a given laser wavelength. This approach helps to achieve
a delicate balance between maximizing the absorption in the
target material while minimizing energy loss in the surrounding
liquid and NPs, thereby enhancing the overall efficiency and
yield of the LASiS process [4,50]. The study reported by Shukri
et al. [51] pointed out a size reduction in Au NPs from 19 to
12 nm by decreasing the input laser wavelengths, changing
from 1064 to 532 nm in DW. Solati et al. [52] observed a sig-
nificant increase in the mean size of Ag NPs from 13 to 32 nm
while ablating the Ag targets in acetone with laser wavelengths
of 532 and 1064 nm. Furthermore, the absorption intensity
proportionally increases with the increasing wavelength in both
DW and NaCl, demonstrating that the yield of NPs is higher at
higher wavelengths. Moreover, the absorption of NPs produced
in aqueous NaCl solution was lower than that in DW, indicat-
ing a higher NP yield in DW. The observed difference in
absorption intensities could be attributed to the influence of
NaCl in the NP synthesis process. Salts may affect the kinetics
of NP formation, leading to size, shape, and aggregation varia-
tions, ultimately impacting their optical properties [53]. Also,
from absorbance studies, it is observed that the ablation rate is
higher for the Au target than for Ag because of the hardness
variation observed in an earlier report by Solati et al. [54]. In
another study by Bae et al. [55], the authors demonstrated the
Ag NP fabrication by varying the surrounding aqueous NaCl
solution concentrations between 0 to 20 mM using a
nanosecond laser at an excitation of 355 nm. Their study
noticed increased Ag NP absorbance while changing the
aqueous NaCl solution concentration from 0 to 5 mM, which
decreased further. The SPR peaks were blue shifted for NPs ob-
tained in NaCl compared to those obtained in DW, which could
be attributed to an increase in the refractive index of the sur-
rounding medium. The SPR shifts at different wavelengths of
LASiS within the same environment suggest the variations of
NP particle size or size dispersion. The peak shift is mainly
correlated with the size and shape of NPs and their surrounding
medium. Naderi-Samani et al. [56] reported the synthesis of Ag
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Figure 1: (a)–(c) Absorption spectra of laser-synthesized NPs (a) Ag NPs [AgD1, AgD2, AgD3, AgN1, AgN2, AgN3]; (b) Au NPs [AuD1, AuD2, AuD3,
AuN1, AuN2, AuN3]; (c) Ag/Au NPs [AgAuD1, AgAuD2, AgAuD3, AgAuN1, AgAuN2, AgAuN3] obtained at different laser wavelengths (1064, 532, and
355 nm) and different liquids (DW and aqueous NaCl solution). (d–f) The variation of SPR peak position of (d) Ag, (e) Au, and (f) Ag/Au concerning
wavelength and surrounding liquid.

NPs by nanosecond laser ablation in different aqueous solu-
tions: water, acetone, cetyltrimethylammonium chloride
(CTAC), polyvinylpyrrolidone (PVP), and sodium dodecyl
sulfate (SDS). Their outcomes revealed that the productivity of
Ag NPs was higher in acetone, followed by CTAC, water, PVP,
and SDS. The order of NP formation efficiency was reported to
be acetone >CTAC >water >PVP >SDS.

Morphological studies of as-synthesized
nanoparticles
Transmission electron microscopy analysis was implemented to
study the size and shape of laser-fabricated NPs. Figure 2 shows
the TEM images of Ag NPs synthesized in DW at different
laser wavelengths: (a) 355, (b) 532, and (c) 1064 nm. It should
be noted that the shape of NPs is spherical, and the size distri-

bution of the Ag NPs is strongly dependent on laser wave-
length in LASiS. The average size of the NPs was estimated as
12.4 ± 0.3 nm at 355 nm, 23.9 ± 1.0 nm at 532 nm, and
36.3 ± 3.7 nm at 1064 nm, with the size distributions being pro-
vided in Supporting Information File 1, Figures S1(a)–(c). It is
believed that with increasing wavelength, the NP sizes increase,
presumably due to the coexistence of both processes, such as
laser ablation and laser fragmentation in liquids at lower wave-
lengths (i.e., higher energy). The SPR peak is shifted toward a
longer wavelength for larger particles, which is evident from the
absorption spectra depicted.

Figure 2 depicts the pictures of Ag NPs synthesized using a
laser wavelength of (d) 355 nm, (e) 532 nm, and (f) 1064 nm in
an aqueous NaCl solution. The average particle size is
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Figure 2: TEM images of Ag NPs: (a) AgD1, (b) AgD2, (c) AgD3, (d) AgN1, (e) AgN2, and (f) AgN3.

8.4 ± 0.4 nm at 355 nm, 13.3 ± 0.5 nm at 532 nm, and
16.5 ± 0.5 nm at 1064 nm, respectively. The size distributions
are provided in Supporting Information File 1, Figure S1(d–f).
The size of the NPs increases with increasing laser wavelength.
It is worth mentioning that a reduction in NP size was noticed
more in NPs produced in aqueous NaCl solution than in those
fabricated in DW. The size reduction effect observed during
ablation in aqueous NaCl solution can be attributed to Cl− ions
[55,57]. When a laser ablation process is conducted in the pres-
ence of NaCl, the ions in the solution can strongly influence nu-
cleation processes and growth in the generation of the NPs. The
presence of electrostatic repulsion among charged NPs gener-
ated in an electrolyte solution reduces the average size of the
NPs. Rehbock et al. [21] pointed out the size reduction in Au
NPs from 30 nm at 3 µM to 7 nm at 500 µM in the presence of
aqueous NaCl solution during the ablation. He et al. [58]
demonstrated that at higher NaCl (10 mM) concentrations, ZnO
NPs exhibited coalescence, increasing NPs size in comparison
to those obtained in DW.

In Figure 3, TEM images depicting as-synthesized Au NPs
under different incident laser wavelengths (i.e., (a) 355, (b) 532,
and (c) 1064 nm) in DW are shown. At 355 nm, a distinctive
nanochain morphology linking spherical NPs was evident, con-
trasting with the separated spherical morphology. The preva-
lent interaction at 355 nm with the liquid phase was more influ-
ential than the NP production, resulting in particles with frag-
mented shapes [6]. This could be accredited to the more vital
interaction of the lower wavelength with the liquid than with the

submerged solid target. During ablation, the maximum energy
dedicated to the formerly generated NPs resulted in further frag-
mentation of NPs and fusion rather than in target ablation. This
phenomenon led to lower NP production at 355 nm compared to
that at 532 and 1064 nm laser wavelengths, this was also re-
flected in the absorption spectra. Consequently, there is a ten-
dency for NP agglomeration and chain formation, which is
evident from the TEM pictures depicted in Figure 3. As the
wavelength increases, ablation becomes more efficient,
breaking the chains and creating smaller, separated spherical
NPs. The mean sizes of the NPs synthesized at the three
selected wavelengths are estimated to be approximately
9.5 ± 0.1 nm at 355 nm, 15.6 ± 0.1 nm at 532 nm, and
19.7 ± 0.7 nm at 1064 nm. The size distributions are provided in
Supporting Information File 1, Figures S2(a)–(c). Notably, the
mean diameter of NPs is smaller when generated at lower wave-
lengths compared to those produced at higher wavelengths.

Figure 3 displays TEM images depicting the synthesis of Au
NPs under different laser wavelengths: (d) 355, (e) 532, and
(f) 1064 nm in aqueous NaCl solution. Furthermore, the pres-
ence of NaCl in the surrounding medium significantly influ-
ences NP size, leading to size reduction. The mean sizes of the
NPs in the presence of NaCl are estimated as 7.0 ± 0.5 nm at
355 nm, 11.4 ± 0.6 nm at 532 nm, and 12.6 ± 0.1 nm at
1064 nm. The size distributions are provided in Supporting
Information File 1, Figures S2(d)–(f). This size reduction aligns
with the observed behavior of nanochains at lower wavelengths
and separated NPs at higher wavelengths. Figure 4 shows TEM
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Figure 3: TEM images of Au NPs: (a) AuD1, (b) AuD2, (c) AuD3, (d) AuN1, (e) AuN2, and (f) AuN3.

Figure 4: TEM images of Ag/Au NPs: (a) AgAuD1, (b) AgAuD2, (c) AgAuD3, (d) AgAuN1, (e) AgAuN2, and (f) AgAuN3.

images of Ag/Au alloy NPs under different laser wavelengths:
(a,d) 355, (b,e) 532, and (c,f) 1064 nm in DW and aqueous
NaCl solution, respectively. The mean sizes of the NPs in DW
and NaCl are 24.9 ± 3.3 and 15.2 ± 0.2 nm at 355 nm, 12.7 ± 1
and 8.2 ± 0.3 nm at 532 nm, and 6.5 ± 0.1 and 5.8 ± 0.1 nm at
1064 nm, respectively. The NP size distributions are provided
in Supporting Information File 1, Figure S3.

The variation in the sizes of Ag, Au, and Ag/Au NPs obtained
in DW and aqueous NaCl solution at different wavelengths
during the LASiS process is illustrated in Figure 5. It is noted
that the NP size increased while the laser wavelength was in-
creased. Size reduction was observed when the aqueous NaCl
solution was used as a surrounding medium instead of other
liquids (DW). In this case, the size increases with an increasing
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Figure 6: Panels (a)−(c) display FESEM images of a filter paper loaded with Ag NPs obtained in DW: (a) AgD1, (b) AgD2, and (c) AgD3. Panels
(d)−(e) display FESEM images of a filter paper loaded with Ag NPs obtained in aqueous NaCl solution: (d) AgN1, (e) AgN2, and (f) AgN3 at wave-
lengths of 355, 532, and 1064 nm, respectively.

Figure 5: The variation in sizes of NPs at different wavelengths and
environments. The left panel displays the size variation for Ag, Au, and
Ag/Au in DW, while the right panel illustrates size variation in an
aqueous NaCl solution.

wavelength. The diameters of colloids prepared at a laser wave-
length of 1064 nm in DW are greater than 20 nm. However,
NPs obtained in an aqueous NaCl solution at a laser wave-
length of 355 nm showed nanochain features with diameters
smaller than 10 nm.

Topographical studies of filter paper-loaded
nanoparticles
The morphology and distribution of ps laser-fabricated NPs on
filter paper were investigated using FESEM. The FESEM
images reported in Figure 6 depict a filter paper surface grafted
with Ag NPs, categorized as: (a) AgDW1, (b) AgD2, (c) AgD3,
(d) AgN1, (e) AgN2, and (f) AgN3. Similarly, a FP loaded
with Ag/Au NPs is illustrated in Figure 7, categorized as:
(a) AgAuD1, (b) AgAuD2, (c) AgAuD3, (d) AgAuN1,
(e) AgAuN2, and (f) AgAuN3. It is evident from the FESEM
images that the concentrations of loaded NPs were different,
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Figure 7: Panels (a)−(c) display FESEM images of a filter paper loaded with Ag/Au NPs obtained in DW: (a) AgAuD1, (b) AgAuD2, and (c) AgAuD3.
Panels (d)−(e) display FESEM images of a filter paper loaded with Ag NPs obtained in aqueous NaCl solution: (d) AgAuN1, (e) AgAuN2, and
(f) AgAuN3 at a wavelength of 355, 532, and 1064 nm, respectively.

possibly due to the differences in their loading and the effect of
NPs yield obtained at different laser wavelengths. Furthermore,
recorded FESEM-EDX data confirms the occurrence of Ag, Au,
Na, Cl, C, and O elements on the FP-AgAuN3 substrate, provi-
ded in Supporting Information File 1, Figure S4. To confirm the
presence of Ag and Au in alloy NPs, an EDX mapping investi-
gation was conducted on AgAuD3 NPs coated on a Si substrate.
The color map image of a single alloy NP with a squared area
was represented in Supporting Information File 1, Figure S5. It
is evident from the figure that individual NPs encompassed both
Ag and Au elements. The detailed mechanism underlying the
formation of alloy NPs was elucidated in our previous study
[44]. Earlier studies suggested that the NP yield gradually in-
creases with increasing laser wavelength. Notably, we could
achieve a higher yield of NPs at higher wavelengths, resulting
in a higher concentration of NPs on the filter paper surface. Ad-
ditionally, larger NPs were observed at higher wavelengths than
at lower wavelengths, which is also evident from TEM image
analysis, as discussed above. A similar trend was noticed in the
case of Au NP distribution on FP, as detailed in Supporting
Information File 1, Figure S6.

SERS measurements from filter paper-loaded
nanoparticles
Initially, a portable Raman spectrometer with a fixed excitation
wavelength of 785 nm was employed, demonstrating the superi-
or performance of flexible SERS substrates by depositing all the
synthesized NPs onto a filter paper. This combination offers
practical real-time onsite application capabilities, allowing for
immediate and nondestructive analysis in the field, making it
ideal for rapid screening and preliminary investigations. The
portable spectrometer is user friendly, compact, and the light-
weight design ensures minimal sample preparation and ease of
transport, providing flexibility in diverse application scenarios.
To capitalize on the advantages of a flexible substrate in the
sensing field, filter paper was chosen as a base to host laser-
ablated NPs [59]. The SERS performance of NP-loaded paper-
based SERS substrates was assessed by choosing malachite
green (MG) as a Raman reporter molecule. The SERS spectra
reported in Figure 8a–c illustrate the prominent Raman bands of
MG at a 1 nM concentration recorded from filter paper loaded
with NPs, namely, Ag, Au, and Au NPs in DW and aqueous
NaCl solution fabricated at three different wavelengths: 1064,
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Figure 8: The SERS spectra of MG (1 nM) using filter paper loaded with ps laser ablated NPs (i) AgD, (ii) AuD, (iii) AgAuD, (iv) AgN, (v) AuN, and
(vi) AgAuN at (a) 1064, (b) 532, and (c) 355 nm, (d) Intensity histogram of the prominent SERS peak at 1618 cm−1 (using a portable Raman spec-
trometer at an excitation wavelength of 785 nm).

532, and 355 nm. Figure 8d displays the intensity variation of a
prominent 1618 cm−1 MG peak recorded from all substrates.
The location of Raman peaks of MG noticed in our study coin-
cides with the studies demonstrated earlier [60]. The leading
characteristic bands found at 1618 cm−1 are assigned to phenyl-
N and C–C stretching.

Similarly, SERS investigations were extended to detect the
pesticide molecule thiram (10 µM) on all Ag, Au, and Ag/Au
NP-loaded filter paper substrates. The obtained data is provided
in Supporting Information File 1, Figures S7a–S7c using LASiS
at 1064, 532, and 355 nm, respectively. All peaks align well
with previous reports. The central characteristic peak at
1368 cm−1 was considered for evaluating performance, as illus-
trated in the performance histogram shown in Supporting Infor-
mation File 1, Figure S7d. Further, similar studies are continued
with methyl salicylate as a Raman reporter. Figure 9a–c present
the SERS spectra of methyl salicylate (1 mM) collected from
filter paper loaded NPs substrates obtained at laser wavelengths
of (a) 1064, (b) 532, and (c) 355 nm. Figure 9d shows the
Raman intensity variation of the central characteristic peak at
808 cm−1. From the SERS measurements, we could point out
that the filter paper grafted with Ag NPs was achieved in
aqueous NaCl solution, demonstrating superior enhancement of
AgAu alloy and Au NPs fabricated in DW and NaCl loaded on

filter paper. Notably, the FP loaded with AgN3 NPs demon-
strated superior SERS enhancement among all Ag NP-based
substrates. This can be attributed to several factors, including
(i) the plasmonic performance of Ag, (ii) a large number of NPs
loaded onto the filter paper (resulting in a high yield of NPs at
1064 nm), (iii) the presence of ions from NaCl which can lead
to ion-enhanced SERS effects [37,46,61].

The investigations further focused on assessing the stability of a
SERS substrate over 60 days. We carried out systematic SERS
measurements on different days, and their SERS intensities are
compared concerning the days for the substrates, namely AgD3,
AgAuD3, AuD3, AgN3, AgAuN3, and AuN3. The evolution of
signal intensities over the 60 days is graphically depicted in
Figure 10a and Figure 10b, revealing distinctive decay patterns
of MG and thiram on the 7th, 15th, 30th, and 60th days.
Notably, freshly prepared (on the first day) SERS substrates
such as AgD3 and AgN3 exhibited prominent enhancement in
Raman signals compared with other substrates, while AuD3 and
AuN3 substrates displayed the lowest SERS signal. Decay per-
centages were calculated to assess the substrate performance.
Figure 10c and Figure 10d visually represent the decay percent-
ages over time. On the 30th day, Ag NPs SERS performance
decreased by 95%, while Au NPs exhibited variations from
≈10% (7th day) to ≈35% (60th day).
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Figure 9: The SERS spectra of methyl salicylate (1 mM) using filter paper loaded with ps laser-ablated Ag, Au, and Ag/Au NPs in DW and aqueous
NaCl solution at (a) 1064, (b) 532, and (c) 355 nm. (d) Intensity histogram of the prominent peak at 808 cm−1 from all 18 different FP substrates (using
portable Raman spectrometer at an excitation of 785 nm).

Figure 10: Stability of paper-based SERS substrates: (a) MG (1 nM) and (b) thiram (10 µM). Prominent peak intensity variation (c) and (d) % signal
decay as a function of number of days (up to 60) using AgD3, AgAuD3, AuD3, AgN3, AgAuN3, AuN3 NPs loaded filter paper.
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Figure 11: The SERS spectra of (a) MS (1 mM) and (b) DMMP (1 mM) at different Raman laser excitations: 633, 532, and 325 nm. Concentration-de-
pendent SERS spectra of (c) MS (100 mM to 100 µM) and (d) DMMP (100 mM to 100 µM) at an excitation of 325 nm using the AuD3 substrate.

The graphical representation of categorized substrates into three
areas based on decay percentages (i.e., green for up to 50%,
yellow for 50–80%, and pink for 80–100%) are shown in
Figure 10. Substrates, namely AuD3, AgAuD3, AuN3, and
AgAuN3 remained stable in the yellow region for up to one
month. Notably, the AuD3 substrate showed consistent perfor-
mance with a decay percentage of 35% over 60 days. Ag/Au
alloy NPs often display better properties than those of pure Ag
and Au counterparts. Combining Ag and Au can lead to superi-
or plasmonic properties derived from Ag, improved stability at-
tributed to Au, and increased SERS efficiency, making them
particularly advantageous for long-term applications with
heightened sensitivity. These enhancements are due to syner-
gistic effects, where the integrated properties of the metals
surpass those of the individual elements. In the initial days, the
presence of NaCl led to an increase in the SERS signal; howev-
er, over a longer duration, the NPs in DW showed better SERS
intensity than those in aqueous NaCl solution. Jiang et al. [62]
investigated the SERS performance of Ag NPs in detecting CV
molecules. They found that bare Ag NPs exhibited diminishing
performance over three weeks. However, a substrate composed
of single atomic layer nanocellulose–Ag NP hybrids main-
tained nearly constant performance for 35 days. Zhang et al.
[63] reported that after undergoing vacuum storage for seven

days, the SERS intensity of CV at 1620 cm−1 detected on
AgNP-120@BNC did not significantly decrease. The SERS in-
tensity of CV detected on the AgNP-120@BNC substrate
remained at 91% of its original intensity after seven days of
vacuum storage.

Effect of Raman excitation wavelength on SERS
measurements
The enhanced stability of AuD3 NPs loaded on filter paper
regarding SERS performance was further investigated, particu-
larly in hazardous chemical molecules such as methyl salicylate
(1 mM) and dimethyl methyl phosphonate (1 mM). Methyl sali-
cylate and dimethyl methyl phosphonate are critical chemical
warfare agent (CWA) simulants, posing a significant threat to
global security. Detecting these molecules is essential for secu-
rity reasons, and various detection methods are currently under
investigation [64-67]. One promising method for practical ap-
plication is using flexible SERS substrates as sensing platforms
[68].

This study explored the impact of different Raman excitation
wavelengths, specifically 325, 532, and 633 nm. The prominent
peaks of MS (810 cm−1) and DMMP (710 cm−1) molecules
were observed in all cases, shown in Figure 11a and Figure 11b,
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respectively. The peak at 810 cm−1 is due to the stretching
vibration of C–H [69], and the peak at 710 cm−1 for DMMP is
due to the combined vibrational mode, including the symmetri-
cal stretching of the two single P–O bonds and the P–C bond
[70]. The peak positions and their assignment of MS and
DMMP are provided in Supporting Information File 1, Tables
S8 and S9, respectively. Li et al. [69] detected MS (10−4 M) by
SERS using a Raman excitation of 532 nm. Huang et al. [70]
described the identification of DMMP (1 g/L) residues from an
irregular surface using Ag NPs grafted cotton swabs via simple
swabbing with a laser excitation of 532 nm. Lafuente et al. [71]
also reported the detection of DMMP (1.2 ppm V) in the vapor
phase using Glass_Ag_Au NPs, 3D fractal microstructure sub-
strates developed by corner lithography and anisotropic wet
etching of silicon using the 785 nm as the Raman excitation.
When UV excitation was utilized during the measurements, the
Raman peak intensities were notably higher for both MS and
DMMP molecules at 124 and 152 ppm. This can be attributed to
the resonance absorption of these molecules with laser excita-
tion, which increased Raman signal intensity. The repro-
ducibility of the substrate at these different wavelengths in
detecting MS was also verified by collecting Raman spectra
from more than 15 different locations. The obtained relative
standard deviations (RSDs) were 20%, 10%, and 9% for Raman
excitations at 633, 532, and 325 nm, respectively. The calcu-
lated histograms are provided in Supporting Information File 1,
Figure S10a–c.

The sensitivity of the optimized FP SERS substrate was further
examined at 325 nm with various concentrations of MS and
DMMP ranging from 100 mM to 100 µM, as depicted in
Figure 11c and Figure 11d. The leading prominent peaks of MS
at 809 cm−1 and DMMP at 714 cm−1 were observed at the
lowest concentration of 100 µM. The reproducibility of the
SERS substrate was also examined with the DMMP molecule at
a concentration of 500 µM at 15 different locations on the sub-
strate. The histogram showing the most prominent intensity
variation yielded an RSD of ≈6%, as shown in Supporting
Information File 1, Figure S10d. Aligholizadeh et al. [72]
detected DMMP using a handheld Raman spectrometer with an
excitation of 785 nm, and the analytes were measured in a
liquid-phase solution. The limit of detection (LOD) achieved
for DMMP was 9 mM. Chang et al. [67] utilized a combination
of cotton swabs with a Ag NP substrate along with a smart-
phone application to detect DMMP. They detected DMMP at a
concentration of 1g/L (≈8 mM) using a Raman excitation of
532 nm. Wang and co-workers [73] developed a novel method
using thin water film confinement to enhance Raman detection
of weakly interacting nerve agent simulants, such as DMMP
(mM), on SERS substrates using a Raman excitation of 633 nm.
Li et al. [74] detected, using a portable Raman device at an ex-

citation of 785 nm, DMMP at a concentration of 100 mg/kg
(800 µM) utilizing a Au@ZrO2 substrate.

Conclusion
In conclusion, this study delved into the impact of different
laser wavelengths (355, 532, and 1064 nm) on the variation of
morphological features and yields of colloids obtained through
the ablation of Ag, Au, and Ag50Au50 targets conducted in a
medium of DW and aqueous NaCl solution using a picosecond
laser. Our findings demonstrated that the irradiation laser wave-
lengths of the UV region are more beneficial to produce smaller
NPs due to the fragmentation effects. Conversely, the wave-
lengths lying in the NIR region are the ideal choice to obtain
high ablation yield due to the low absorption by previously
generated NPs. Furthermore, NPs sizes were smaller at lower ir-
radiation laser wavelengths than those obtained at higher laser
wavelengths. The subsequent development of flexible SERS
substrates, utilizing the diverse NPs produced, showcased the
superior performance of substrates containing NPs generated at
the 1064 nm wavelength, characterized by enhanced yield and
larger particle size. However, Au NPs in DW demonstrated
optimal long-term stability, maintaining their SERS signal
integrity for up to 60 days. Further, chemical warfare simulant
MS and DMMP detection using a 325 nm Raman laser (UV
resonance) demonstrated superior performance.

Supporting Information
Supporting Information File 1
Additional figures and tables.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-86-S1.pdf]
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Abstract
This work presents a unique and straightforward method to synthesise hafnium oxide (HfO2) and hafnium carbide (HfC) nanoparti-
cles (NPs) and to fabricate hafnium nanostructures (NSs) on a Hf surface. Ultrafast picosecond laser ablation of the Hf metal target
was performed in three different liquid media, namely, deionised water (DW), toluene, and anisole, to fabricate HfO2 and HfC NPs
along with Hf NSs. Spherical HfO2 NPs and nanofibres were formed when Hf was ablated in DW. Hf ablated in toluene and anisole
demonstrated the formation of core–shell NPs of HfC with a graphitic shell. All NPs exhibited novel optical reflectance properties.
Reflectance measurements revealed that the fabricated NPs had a very high and broad optical absorption throughout the
UV–vis–NIR range. The NPs synthesised in toluene exhibited the best absorption. The successful fabrication of Hf NSs with the
formation of laser-induced periodic surface structures (LIPSS) with low spatial frequency (LSFL) and high spatial frequency
(HSFL) orthogonal to each other was also demonstrated. The LSFL and HSFL both exhibited quasi-periodicity. This work presents
a simple way to fabricate HfO2 and HfC NPs and provides insight into their morphological and optical characteristics paving way
for their applications in future.
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Introduction
Hafnium (Hf) is a tetravalent transition metal with compounds
showing excellent thermal and optical properties [1-4]. Hf and
its alloys are used in nuclear reactors because of their large
neutron absorption cross sections and high melting points [5].
They are also used in submarines because of their corrosion
resistance [6,7]. The high refractoriness of some Hf compounds
[2,4] allows them to be used in high-temperature alloys and
ceramics. Hf compounds are widely used in microelectronics
because of their high dielectricity values [2]. In recent years,
NPs derived from Hf have gained significant interest in biomed-
ical fields because of their superior optical and thermal proper-
ties [8] compared to bulk Hf. HfO2 is a wide-bandgap (5.68 eV)
material with a high dielectric constant (≈25) [9,10]. HfC has a
very high melting point (≈3900 °C) and ranks among the
hardest materials, with a Vickers hardness value exceeding
20 GPa [4,11]. The properties vary substantially depending on
size and morphology [1]. Recently, interest has risen regarding
synthesis and study of Hf-based NPs. Depending on the mor-
phology, chemical composition, and quantum confinement
effects, NPs can exhibit novel properties, making them applic-
able for large-spectrum usage [12,13]. Thus, synthesizing the
desired morphology is essential for a given application. Gener-
ally, practical techniques for obtaining nanomaterials are
sol–gel method, chemical and physical vapour deposition,
hydrothermal method, ball milling, grinding, lithography,
etching, and laser ablation [14-18]. The morphology
determines the electrical and optical properties, which can
vary depending on the synthesis technique [19]. Among the
methods mentioned above, laser ablation in liquids (LAL) is a
clean and single-step synthesis method used for obtaining nano-
materials from a bulk source [11,16-18,20]. It produces NPs of
high purity with minimal or no unwanted by-products
[11,17,21], thus making it a valuable candidate for green syn-
thesis [21,22].

In the LAL method, a high-energy ultrashort pulsed laser
(nanosecond, picosecond, or femtosecond) is focused on the
surface of the target material immersed in a liquid medium. The
target material absorbs the pulse energy via the electrons. It
transfers it to the lattice, which expulses the surface material as
a plasma plume confined because of the pressure created by the
surrounding liquid [16,20,23,24]. A cavitation bubble is formed
as the energy is transferred to the surrounding liquid from the
decaying plasma because of the existing temperature differ-
ences between the liquid and the plasma plume, leading to the
emergence of a vapour layer with a volume equivalent to the
plasma plume [16,20,23,24]. The cavitation bubble collapses
because of cyclic expansion and shrinkage, releasing nanoparti-
cles into the surrounding liquid. The formed nanoparticles stay
in the liquid as colloidal suspensions or can agglomerate to

form a precipitate [6,16,20,23-27]. LAL provides flexibility
regarding the choice of the liquid medium surrounding the
target, from a single pure medium to a mixture of liquid media,
with a range of target types such as powder, pellets, and well-
defined structures and shapes [16,20]. The choice of the liquid
medium can significantly affect morphology and chemical
composition of the obtained NPs. The high energy of the
laser pulses sometimes causes a reaction between the surround-
ing liquid medium and ablated target molecules, which may
lead to the formation of unusual or non-equilibrium nanodimen-
sional products [25,26,28,29]. Only few works on the laser
ablation of Hf in liquid media have been reported in the litera-
ture. In our earlier reports, HfO2 nanoparticles, nanoribbons,
and nanofibres were synthesised by ablating HfO2 pellets util-
ising femtosecond laser pulses at 800 nm [10,30]. A bulk Hf
target was also ablated in another work using nanosecond laser
pulses in different liquids to synthesise oxides and carbides
[11,31]. In one of our earlier works [10], we performed femto-
second ablation and reported the formation of colloidal hafnium
oxide NPs and nanoribbons in deionised water. The average
sizes of NPs and nanoribbons were 13.5–18.0 and 10–20 nm,
respectively. Further, we also reported that monoclinic and hex-
agonal phases were observed at higher input pulse energies. We
believe these correspond to HfO2 and Hf6O, respectively.
Further, in [10], we did not explore the formation of surface
nanostructures on Hf after ablation. Therefore, the current study
intends to understand the role of input pulse duration (picosec-
ond pulses used here) and the surrounding liquid medium on the
laser-ablated Hf-based NPs and NSs. Three different solvents,
deionised water (DW; inorganic and oxygen-containing), tolu-
ene (organic and oxygen-free), and anisole (organic and
oxygen-containing), have been chosen as ablation media. The
Hf target was ablated with a picosecond laser in these three
solvents to make three different colloidal solutions of Hf-based
NPs. The optical, morphological, and physical properties of the
obtained Hf-based NPs were studied in detail. The morphology
of the ablated Hf surface in the three liquids was also investigat-
ed.

Experimental
Materials
Hf sponge was produced by metallurgical operations involving
solvent extraction, briquetting, carbochlorination, Kroll
reduction and vacuum distillation. The sponge samples were
further refined by consolidation and refining under vacuum
(3–6 × 10−5 mbar) using an electron beam melting furnace
having a beam power of 60 kW (ELIT 60) at an accelerating
voltage of 24 kV in a water-cooled crucible with feeding mech-
anism and an extraction system [32]. All operations were con-
ducted at the Centre for Materials for Electronics Technology
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Figure 1: (a) XRD data and (b) EDX data of pristine Hf target.

Figure 2: Schematic representation of the experimental setup used for picosecond LAL of a Hf target (Mn represents mirrors).

(CMET), Hyderabad. These Hf sponges, cut and polished to
10 mm × 10 mm × 2 mm, were used as ablation targets. The
pristine target had the crystal structure of hexagonal HfO0.25, as
confirmed by X-ray diffraction (XRD) data (see Figure 1a). The
elemental composition (Hf: 73.68%, O: 26.32%) was deter-
mined by energy-dispersive X-ray spectroscopy (EDX,
Figure 1b). Distilled water with a resistivity of more than
18 MΩ·cm was obtained from a Millipore system. Toluene and
anisole (spectroscopic grade) were obtained from Sigma-
Aldrich and used as received.

Synthesis of nanoparticles and
nanostructures
A linearly polarised picosecond laser [Nd:YAG, M/s EKSPLA]
with a pulse duration of ≈30 ps, a repetition rate of ≈10 Hz, a
wavelength of ≈1064 nm, and a pulse energy of ≈16.3 mJ (de-
termined from previous experiments [33] and optimised using
multiple ablation trials followed by detailed characterization
studies) was used for the fabrication of the NPs and NSs. The
ablation was performed in three different liquids, that is, DW,
toluene, and anisole. As illustrated in Figure 2, the incoming
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laser beam was focused vertically on the Hf target in a liquid-
filled glass cell using a plano-convex lens (f = 80 mm). The
liquid surface was about 5 mm above the target surface. Raster
scanning was performed at a speed of 0.1 mm/s to ablate an
area of 5 × 5 mm2. This resulted in Hf surface nanostructures
and Hf NPs forming in the surrounding liquid. A gradual colour
change of the liquids initially confirmed the formation of
Hf-based NPs; DW turned from transparent to turbid white,
while toluene and anisole turned from transparent to black
(Figure 2). The obtained NPs and NSs were labelled as de-
scribed in Table 1, according to the liquid in which they were
ablated, and subsequently characterised through different
methods.

Table 1: Labelling of the NPs and NSs according to the liquid media
used.

Liquids used NPs NSs

DW HfNPs-D HfNSs-D
toluene HfNPs-T HfNSs-T
anisole HfNPs-A HfNSs-A

Characterization techniques
The synthesised NPs were drop-cast on carbon-coated copper
grids to record transmission electron microscopy (TEM) images
and selected area electron diffraction (SAED) patterns using a
FEI Tecnai G2 S-Twin operating at 200 kV. Further, these NPs
were drop-cast on cleaned Si substrates, and their morphology
was analysed using field-emission scanning electron microsco-
py (FESEM); the composition was determined by EDX at-
tached to the FESEM (Carl Zeiss Smart SEM ULTRA 55).
Reflectivity was investigated using a UV–vis–NIR spectrome-
ter (PerkinElmer Lambda 750). For photoluminescence (PL)
measurements, a Horiba LabRAM HR Evolution (Excitation:
325 nm, Lens: 40×, spot size: 1 μm) was used. Image J soft-
ware was used to extract spatial periodicities and to generate 2D
fast Fourier transform images (2D FFT) of the Hf surface struc-
tures.

Results and Discussion
Nanoparticles
Figure 3 shows TEM images, the corresponding particle size
distributions, and the SAED patterns of NPs obtained in DW
(Figure 3a–c), toluene (Figure 3d–f), and anisole (Figure 3g–i).
The TEM image corresponding to HfNPs in DW shows the for-
mation of nanofibres of diameters ranging from 5 to 65 nm
along with spherical NPs (marked with red dashed circles,
Figure 3a). The formation of nanofibres is consistent with our
earlier observations for HfO2 ablation in DW [10,30]. Further,
the TEM images corresponding to Hf NPs in toluene and

anisole (Figure 3d,g) illustrate the formation of spherical parti-
cles only. The majority of the NPs had a size distribution in the
ranges of 5–40 nm in DW and 5–20 nm in toluene and anisole,
respectively, as shown in Figure 3b, Figure 3e, and Figure 3h,
respectively. The SAED patterns shown in Figure 3c,f,i indi-
cate that the NPs were polycrystalline. The planes shown in
Figure 3c for HfNPs-D were found to be (203), (103), (102),
and (002) corresponding to orthogonal hafnium oxide HfO2
(ICDD: 98-008-7456). In contrast, HfNPs-T (Figure 3f) and
HfNPs-A (Figure 3i) exhibited the (111), (002), (022), and
(113) planes corresponding to hafnium carbide HfC [ICDD:
98-018-5992]. The observation of HfO2 in DW and HfC in tolu-
ene and anisole can be attributed to chemical interactions be-
tween the ablated Hf atoms and the liquid medium.

Careful observation of high-resolution TEM images revealed
the formation of core–shell structures for the particles obtained
in anisole and toluene (Figure 4b,c). In contrast, we did not
notice such a structure in the case of NPs fabricated in DW
(Figure 4a). Shell-like structures in Figure 4b and Figure 4c are
indicated with red arrows. These structures are multilayered
carbon shells around the NPs. Similar formations were noticed
in other studies where carbon-rich liquids were used [34-36].
The d-spacing of the carbon shells was determined from the
zoomed images in Figure 5. It was estimated to be ≈0.34 nm,
confirming the outer shell to be made of graphite [37-39].

A similar analysis was conducted on the nanofibre-like struc-
tures formed when Hf was ablated in DW. Figure 6 shows
nanofibres (Figure 6a) and NPs (Figure 6c) formed in DW,
together with the corresponding SAED patterns (Figure 6b and
Figure 6d, respectively). A difference can be seen between the
crystallinity of the nanofibres and that of the NPs. Figure 6b
shows that the nanofibres are perfectly polycrystalline. In
contrast, in Figure 6d, the presence of diffused rings for HfNPs-
D indicates a mix of amorphous and polycrystalline phases in
the NPs. The formation of HfO2 NPs in DW along with nanofi-
bres and the observed crystallinity patterns can be explained by
considering the decomposition of the surrounding H2O mole-
cules due to the laser energy [23,24,40]. This leads to the reac-
tion of oxygen with Hf4+ ions in the plasma plume formed
during the ablation [16,20,23,24,41], leading to the formation of
hafnium oxide vapour as the plasma decays. As the pressure of
the surrounding liquid exceeds the vapour pressure exerted by
HfO2, the cavitation bubble collapses, and the vapour rushes
through the liquid in the form of a jet [23,24,41]. The lower
temperature of the surrounding liquid leads to the formation of
nuclei [23,42,43] with random crystallographic orientation,
which grow to form crystals [43-45]. These crystals coalesce to
form a polycrystalline structure [43,46]. As the vapour rushes
out as a jet, these polycrystals assemble [43,47] linearly to form
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Figure 3: TEM images, particle size distributions, and SAED patterns of laser-ablated NPs in (a–c) DW, (d–f) toluene, and (g–i) anisole.

Figure 4: High-resolution TEM images of laser-ablated NPs in (a) DW, (b) toluene, and (c) anisole.



Beilstein J. Nanotechnol. 2024, 15, 1639–1653.

1644

Figure 5: Zoomed TEM images of the shell-like structures shown in Figure 4b and Figure 4c for (a) toluene and (b) anisole (the d-spacings of the
outer shells are indicated with yellow lines).

Figure 6: SAED measurement locations and patterns for (a, b) nanofibres and (c, d) NPs obtained in DW.
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nanofibres. The formation of these nanofibres seems to depend
upon laser parameters such as pulse duration, repetition rate,
wavelength, and pulse energy, as is evident from earlier reports
[11,18,31], where no such nanofibre formation is reported.
However, the formation of nanofibres has been reported in
[10,30]. Due to Brownian motion [48], some nuclei and crys-
tals escape from the jet flow and agglomerate [43,47,48],
leading to the formation of nanoparticles [43]. Some of these
nuclei with abundant hafnium oxide molecules around grow
like crystals [45,48]. The agglomeration [47] of such crystals
leads to the observed polycrystalline state in the NPs [43,46].
The formation of the observed amorphous NPs is due to the
suppression of nucleation [43,49]. Thus, a mix of amorphous
and polycrystalline structures in NPs obtained in DW is seen.
The formation of these HfO2 NPs and nanofibres is responsible
for the turbid white colour observed after ablation in DW.

Earlier reports on Hf ablation in toluene [11,31] did not discuss
the formation of graphite shells around HfC NPs. The forma-
tion of polycrystalline HfC core–shell NPs with graphite shells
similar to [36] in toluene and anisole can be explained by the
possible reaction of carbon from decomposed surrounding
liquid with Hf4+ ions in the plasma plume [20,23,24,40]. As the
plasma plume decays, its space is occupied by HfC vapour. The
pressure difference due to the surrounding liquid causes the
cavitation bubble to collapse; thus, the vapour rushes through
the liquid and forms polycrystals, similar to the above case of
HfO2 [16,20,23,24,41,43]. The decomposed surrounding liquid
has a carbon-rich environment. As the polycrystals grow, they
also act as a nucleus for carbon atoms to self-assemble [27,50],
forming graphite layers and, eventually, core–shell NPs of dif-
ferent sizes. This formation of graphite layers might prevent the
formation of fibres. As no hafnium oxide was observed, it can
be stated that oxygen in the plasma from HfO0.25 did not react
with Hf4+. This can be explained through the fact that the car-
bon-rich environment near the plasma shifts the reaction equi-
librium in favour of the formation of HfC [23,24,51,52]. Thus,
the O2+ ions do not react with the Hf4+ ions. The O2+ ions can
react with C or escape the liquid as O2. The black colour ob-
served in toluene and anisole after ablation is due to the forma-
tion of HfC core–shell NPs and the decomposition of the sur-
rounding liquid [27,39,53]. The formation of carbides by LAL
in aromatic solvents was reported previously with transition
metals such as iron and cobalt [54-56]. Kanitz et al. [55] have
reported the formation of pure (i.e., with a clean surface) iron
nanoparticles when the target was ablated with femtosecond
pulses (5 kHz repetition rate, though) in different solvents. They
observed that the choice of the surrounding liquid environment
allowed them to tune the properties of the iron-based NPs, for
example, the generation of iron oxides or carbides. In the
present case, the surrounding liquid possibly had a huge influ-

ence on the formation of carbides. For a given Hf target
(regarding purity and surface roughness), the ablation products
depend critically on the surrounding liquid, input pulse dura-
tion, input pulse energy, and the number of pulses incident on
the sample.

Figure 7 illustrates the EDX data for the particles synthesised in
DW, toluene, and anisole. The EDX spectra of HfNPs-D
confirm the presence of hafnium and oxygen (Figure 7a). The
observed atomic percentages are 73.86 atom % oxygen and
26 atom % Hf (Figure 7a). The composition tables for HfNPs-T
(Figure 7b) and for HfNPs-A (Figure 7c) show the presence of
carbon and hafnium. The high fraction of C indicates the forma-
tion of the graphitic shell around HfC NPs in both toluene and
anisole.

Figure 7: EDX spectra and elemental composition of (a) HfNPs-D,
(b) HfNPs-T, and (c) HfNPs-A.
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Figure 8: Reflectance spectra of NPs drop-cast on Si substrates measured under different incident angles: (a) 30°, (b) 45°, and (c) 60°. The black
curve is the reflectance spectrum of the reference Si substrate; the red, blue, and green curves represent Hf NPs synthesised in in toluene, anisole,
and DW, respectively.

Table 2: Reflectance and reduction in reflection in the UV and NIR regions of the NPs under different angles of incidence (θ).

θ UV (λ = 250 nm) NIR (λ = 1200 nm)

reflectance (%) (reduction of reflectance) reflectance (%) (reduction of reflectance)

30°

Si (pristine) 66.71% (–) 34.56% (–)
HfNPs-D 3.35% (94.97%) 7.83% (77.34%)
HfNPs-T 0.72% (98.92%) 1.11% (96.78%)
HfNPs-A 3.35% (94.97%) 7.83% (77.34%)

45°

Si (pristine) 70.26% (–) 41.94% (–)
HfNPs-D 3.28% (95.33%) 8.23% (80.37%)
HfNPs-T 0.92% (98.69%) 1.87% (95.54%)
HfNPs-A 3.28% (95.33%) 9.41% (77.56%)

60°

Si (pristine) 61.43% (–) 43.39% (–)
HfNPs-D 5.45% (91.12%) 14.55% (66.46%)
HfNPs-T 2.81% (95.42%) 3.66% (91.56%)
HfNPs-A 4.27% (93.05%) 9.55% (77.99%)

Figure 8 shows the reflectance data of a pristine Si substrate
compared to a Si substrate coated with HfNPs-D, HfNPs-T, and
HfNPs-A under three different angles of incidence (30°, 45°,
and 60°) taken in the wavelength range from 250 to 1200 nm.
The black curve corresponds to the reflectance spectrum of the
reference pristine Si sample; the red curve is HfNPs-T, the blue
curve is HfNPs-A, and the green curve is HfNPs-D. The values
of the reflectance and reduction in the UV (λ = 250 nm) and the
NIR (λ = 1200 nm) spectral regions of the NPs under different
angles of incidence are summarised in Table 2. Based on the
data, it can be concluded that Hf NPs show a very high and
wide optical absorption from UV to NIR. HfNPs-T especially
show exceptional performance compared to other NPs with far
superior and stable optical absorption compared to similar HfC
NPs synthesised in our earlier work [31]. With an increase in
angle, a reduction in absorption was observed for HfNPs-D,
HfNPs-T, and HfNPs-A. A decrease in absorption was also ob-

served with an increase in wavelength at a constant angle. The
deviation in the spectral pattern of HfNPs-T and HfNPs-A
could be due to the presence of oxygen in the polycrystalline
lattice of HfNPs-A. The additional oxygen in anisole compared
to toluene might have been included in the NPs’ polycrystalline
structure during NP formation. We can confirm that the oxygen
from anisole has not reacted with the Hf4+ ions as no oxide
compound was found in the SAED data of HfNPs-A (Figure 3i)
as compared to HfNPs-T (Figure 3f). Thus, the extra oxygen in
anisole is likely to be present as an impurity in the polycrys-
talline structure of the NPs in HfNPs-A and may affect the
optical properties of the NPs.

Figure 9a–c shows the PL emission spectra of the NPs laser-
ablated in DW, toluene, and anisole, respectively. Emission
peaks were observed for each of the NPs (Figure 9). The pres-
ence of emission peaks indicates the presence of defects in the
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Figure 9: PL spectra of NPs laser-ablated in (a) DW, (b) toluene, and (c) anisole.

Figure 10: Schematic of the NS fabrication by raster scanning the sample, resulting in LSFL and HSFL formation.

NPs [57]. The defects may be due to impurities in the lattice
structure, possibly in the form of oxygen contamination, or
imperfect crystallinity of the graphitic layer or the NPs them-
selves. Further detailed PL studies are essential to understand
the origin of the observed emission peaks.

Nanostructures
Figure 10 illustrates the NS fabrication with picosecond LAL
by raster scanning the Hf target. The figure also depicts the
LSFL and HSFL formed on the target during the scanning
process. The LAL technique is versatile since the NPs and NSs
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Figure 11: FESEM image and inverse FFTs of LSFL with spatial periodicity on laser-ablated NSs in (a, b) DW, (c, d) toluene, and (e, f) anisole.

are obtained simultaneously in a single experiment, which is
impossible with any other lithographic technique (laser-based or
otherwise). However, the patterning of the target will influence
the obtained NPs and NSs since the number of pulses incident
on a particular surface area will vary with different scanning/
writing conditions. Scanning parameters (e.g., speed of the
stage or spot size of the laser) can be varied to achieve an
optimum size of the NPs and NSs. The simultaneous formation
of HSFL and LSFL on the Hf target during LAL was observed
in all liquids. The LSFL structures were oriented parallel to the
laser scanning direction, and the HSFL structures were formed
in the depressions of the LSFL with a direction perpendicular to
the direction of the laser scan.

Similar observations regarding the formation of LSFL and
HSFL with orthogonal directionality and the plausible mecha-
nisms behind their formation are discussed in an earlier work
[58]. Figure 11 shows FESEM images of the laser-ablated NSs
and 2D FFTs of LSFL with spatial periodicity for HfNSs-D,
HfNSs-T, and HfNSs-A analysed using ImageJ software. Based
on the data analysis, it can be concluded that the structures are
quasi-periodic and have a sub-wavelength periodicity of λL/2 or
greater (λL is the laser wavelength). The quasi-periodicity
values indicated as D in Figure 11b,d,f were 498 ± 40 nm for
HfNSs-D, 519 ± 30 nm for HfNSs-T, and 505 ± 64 nm for
HfNSs-A. On further inspection of the FESEM images of
the NSs, the formation of HSFL was observed. Figure 12
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Figure 12: FESEM image and HSFL size distribution of NSs laser-ablated in (a, b) DW, (c, d) toluene, and (e, f) anisole.

shows FESEM images of the HSFLs and the corresponding dis-
tribution of their feature size in HfNSs-D, HfNSs-T, and
HfNSs-A.

The structures show sub-wavelength quasi-periodicity. The ob-
served HSFL had an average feature size between λL/11 and
λL/8 for all NSs. The feature size for HfNSs-D ranged from 50
to 150 nm, with an average feature size of 94 ± 18 nm, that of
HfNSs-T ranged from 50 to 200 nm, with an average feature
size of 121 ± 37 nm, and that of HfNSs-A ranged from 50 to
150 nm with an average feature size of 102 ± 24 nm.

Figure 13 shows the relationship between the refractive index
(η) of the liquid used during ablation and the corresponding
spatial periodicity for LSFL and HSFL. The spatial periodicity
was observed to increase from HfNSs-D (ηDW ≈ 1.33 [59]) to
HfNSs-T (ηtoluene ≈ 1.49 [60]) and to decrease again for HfNSs-
A (ηanisole ≈ 1.51 [61,62]). The values are summarised in
Table 3. The observable HFSL size appears to be independent
on λL [63], instead the HSFL size depends on laser parameters
such as fluence, energy dose, and pulse duration [64]. Re-depo-
sition and re-solidification of the ablated NPs on NSs were also
observed, which matches with observation in an earlier re-
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Figure 13: Spatial periodicity of (a) LSFL and (b) HSFL as function of the refractive index.

Table 3: Spatial periodicity of LSFL and HSFL in NSs as funcition of the refractive index of the liquid used for ablation.

Liquids used Refractive index (η) NSs LSFL (nm) HSFL (nm)

DW ≈1.33 HfNSs-D 498 ± 40 94 ± 18
toluene ≈1.49 HfNSs-T 519 ± 30 121 ± 37
anisole ≈1.51 HfNSs-A 505 ± 64 102 ± 24

ported work [65] for titanium ablation. These properties make
Hf metal suitable for laser patterning of sub-wavelength-size
structures, and the choice of the liquid for LAL enables the vari-
ation of feature size. We have used linearly polarised light in
the present study. The orientation of the LIPSS depends on the
polarization and rotates with the input polarization. The avail-
able literature on LIPSS suggests that there will be no changes
in the spacing or other morphological features except the orien-
tation of the LIPSS with respect to the polarisation. Combined
with the picosecond laser’s high precision processing and indus-
trial scalability, Hf is a potential material for sophisticated
design patterning [66].

Conclusion
The current study shows the successful single-step fabrication
of HfO2 NPs and nanofibres in DW and HfC core–shell NPs
with multilayered graphitic shells in toluene and anisole via
LAL of Hf metal. The obtained NPs exhibit a broad size distri-
bution. Most NPs had a diameter between 5 and 20 nm. The
HfNPs-D, HfNPs-T, and HfNPs-A NPs were found to be poly-
crystalline. The oxygen in anisole was found to be inert during
ablation and was possibly incorporated as impurity in HfNPs-A.
The HfO2 nanofibres were also found to be polycrystalline, with
diameters ranging from 5 to 65 nm. The NPs showed very high

and broad optical absorption throughout the UV–vis–NIR
range. The maximum absorption was observed at 30° at UV
(λ = 250 nm) for HfNPs-T with just 0.72% reflection. The
absorption decreases in HfNPs-D, HfNPs-T, and HfNPs-A
with an increase in wavelength and angle of incidence. The
NPs are suitable for application in optical devices requiring
high and stable optical absorption throughout the UV–vis–NIR
range. The successful fabrication of Hf NSs with the for-
mation of LIPSS, LSFL and orthogonal HSFL, was also demon-
strated. The LSFL and HSFL both showed quasi-periodicity.
The spatial periodicity of LSFL and HSFL first increased
and then decreased with respect to the refractive index of the
liquid used during ablation. This form of data is highly valu-
able to optimise the feature sizes during laser patterning in stan-
dard ablation liquids. The study will be extended to other
metallic targets and more liquids to create a more comprehen-
sive report.
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Abstract
This paper presents a comprehensive optimization of key parameters for generating ion beams in a microwave-coupled plasma-
based ultralow-energy electron cyclotron resonance ion source, generally used for nanostructuring solid surfaces. The investigation
focuses on developing, accelerating, and extracting Ar ions from a magnetron-coupled plasma cup utilizing a three-grid ion extrac-
tion composed of molybdenum. The study systematically examines the dependence of ion beam current on critical parameters, such
as gas pressure, magnetron power, extraction voltage, and ion energies. The Gaussian nature of the beam profile is scrutinized and
elucidated within the context of grid extraction-based ion sources. Plasma physics principles are employed to interpret the observed
variations in the beam current with various parameters. The optimized beam current is used to investigate the inert ion-induced
nanopatterning of silicon surfaces, at various ion fluences and incidence angles. The pre- and post-bombardment changes in optical
properties, resulting from nanopatterned surfaces, are investigated using UV–vis reflectivity measurements and correlated with the
dimensions of the nanopatterns. This manuscript highlights the potential applications arising from these findings, emphasizing the
transformative impact of nanopatterning through low-energy inert ions.
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Introduction
Ion sources serve as fundamental components in numerous
scientific and industrial applications and play a crucial role in
generating charged particles. Various systems harness energetic

ions for diverse purposes, spanning material science, high-
energy physics, medical applications, and agricultural science
[1-5]. Presently, energetic ions find application in various sur-
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face treatments such as nanopatterning, sputter etching, and
controlled defect formation [6,7]. Particularly, ultralow-energy
ion beams are exceptionally valuable for the precise modifica-
tion of 2D layers [8] and ion-induced nanopatterning of semi-
conductor surfaces [9]. Over the past few decades, ion-induced
nanopatterning and nanoscale functionalization have garnered
significant interest, owing to their broad applications in DNA
origami [10], tuning of wettability [11] and electrical and mag-
netic anisotropy [12,13], isolated dot formation [1], nanoscale
plasmonic arrays [14], and field emission [15]. Thus, ion
sources generate enormous possibilities for material modifica-
tions both physically and chemically. Further, there are diverse
ion production mechanisms. The fundamental process of pro-
ducing ions is the collision of atoms with ions or electrons,
which may be either elastic or inelastic. In elastic collisions, the
internal energy of the colliding particles does not change.
Ionization, stripping, electron capture, and excitation of atoms
due to collisions are examples of inelastic collisions. Free elec-
trons colliding with atoms also produce ions. Electrons in the
gas are heated by the inductively coupled method and then
acquire enough energy to generate a plasma. Because of several
drawbacks, such as Townsend discharge [16], these sources are
not used nowadays. Compact broad-beam ion sources are
widely used in scientific laboratories to generate ions.
Depending upon the mechanism of production of various ions
using gaseous plasma, the ion sources can be classified in direct
current (DC)-operated ion sources, radio frequency discharge
ion sources, and microwave-based electron cyclotron resonance
(ECR) ion sources, as well as electron bombardment, charge
exchange, and laser-driven ion sources [17,18]. In the past few
decades, DC ion sources were commonly used [19-21]. These
DC ion sources consist of a hot cathode or filament, which is
not appropriate in cases of reactive gas discharge; hence, their
lifetime is limited [22,23]. Moreover, the beam current pro-
duced by those ion sources is not suitable for modern-day appli-
cations. In material science as well as surface science applica-
tions, the ion source should be mobile and adaptable to the
vacuum system, having a longer lifetime. Further, the ion
source should produce a relatively high beam current (i.e.,
capable of forming a high density of plasma) with lower main-
tenance. To address this challenge, ECR-based ion sources were
developed [24,25]. ECR ion sources are one of the most
preferred ion sources for the easy production of ions with differ-
ent energies and charge states. Since the discharge is main-
tained in the quartz cup via a strong electric field generated in
the cavity, the ECR-based ion sources equipped with micro-
wave cavities neither contain any filament nor any type of elec-
trode [26]. The high plasma density within a quartz cup is
confined by solenoid magnets surrounding it, creating a multi-
cusp magnetic field. However, careful attention is required for
the microwave coupling to the plasma cup to minimize the

reflections of microwave power. Mechanical adjustments to the
resonator length and waveguide are made to ensure minimal
reflection. Additionally, maintaining the necessary magnetic
field strength is crucial for sustaining the plasma. The ion
source’s compact design is user-friendly and capable of produc-
ing a high beam current density using single- or multigrid ex-
traction systems [27,28]. The extracted beam current is influ-
enced by magnetron power, gas pressure, and extraction
voltage. Furthermore, the beam current varies with different ion
energies [29,30].

This article focuses on optimizing the beam current generated
by a cost-effective microwave-based ECR ion source and the
subsequent development of nanoscale patterns on the surface of
silicon. The relationship between the beam current and various
parameters is extensively examined and elucidated. Experimen-
tal parameters, spanning from plasma generation to ion beam
extraction, are systematically optimized for the study of low-
energy Ar-ion-induced nanostructures on silicon. The depen-
dence of the extracted ion beam on gas pressure, magnetron
power, and extraction grid voltage is documented for different
ion energies. Additionally, the manuscript establishes the rela-
tionship between ion beam current and ion energy. Irradiation
of p-type single crystal Si(100) surfaces at off-normal angles
(60° and 72.5°) with 450 eV Ar ions results in the formation of
well-defined nanoscale ripple patterns. The prominence of
ripple structures increases with prolonged irradiation time,
while bombardment at 72.5° with the same ion beam parame-
ters leads to the coarsening of nanostructures. Cross-sectional
transmission electron microscopy (TEM) measurements
confirm the formation of nanostructures as observed from
atomic force microscopy (AFM) images. The thickness of the
amorphous thin layer is in good agreement with Monte Carlo
simulations (SRIM) [31]. The article further investigates and
explains the optical response (by UV–vis spectrometry) of the
nanopatterned surfaces depending on the dimensions of the
nanopatterns (i.e., wavelength and rms roughness). The poten-
tial applications of such nanopatterned silicon surfaces are high-
lighted. This article underscores the versatility of an optimized
broad-beam ultralow-energy ion source, specifically in the
context of optimization of inert Ar-ion beam and subsequent
ion-induced silicon nanopatterning.

The TEM used for this work is a FEI Tecnai G2 12 Twin
model, which operates at a voltage range of 20–120 kV. It
employs a LaB6 emitter as the electron source and offers a line
resolution of 0.2 nm with a maximum eccentric tilt angle of
±70°. Sample preparation for cross sectional TEM measure-
ment involved mechanically grinding the substrate into a circu-
lar disk with a diameter of 3 mm and a thickness of approxi-
mately 100 μm. The disk was then subjected to dimpling to
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Figure 1: Block diagram of the components of the high-vacuum plasma ion source.

achieve uniform thinning. To further reduce the thickness to
less than 40 μm at the center, ion milling was performed. This
ultrathin central region was used for detailed TEM analysis.

Description of the Ion Source
Figure 1 illustrates the block diagram of the magnetron-coupled
ultralow-energy ECR ion source (Plasma Gen-II, Tectra GmbH,
Germany). The schematic representation in Figure 1 elucidates
the process of extracting an ultralow-energy ion beam. A mag-
netron is connected to the ceramic Al2O3 plasma cup via a
waveguide. The gas inlet system facilitates the filling of the
plasma cup with gas through a capillary tube. The intense elec-
tric field generated by the magnetron induces gas breakdown
(discharge), leading to the formation of a highly intense plasma.
The produced plasma is confined and sustained by a permanent
magnet positioned near the plasma cup. For the extraction and
focusing of the beam, a gridded electrostatic einzel lens is em-
ployed. The shape and size of the beam are contingent on the
extraction voltage applied at the grid and the corresponding ion
energy. The directed beam impacts the silicon target kept in
ultrahigh vacuum (UHV) within the target chamber. A Faraday
cup, connected to a multimeter, measures the beam current, and
the corresponding ion fluence is expressed in terms of irradia-
tion time. The sample holder located in a UHV chamber is
connected to a five-axes (x, y, z, θ, φ) manipulator (PREVAC
Technologies) system, offering movement and rotation in all
possible directions. The sample is transferred to the ion source
using a load-lock system.

The cross-sectional view of the setup is shown in Figure 2. The
type of magnetron-coupled ion source used here was first de-
veloped by Anton and coworkers [25]. The ion source is fitted
in the cylindrical cavity of the UHV target chamber. The inner
diameter of the plasma cup is around 52 mm. The cup is
surrounded by water-cooled NdFeB magnets, which produce a
multi-cusp field to confine the plasma. The 2.45 GHz magne-
tron microwave source is attached to the back side of the ion

source, as shown in Figure 2. The dimension of the cylindrical
resonator (waveguide) is chosen in such a way that it can
produce maximum beam current. To generate plasma in the
plasma cup, a gas is inserted into it through a capillary tube at-
tached to the gas cylinder (reservoir). A pressure of 10−4 mbar
is maintained for sustaining plasma by adjusting a needle valve
attached to the gas reservoir. The entire length of the ion source
is around 130 cm. The extraction of ion beams is accomplished
by a three-grid ion optics system, as seen in Figure 2. The ex-
traction voltage is applied to the grid to enable the extraction of
an intense beam with different diameters. The circular perfec-
tion of the beam shape is evident from observations on the front
plate attached to the UHV chamber. In this configuration, the
beam current, specific to a given ion energy, can be finely
adjusted based on magnetron power, working pressure, and ex-
traction voltage. Additionally, the beam current is influenced by
the extracted ion energy and the position of the target. Hence, a
comprehensive investigation into the intricate relationship be-
tween ion current and the mentioned parameters emerges as a
compelling topic in the current scientific context.

Beam Extraction Grid
Grid 1 (anode)
The anode, in contact with the plasma within the isolated
plasma cup, serves to shift the plasma potential. By applying a
voltage (e.g., +500 V) to the anode, the plasma potential is
elevated to +500 V (plus the intrinsic plasma potential). When
the sample is maintained at ground potential, the positive ions
within the plasma are accelerated towards the sample with an
energy approximately equal to the applied voltage.

Grid 2 (extractor)
This grid is employed to control the divergence of the ion beam.
A negative voltage is applied to the extractor grid, creating an
electric field that influences ion trajectories. Additionally, a
small negative field can extend from the extractor grid into the
positively charged plasma region. This increases the ion extrac-
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Figure 2: Cross-sectional schematic view of the microwave-coupled ultralow-energy ion beam system.

tion efficiency by enhancing the electric field gradient and
enlarging the effective extraction volume.

Grid 3 (grounded grid)
The third grid is maintained at ground potential and is particu-
larly effective for operations involving very-low-energy ions.
This grid enables ions to decelerate and traverse a field-free
region near the source, ensuring minimal perturbations to the
ion beam and facilitating precise ion transport.

Results and Discussion
Optimization of ion current through various
plasma parameters
The variation of beam current with gas pressure and magnetron
power for different ion energies are investigated and presented
in Figure 3. Figure 3a–c demonstrates that the beam current
decays almost exponentially with the increase in gas pressure.
The ion current is maximum at a gas pressure of 1.5 ×
10−4 mbar, regardless of the ion energy. It is also evident that
for the same gas pressure, the beam current is maximum for the
highest ion energy. At low gas pressure, the mean free path of
gas molecules is larger because of the lower density of gas mol-

ecules, which allows the produced ions to traverse a longer dis-
tance without collision. This increases the ionization efficiency,
and hence, with fewer collisions, the probability for recombina-
tion of the ions is very low. Consequently, a large number of
ions are extracted, intensifying the beam current. The entire
phenomenon can be summarized through the equation λ =
(σ·n)−1, where λ is the mean free path of the ions, σ is the
recombination cross section, and n is the density of the ions
inside the plasma [32-34]. The mean free path of the ions, deter-
mined by the recombination cross section and density of
plasma, plays a key role in quantifying the ion current.

Further, the conversion of the gas to plasma is governed by a
magnetron source; therefore, the ion current or plasma density
depends on magnetron power. To understand that, the variation
of ion current with microwave power is recorded at different
gas pressure and ion energies, as presented in Figure 3d–f. In
general, the plasma density (n) depends on the microwave fre-
quency (ω) as n = ERFω2/ε, where ERF is the microwave power
and ε is the minimum energy required for ion–electron pair gen-
eration [32]. The magnitude of ε is different for different gases.
It is evident from Figure 3d,e that up to a critical microwave
power, no plasma is formed, resulting in a zero beam current.
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Figure 3: Variation of beam current with (a–c) gas pressure and (d–f) magnetron power for different ion energies.

With the increase of magnetron power beyond ε, the beam cur-
rent increases almost linearly with the input magnetron power
since n is directly proportional to ERF. The beam current
reaches saturation at a specific microwave power level, which
varies based on the ion energy. (Figure 3d–f). Further, the
cutoff power also depends on the ion energy. At low ion ener-
gies, the microwave power required for generating a plasma is
high. With higher ion energies, the microwave power required
for ion–electron pair generation decreases.

The Ar-ion beam is extracted via a three-grid ion optics system
[35-37]. The beam current and the beam profile depend on the
potential applied at the grid and the target. The change in beam
current with the ion extraction voltage recorded for different ion
energies is presented in Figure 4a–c. Initially, the beam current
increases linearly with the applied extraction voltage since more
ions are extracted at higher extraction voltages. Regardless of
the ion energy, the beam current is maximum at an extraction
voltage of 400 V. With further increases in extraction voltage,
the beam current decreases rapidly. Beyond this threshold of
400 V, the increased extraction voltage induces significant
defocusing of the ion beam. This highlights the critical role of
the extraction voltage in maintaining beam coherence. General-
ly, the extraction voltage is kept fixed to maintain the shape of
the beam, essential for uniform irradiation of samples.

The dependence of beam current on the ion energy is given in
Figure 4d. The beam current increases almost linearly with in-

creasing ion energy at a fixed extraction voltage and micro-
wave power. For a particular ion energy, lowering the extrac-
tion voltage also results in a lowering of beam current as ob-
served from the above Figure 4a–c. Therefore, to maintain a
proper beam shape and adequate beam current, the extraction
voltage and ion energy are to be precisely optimized. Further,
the variation of beam current with the target position, known as
the beam profile, is also presented in Figure 4e. The beam
profile is Gaussian for concave grid beam extraction optics.

Nanostructuring on Si surface by 450 eV
Ar-ion bombardment
The morphological evolution of Si after the off-normal
bombardment with 450 eV Ar ions at different incidence angles
and for various irradiation times is investigated using AFM in
tapping mode. Si cantilevers with tip radii of 10 nm were em-
ployed, with scan rate of 1 µm/s and a fixed scan size of 5 µm ×
5 µm. Quantitative analysis of the surface topography was con-
ducted using WSxM software. Figure 5 presents the surface
morphology of the Si surface after Ar-ion bombardment at dif-
ferent incidence angles. The arrow on the right-hand side indi-
cates the direction of the ion beam concerning the surface
normal. The irradiation of the silicon surface at an angle of 55°
leads to no changes in surface morphology (Figure 5a). Howev-
er, at an ion incidence angle of 58°, changes in surface mor-
phology begin to appear, although no prominent ripple struc-
ture is observed (Figure 5b). In contrast, the bombardment of
the Si surface for 1 h at an angle of 60° leads to the formation of
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Figure 4: Variation of (a–c) beam current with ion extraction voltage at different ion energy; (d) beam current as function of the ion energy; (e) beam
current as function of the target position.

Figure 5: AFM image (2D and 3D) of the evolution of surface morphology after 450 eV Ar-ion bombardment at different incidence angles and irradia-
tion times. The arrow indicates the ion beam direction.
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Figure 6: Variation of (a–c) surface height modulation of the nanopatterned silicon surface; (d) ripple wavelength and (e) rms roughness as function of
the irradiation time. Variation of power spectral density of the nanopatterned silicon surface in (g) parallel and (h) perpendicular direction. (f) Variation
of autocorrelation length with irradiation time. (i) Variation of the autocorrelation function with distance.

a well-defined nanoscale ripple pattern as observed in
Figure 5c. The growth of the ripple becomes more prominent
with the increase in bombardment time, that is, the amplitude of
the ripples grows.

To visualize the growth of the ripples, 3D AFM images are
presented along with 2D images. The ripple height increases
with bombardment time. Fast Fourier transform (FFT) images
of the nanopatterned surface are inset in the lower right corner
of each image. In the present case, the fluence is represented by
irradiation time. The quality and the growth of the nanostruc-
tures are quantitatively discussed in Figure 6, where variations
of ripple wavelength, rms roughness, and power spectral densi-
ty are discussed.

Figure 5g shows the cross-sectional TEM image after 450 eV
Ar-ion bombardment of the Si surface at an angle of 60° for a
time of 3 h. The presence of Ar-ion-induced surface corruga-

tion in terms of ripple-like nanostructures is evidenced in
Figure 5g. Although the amplitude of the ripples is not large,
the observed ripple wavelength of around 31 nm from the TEM
image is consistent with that of AFM data (Figure 6e). Howev-
er, in addition to the ripple-like nanostructures, an ultrathin
amorphous layer is formed because of the Ar-ion bombardment.
The thickness of the amorphous layer is around 1.5 nm, which
is consistent with the penetration depth of the Ar ions (1.2 nm)
estimated by Monte Carlo simulations (Figure 5f) [31]. There-
fore, the topographical image is consistent with the cross-
sectional image, indicating a clear signature of ripple-like nano-
structure formation.

Figure 6a–c shows the variation of the surface profile of the
AFM images shown in Figure 5. The height profile is direct evi-
dence of the variation of ripple amplitude with irradiation time.
The increase in ripple height with irradiation time is shown in
Figure 6a–c. Further, the fluctuation in ripple height or ampli-
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Figure 7: AFM images (2D and 3D) of the evolution of nanostructures on the Si surface with irradiation time at an angle of 72.5°.

tude, generally termed as rms roughness, is also investigated in
Figure 6d. The rms roughness increases linearly with the irradi-
ation time (i.e., fluence). Further, the ordering of the nanostruc-
ture with bombardment time, examined in terms of ripple wave-
length, is presented in Figure 6e. The ripple wavelength in-
creases as the bombardment time increases from 1 to 2 h. With
a further increment in irradiation time, the change of ripple
wavelength is negligible, that is, a saturation of ripple wave-
length is observed. The degree of similarity between two spatial
morphologies is generally quantified by the autocorrelation
length, as presented in Figure 6f. The autocorrelation length
decreases with bombardment time. This indicates that less
ordered ripple structures develop with higher irradiation times.
To understand the growth of the ripple structure, the power
spectral density factor along the parallel and perpendicular
direction of the developed ripples is presented in Figure 6g,h.
The prominent peak present in Figure 6g indicates the develop-
ment of the ripple structure along the x direction (parallel) with
a particular wavevector (kx). The absence of a ripple wavevector
in the perpendicular direction is evidenced in Figure 6h. The
estimated kx from the autocorrelation function (Figure 6i) is
almost consistent with the one obtained from the power spec-
tral density (Figure 6g). Thus, 450 eV Ar-ion bombardment on
Si leads to the formation of well-defined parallel ripples at off-
normal incidence.

Figure 7 illustrates the surface topography after 450 eV Ar-ion
bombardment of the silicon surface at an angle of 72.5° as func-

tion of the bombardment time. 3D AFM images are presented
along with 2D surface topography images. Generally, the trans-
formation of well-defined nanoripples into nanofacets is ex-
pected at such near-grazing-incidence irradiation [38]. In the
present case, although no prominent nanofacet formation is ob-
served, a clear signature of the transformation of ripple struc-
tures into nanofacets is seen. After a sufficiently large bombard-
ment time (10 h), nanofacet-like structures with larger dimen-
sions develop, although the facets are not well organized. It is
also evident that the rms roughness increases with bombard-
ment time.

Surface nanostructuring by energetic ion bombardment is a
consequence of ion-beam-induced off-normal (60° and 72.5°)
sputtering of surface atoms and their consecutive redistribution
[9,39,40]. During ion bombardment, the unequal radius of
curvature of the surface leads to unequal deposition of energy at
different points on the surface, which results in unequal sput-
tering at those points. This generates surface instabilities, and
consequently, the surface atoms are redistributed to stabilize the
surface. These two effects jointly trigger nanopattern formation
on the surface. A first theoretical model was proposed by
Bradley and Harper [41], based on curvature-dependent sput-
tering of surface and near-surface atoms. Later, Carter and
Vishnyakov introduced the concept of redistribution of surface
atoms [42]. Several experiments have been carried out to under-
stand other factors that contribute to nanopattern formation,
such as preferential and differential sputtering [6,43], the role of
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Figure 8: (a) UV–vis spectra of pristine and nanopatterned surfaces, (b) variation of rms roughness and reflectivity with ripple wavelength.

surface and beam impurities, and the effect of chemical com-
pound formation and compound ion irradiation [44,45]. In cases
of ultralow-energy ion bombardment, the rate of sputtering is
lower compared to medium-energy ion bombardment; there-
fore, in this case, mass redistribution of the surface atoms plays
a key role. There is no reaction between the inert Ar ions and
the Si atoms, ensuring the absence of a chemical aspect of
pattern formation. However, the native silicon oxide layer is
partially sputtered. This is also a key factor in generating sur-
face instabilities. The surface morphology largely varies due to
different extents of near-surface mass transport by the surface-
confined ion-enhanced viscous flow [46]. Here, up to an ion
incidence angle of 58°, the surface becomes unstable under
450 eV Ar-ion bombardment. Due to sputtering, a well-defined
ripple formation is found after 1 h of 450 eV Ar-ion bombard-
ment. With the increase in bombardment time, more silicon and
oxygen atoms are sputtered. Due to the presence of the ripples,
the surface becomes anisotropic. The consequence of such an
anisotropic nature of the surface is investigated and discussed in
the upcoming section.

Application of nanopatterned Si surface
The optical response of pristine and Ar-ion-induced nanopat-
terned silicon surfaces are investigated through UV–vis reflec-
tivity measurements and presented in Figure 8. Figure 8a
depicts the change in reflectivity of the silicon surface due to
the presence of nanopatterns. With the increase of bombard-
ment time, reflectivity decreases drastically. The change in
reflectivity with respect to rms roughness and ripple wave-
length is shown in Figure 8b. It is clear from Figure 8b, that the
reflectivity decreases with the increase in ripple wavelength. In
general, the presence of nanopatterns on the surface reduces the
reflection of UV–visible light because of light trapping by

multiple reflections [47-49]. Ar-ion bombardment for 3 h leads
to the development of a well-defined nanopattern on the silicon
surface; hence, the reflectivity becomes minimal compared to
the other two surfaces that were irradiated for shorter periods of
time. The change in reflectivity depends on the change in the
electronic structure as well as surface topography of the materi-
al. A change in electronic structure can be related to changes in
chemical nature, impurity incorporation on the surface, and
amorphization of the surface. Inert Ar causes no chemical modi-
fications of the silicon surface. Also there are no implanted Ar
ions on the silicon surface (Figure 5g), particularly in this
lower-energy regime. Therefore, in the present case, the amor-
phization due to ion beam sputtering and the nanostructure for-
mation change the electronic density of the material, causing a
lowering in reflectivity. The tailoring of the reflectivity by
developing nanostructures is widely applicable for anti-reflec-
tive coatings and photovoltaic device applications [50,51].

The formation of nanostructures on the silicon surface by inert-
ion bombardment is a consequence of ion-induced instabilities
on the surface by the interplay between sputtering and mass
redistribution of surface atoms [52,53]. During ion bombard-
ment, the sputtering of the native silicon oxide layer along with
that of bulk silicon takes place. The rate of sputtering of silicon
oxide and the elemental silicon is different, which leads to
instabilities during bombardment and the development of nano-
patterns on the surface. Further, the exposure of the nanopat-
terned silicon surface to air during optical measurement ensures
the formation of non-uniform silicon oxide on the nanopat-
terned silicon surface. Additionally, the post-bombardment
growth of silicon oxide on nanopatterned silicon leads to site-
dependent growth of native oxide, which is useful for produc-
ing hysteresis in surface current–voltage characteristic measure-
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ments [50,51]. The preferential spatial formation of silicon
oxide changes the reflectivity. Also, nanopatterned silicon sur-
faces can be an alternative for memory devices.

Conclusion
In this manuscript, the intricacies of an ultralow-energy magne-
tron-based electron cyclotron resonance (ECR) ion source are
studied systematically by exploring optimal parameters to
achieve stable and intense beam currents. The cost-effective-
ness and versatility of this ion source make it particularly note-
worthy, offering a practical solution for generating reasonable
beam currents. The ion source operates within an ultrahigh-
vacuum environment, rendering it valuable for both implanta-
tion and deposition processes. Our meticulous investigation of
the ECR ion source lays the groundwork for ion beam-induced
nanostructuring and layer-wise material modification, affording
precise control over ion penetration depth and fluence. The
manuscript emphasizes an intriguing alternative perspective by
highlighting the in-depth optimization of the ion source and
inert ion-induced nanopatterning as a viable approach for anti-
reflective coatings. This study not only advances our under-
standing of ECR-based ion sources but also opens avenues for
innovative applications in nanotechnology and materials
science.
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Abstract
Radio frequency-sputtered zinc oxide films are implanted with 30 keV Ar+ ions at various fluences ranging from 1 × 1015 to
2 × 1016 ions·cm−2. Raman spectra reveal the presence of the E2 (low), E2 (high), and A1 (LO) Raman modes in pristine and
implanted ZnO films. A gradual fall and rise in peak intensity of, respectively, the E2 (high) and A1 (LO) Raman modes is ob-
served with increases in ion fluence. However, the E2 (low) mode broadens and merges completely with disorder-induced broad
band at higher fluences. Moreover, the deconvolution of the A1 (LO) Raman peak affirms the presence of defect-related Raman
modes in the implanted samples. A gradual reduction in crystallinity of the implanted ZnO films with increasing ion fluence is ob-
served in grazing incidence angle X-ray diffraction patterns. Atomic force microscopy images show grain size reduction and a fall
in the surface roughness value of films after implantation. The implantation-induced structural modifications are further correlated
with the variation in diffuse reflectance, Urbach energy, and optical bandgap. The low reflectance values of implanted films assure
their suitability as transparent windows and anti-reflective coating in various optoelectronic devices.
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Introduction
Zinc oxide has emerged as a promising material for device fab-
rication in different fields, namely, spintronics, nanoelectronics,
and photonics [1,2]. It possesses a wide bandgap of 3.37 eV [3]
and has a large exciton binding energy of about 60 meV [4],
which assures the stability of ZnO film-based devices such as
liquid crystal displays [5], solar cells [6], and light-emitting

diodes [7]. There are numerous methods for synthesizing ZnO
films, including pulsed laser deposition, spray pyrolysis, radio
frequency (RF) sputtering, and sol–gel techniques. Here RF
sputtering is preferred over other methods because it provides
high deposition rates and uniform growth of films with good
reproducibility [4]. The physical properties of grown ZnO films
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can be tuned by altering various growth parameters and em-
ploying post-deposition treatments such as ion implantation and
thermal annealing.

Ion implantation has proven a versatile tool to control material
properties by inducing damage and introducing defects in the
host matrix in a controlled manner [8]. It offers the advantage of
controlling the amount of energy transferred to the host system
by selecting the desired ion energy, mass, and fluence [9]. Dif-
ferent types of lattice vacancies, defects, and interstitials are in-
duced through the interaction between energetic ions and the
host material, resulting in structural modification and thus alter-
ation in lattice dynamics of the host material [10].

The implantation-induced disorder can be qualitatively exam-
ined using Raman spectroscopy, which is a well-established and
non-destructive method to determine crystal structure, lattice
defects, and dynamics. Since ZnO is a polar semiconductor, the
phonon–electron interaction produces longitudinal optical (LO)
phonon modes, whose long-range behavior considerably affects
the efficacy of optoelectronic devices [11]. Thus, a detailed
study of the evolution of phonon modes is needed to utilize
implanted ZnO films effectively in such devices. The activation
of Raman modes in implanted films depends on various implan-
tation parameters, namely, ion energy, mass, and fluence.

The origin of these optical phonon modes is ascribed to the for-
mation of oxygen vacancies, which are supposed to be electron
carriers in ZnO. Therefore, the evolution of the A1 (LO) mode
acts as indirect evidence of a rise in carrier concentration, which
can in turn alter the optical bandgap. Moreover, the presence of
foreign ions in the ZnO film lattice can create an impact on its
surface roughness and particle size.

Previous reports available discuss the implantation-induced
optical longitudinal phonon symmetry in ZnO films using heavy
ions with high energy and low implantation fluences [12-15].
Singh et al. [12] observed the evolution of symmetry-forbidden
and A1 (LO) modes in 120 MeV Au9+ ion-irradiated ZnO films.
Ying et al. [13] described an A1 (LO) mode in the Raman spec-
tra of energy-dependent and dose-dependent krypton ion-
implanted ZnO film after varying the fluence in the range from
5 × 1013 to 2.5 × 1015 ions·cm−2. Gupta et al. [14] have investi-
gated the activation of the A1 (LO) mode and the production of
a broad band at the lower Raman shift side in ZnO films
implanted with 300 keV argon and 1.2 MeV xenon ions with
varying fluence from 1 × 1014 to 3 × 1015 ions·cm−2. Gautam et
al. [15] reported the presence of an A1 (LO) Raman mode and a
disorder-induced band at low wavenumbers in cadmium-doped
zinc oxide films irradiated using 120 MeV Ag9+ and 80 MeV
O6+ ions at fluences of 1 × 1013 and 3 × 1013 ions·cm−2.

Further, few studies [16,17] reported the emergence of optical
longitudinal phonon symmetry in ZnO films implanted at lower
ion beam energies. Zhiguang et al. [16] have observed the ap-
pearance of a longitudinal phonon mode in 80 keV nitrogen ion-
implanted ZnO films at different fluences. Kennedy et al. [17]
have reported enhancement in the disordered phase and an A1
(LO) mode in 23 keV co-implanted (H+ and N+ ions) ZnO
films. But in these two above-quoted reports nitrogen ions were
used for implantation. Nitrogen ions act as n-type doping and
can alter the stoichiometry of ZnO films, which is not desirable
in certain optoelectronic devices [10,11]. Hence, we have used
Ar+ ions for implantation, which produce less lattice distortions
than nitrogen ions. This is because argon ions are heavier and
larger than nitrogen ions.

Also, in the above-quoted studies the authors did not study the
effect of the evolution of longitudinal optical A1 (LO) and
symmetry-disallowed Raman modes on the surface morphologi-
cal and optical characteristics (Urbach energy and optical
bandgap). In fact, in the existing literature, there are barely any
studies that have addressed the impact of the evolution of A1
(LO) modes on surface morphology and optical properties in
low-energy regimes, although the variation in surface parame-
ters and optical characteristics can significantly impact the ap-
plicability of ZnO films in semiconductors, spintronics, solar
cells, and green energy industries [3,18].

This motivated us to investigate the emergence of Raman longi-
tudinal optical modes and their correlation with morphological
and optical properties using low-energy Ar+ beams in ZnO
films. Here, argon ions were chosen because of the inert nature,
which means that any changes in properties of the implanted
ZnO films are attributed solely to implantation-induced effects.

In the present study, ZnO films were implanted with 30 keV
Ar+ at fluences varying from 1 × 1015 to 2 × 1016 ions·cm−2.
Surface variables (roughness and particle size), structural vari-
ables (crystallite size and dislocation density), and optical prop-
erties (diffuse reflectance, Urbach energy, and optical bandgap)
were studied in response to a rise in ion fluence. The ion
implantation-induced lattice disorder and lattice damage as
functions of the ion fluence were studied in terms of displace-
ment produced per atom in the host lattice calculated using
TRIM simulations [19] and were correlated with changes in
Urbach energy. The films are versatile in developing high-per-
formance electro-optical and spintronic devices [18].

Experimental
ZnO films are grown on a quartz substrate (1 × 1 cm2) using a
ZnO (99.99%) target (2″ diameter and 3 mm thickness) in a
radio frequency (RF) sputtering system. The quartz substrate is
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ultrasonically cleaned using acetone and, finally, isopropyl
alcohol before the experiment. The sputtering chamber is
pumped to a base pressure of 1.2 × 10−6 Torr; then a mixture of
nitrogen and argon gas is introduced into the sputtering
chamber with flows of 1.8 and 10.0 sccm, respectively. When
the pressure inside the chamber has stabilized, the sputtering
power is set to a value of 80 W. The sputtering is performed at a
pressure of 1.8 × 10−5 Torr at room temperature with a deposi-
tion rate of 0.4–0.5 Å·s−1. A spectroscopic ellipsometer is used
to calculate the thickness of the pristine ZnO films. An appro-
priate physical model is designed and fitted using different
ellipsometry parameters to obtain the least root mean square
error. The thickness of the as-grown ZnO films was found to be
around 296 ± 6 nm. Moreover, the thickness of ZnO films
calculated using cross-sectional FESEM images was of the
same order as the thickness calculated from spectroscopic ellip-
sometry (Figure 1).

Figure 1: Cross-sectional FESEM images of pristine ZnO film. Here
yellow arrow represents the thickness of grown film.

After deposition, films are implanted with 30 keV Ar+ ions at
different fluences of 1 × 1015, 5 × 1015, 1 × 1016, and
2 × 1016 Ar+ cm−2 using the 200 kV ion accelerator facility at
Ion Beam Centre, Kurukshetra University. The implantation is
carried out at normal incidence for all fluences. The electronic
energy loss of 30 keV Ar+ ions in ZnO films is 18.73 eV·Å−1,
while the nuclear energy loss is 9.610 × 103 eV·Å−1, calculated
using SRIM-2008 [19]. The projected range of 30 keV Ar+ ions
in the ZnO lattice is 25.9 ± 13.7 nm.

The crystalline structure is studied using a Bruker AXS D8
Advance X-ray diffractometer operating in grazing incidence
geometry using Cu Kα radiation (λ = 1.5406 Å). The scans are
obtained at an incidence angle of 0.5°. The Raman spectra of

ZnO films before and after implantation are recorded at room
temperature using a WITec alpha300 RA Raman spectrometer
under excitation with a 532 nm solid-state diode laser operated
at 10 mW. The topography of the films is examined using
atomic force microscopy (AFM) with a Bruker Multimode 8
instrument. The surface morphology of pristine and implanted
films is further studied using field-emission scanning electron
microscopy (FESEM) along with energy dispersive X-ray spec-
troscopy (EDS). Cross-sectional images are also obtained to
evaluate the thickness of ZnO film. The optical properties of
pristine and implanted ZnO films are investigated using a
Shimadzu UV–visible–NIR spectrophotometer (UV-3600Plus)
employed with Integrating Sphere Assembly (ISR-603) in the
wavelength range of 200–800 nm.

Results and Discussion
Structural analysis
Grazing incidence X-ray diffraction
The grazing incidence X-ray diffraction (GXRD) patterns of
pristine ZnO and argon-implanted ZnO films at various ion
fluences are depicted in Figure 2. The coexistence of two
diffraction peaks (Figure 2) depicts the polycrystalline nature of
films. The diffraction peaks centered at 2θ values of 34.23° and
62.59° corresponding to (002) and (103) planes, respectively,
confirm the wurtzite structure (JCPDS No. 36-1451) of pristine
samples (Figure 2a) [20]. The intense peak centered at 2θ =
34.23° indicates the growth of samples along the c axis, that is,
in the [002] direction, which has the lowest surface energy. The
existence of a peak related to the (103) planes can be attributed
to the presence of intrinsic defects in the films [21,22]. The
presence of the same diffraction peaks in the GXRD pattern of
implanted samples (Figure 2b–e) suggests the occurrence of
identical crystal structures after implantation.

To study the effect of implanted ions on the structure of the
films, the more intense (002) peak is further analyzed. The in-
tensity of the peak reduces with increasing ion fluence,
revealing a reduction in crystallinity. This is due to argon ion
implantation-induced lattice damage. Yet, even at the highest
fluence, complete amorphization is not detected.

ZnO films were implanted with 30 keV Ar+ ions. The energy
used here was a low energy; also, argon is lighter than zinc.
Because of this, the irradiation did not cause a significant shift
in peak positions with increasing ion fluence, but it is observ-
able. The shift in peak position and the variation in peak intensi-
ty of the (002) peak at 34.41° with increase in ion fluence is
given in Figure 3 and Table 1.

For more detailed information regarding the structural evolu-
tion of implanted ZnO films, the crystallite size (D), micro-
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Figure 2: GXRD pattern of pristine and Ar+-implanted ZnO films at various fluences.

Figure 3: Shift in peak position of the (002) peak centered at 34.23° for all samples. 34.41° is the Bragg angle of the (002) reflection as per JCPDS
No. 36-1451.

Table 1: Variation in peak position, intensity, and shift in peak position of the (002) peak centered at 34.23° with increase in ion fluence.

Ion fluence (ions·cm−2) 2θ (°) from literature 2θ (°) in present work Peak intensity Shift in peak position (°)

pristine 34.41 34.23 2781 −0.18
1 × 1015 – 34.14 2654 −0.27
5 × 1015 – 34.18 2735 −0.23
1 × 1016 – 34.18 2612 −0.23
2 × 1016 – 34.20 1887 −0.21
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Table 2: Variation in FWHM, crystallite size D, dislocation density δ, and microstrain ε of pristine and Ar+-implanted ZnO films at various fluences.

Ion fluence (ions·cm−2) 2θ (°) FWHM (°) Crystallite size (D)
(nm)

Dislocation density (δ)
(1016 m−2)

Microstrain (ε) (10−3)

pristine 34.23 0.577 14.42 ± 0.35 0.48 8.16
1 × 1015 34.14 0.588 14.16 ± 0.47 0.49 8.33
5 × 1015 34.18 0.618 13.46 ± 0.44 0.55 8.75
1 × 1016 34.18 0.669 12.45 ± 0.45 0.64 9.47
2 × 1016 34.20 0.759 10.97 ± 0.47 0.83 10.73

Figure 4: Raman spectra of (a) pristine and Ar+-implanted ZnO films at various fluences of (b) 1 × 1015, (c) 5 × 1015, (d) 1 × 1016, and
(e) 2 × 1016 ions·cm−2 with inset representing the peak related to the E2 (high) mode.

strain (ε), and dislocation density (δ) values are calculated from
the (002) peaks using the following equations [23]:

(1)

(2)

(3)

In the above relations, λ is the wavelength of the incident Cu
Kα radiation (1.5406 Å), β represents the full-width at half
maximum (FWHM), and θ is the peak position. The variation in
values of these parameters is shown in Table 2.

The crystallite size of the pristine sample is found to be
14.42 ± 0.35 nm. It decreases slowly with the rise in implanta-
tion fluence and achieves a value of 10.97 ± 0.47 nm at the

highest ion fluence due to a reduced crystallinity of the
implanted films. Moreover, argon atoms can reside on substitu-
tional sites of the ZnO lattice, which causes strain in the
implanted layers; thus, the microstrain values increase with
fluence [24]. Strain in implanted ZnO films arises primarily
from lattice mismatch, which is due to the difference in thermal
expansion coefficients between film and substrate. Also, when
argon ions are implanted into the ZnO lattice, they create
defects and dislocations. This creates lattice strain, which in-
creases with ion fluence. The size and type of the implanted
ions, as well as the dose, can affect the amount of strain intro-
duced [24]. It is observed that dislocation density values
increase with the rise in implantation fluence, which can be at-
tributed to the fact that an enormous amount of energy is trans-
ferred to the lattice when the ion beam travels through the sam-
ple quickly, which generates dislocations.

Raman spectroscopy
Figure 4 reveals the Raman spectra of pristine and 30 keV
argon-implanted ZnO films at various fluences. The spectrum
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Table 3: Variation in the position of peak and FWHM corresponding to the A1 (LO) mode, phonon lifetime, and number of displacements produced
per atom (dpa) as a function of ion fluence.

Ion fluence (ions·cm−2) Peak position (cm−1) of A1
(LO) mode

FWHM (cm−1) of A1 (LO)
mode

Lifetime (τ) picoseconds dpa

pristine 577 38.2 0.138 –
1 × 1015 569 46.6 0.113 0.45
5 × 1015 565 49.3 0.107 2.25
1 × 1016 564 49.8 0.106 4.51
2 × 1016 562 50.9 0.104 9.03

of the pristine film (Figure 4a) show peaks at 96, 433, and
577 cm−1, which correspond to E2 (low), E2 (high), and A1
(LO) modes of ZnO respectively. The prominent peaks corre-
sponding to E2 (low) and E2 (high) are characteristic peaks
related to the wurtzite crystal structure of ZnO, which points
toward the good crystallinity of our films.

Moreover, the presence of the A1 (LO) and E2 (high) modes in-
dicates the growth of the film along the c axis, which is also
confirmed using GXRD. The intensity of the peak related to the
A1 (LO) mode is relatively weak in the pristine film (Figure 4a).
The A1 (LO) mode evolves because of defects present in the
film in the form of oxygen vacancies, zinc interstitials, and their
complexes. For the case of ZnO films implanted at
1 × 1015 ions·cm−2 fluence (Figure 4b), the intensity of the E2
(low) and A1 (LO) modes increases, while the peak intensity of
the E2 (high) modes decreases. Besides this, a broad band
started to appear around 104 to 200 cm−1, which is assigned as
a disorder-induced band due to lattice disorder induced by ion
implantation [14]. With further increase in fluence to
5 × 1015 ions·cm−2 (Figure 4c), phonon modes corresponding to
A1 (LO) symmetry intensify, and those corresponding to E2
(high) weaken. Also, the peak related to the E2 (low) mode
starts to merge with the disorder-induced broad band. At
1 × 1016 ions·cm−2 fluence (Figure 4d), the peak related to the
E2 (low) mode merges completely with the disorder-induced
broad band, while the phonon mode corresponding to A1 (LO)
symmetry intensifies and the intensity of the phonon mode re-
ferred to as E2 (high) decreases. Last, at the highest fluence
(Figure 4e), the intensity of disorder-induced broad band
surpasses the phonon mode related to A1 (LO) symmetry, and
the peak intensity related to the E2 (high) phonon mode dimin-
ishes. The decrease in intensity of the E2 (high) phonon peak
can be attributed to the evolution of defects in the oxygen (O2−)
sublattice due to energy deposition via ion implantation. This is
also correlated with enhancement in the intensity of the
disorder-induced band and a decrease in crystallinity along the c
axis as depicted by GXRD.

Furthermore, for a better understanding of the evolution of
defects with implantation, position and FWHM of the peak cor-
responding to the A1 (LO) phonon mode of all samples is
displayed in Table 3. It is observed that for all the samples, the
A1 (LO) phonon mode exhibits softening and broadening
with the rise in argon ion fluence from 1 × 1015 to
2 × 1016 ions·cm−2. It is well known that a shift of the peak po-
sition of phonon modes occurs because of strain present in the
film. The broadening of peaks occurs because of the fast decay
of phonons or an anharmonic process due to damage [25]. One
can determine the phonon lifetime from the Raman spectra
using the energy–time uncertainty equation [25]:

(4)

Here  represents Raman shift, which is of the order of the
FWHM (Γ) of the Raman mode; thus, the lifetime is deter-
mined employing the following relation [25]:

(5)

The lifetime related to the phonon is calculated using
Equation 5 and summarized in Table 3; the values are of the
order of picoseconds and match well with the literature [26,27].
It is found that the lifetime of the A1 (LO) mode is becoming
shorter with the rise in argon ion fluence, which can be corre-
lated with the emergence of the defect-induced band. Moreover,
phonon softening relates to tensile stress, while phonon stiff-
ening relates to compressive stress. Thus, all argon ion-
implanted ZnO films show phonon softening, which indicates
that tensile stress is produced in the films with an increase in
argon ion fluence. This can be ascribed to expansion in volume
due to implanted ions since argon ions are inert in nature, which
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prevents them from reacting with host ions. This leads to the
accumulation of inert ions at the interstitial sites of ZnO, which
produces stress in the material [14].

Additionally, it is observed that the intensity of the disorder-in-
duced band rises with the rise in Ar+ fluence. This is attributed
to the fact that ion implantation produces lattice disorder or
lattice damage, which is studied in terms of the fluence of
implanted ions and displacements produced per atom (dpa) in
the host matrix through implantation [28]. The value of dpa can
be calculated via TRIM simulations using the following rela-
tion [14]:

(6)

The above equation depicts the number of vacancies created per
ion per angstrom, which can be calculated from TRIM simula-
tions as shown in Figure 5. For ZnO, the atomic density value is
8.30 × 1022 atoms/cm3, and the displacement energy for both
zinc and oxygen is 56 eV.

Figure 5: Number of zinc and oxygen vacancies created by the argon
ion beam in the ZnO target calculated using TRIM simulations.

It is to be noticed from Table 3 that dpa increases with in-
creases in argon ion fluence. Thus, the rise in intensity of the
disorder-induced band can be ascribed to an increase in dpa,
which leads to lattice disorder [14].

The peak corresponding to the A1 (LO) mode of implanted sam-
ples is deconvoluted as shown in Figure 6. This type of scat-
tering from the K–M point of the Brillouin zone is symmetri-
cally forbidden. Gupta et al. [14] have also reported such behav-

ior of the A1 (LO) Raman mode in 300 keV argon ion-
implanted ZnO films. Mondal et al. [29] and Li et al. [30] have
ascribed these peaks centered at 577 and 554 cm−1 to oxygen
vacancies and zinc interstitials, respectively. Moreover, the
peak related to the A1 (LO) mode both at the Γ and K–M points
of the Brillouin zone shows softening and broadening with in-
creasing argon ion fluence. Also, enhancement in peak intensi-
ty of both the peaks reveals the increases in lattice defects with
increasing ion fluence.

Morphological analysis
Atomic force microscopy
The surface morphology of pristine and 30 keV Ar+ ion-
implanted ZnO films is studied using AFM. Figure 7 represents
2D and 3D AFM images at the scale 2 µm × 2 µm of the pris-
tine film (Figure 7a) and films implanted at four different
fluences, viz. 1 × 1015 (Figure 7b), 5 × 1015 (Figure 7c),
1 × 1016 (Figure 7d), and 2 × 1016 ions cm−2 (Figure 7e).

All the images have been analyzed using Nanoscope analysis
software provided with the AFM to determine the particle size
and surface root mean square (RMS) roughness values for dif-
ferent implanted samples. The results are shown in Table 4.

The pristine sample exhibits a surface RMS roughness of
6.92 ± 0.22 nm. After implantation, the RMS roughness
decreases to about 3.58 ± 0.31 nm at the highest fluence, indi-
cating smoothening of the films. The particle size is found to
decrease from 74.41 ± 0.71 nm (pristine) to 53.78 ± 0.89 nm
(highest fluence). The decrease in particle size and RMS rough-
ness can be ascribed to the rearrangement of surface atoms due
to the elastic collisions. This leads to the evolution of small
ZnO particles due to the breaking of clusters by the transfer of
energy from incident ions. Kahng et al. [31] presented a non-
linear theory that explains the mechanism of the evolution of
nanostructures on ion beam-implanted surfaces at normal inci-
dence. According to this theory, in the early stages, sputtering
leads to the formation of tiny wavy perturbations induced via
instabilities created by the ion beam. These instabilities are fol-
lowed by a surface relaxation process, which leads to the
smoothening of the surface and is also mentioned as negative
surface tension by others [32,33]. This process causes the
breaking of larger structures into smaller ones. Thus, one can
tune the surface morphology of films using an inert ion beam
through a competition between surface diffusion and ion
erosion processes [34,35].

Field-emission scanning electron microscopy
The surface morphology of pristine and 30 keV argon-
implanted ZnO films was also studied by FESEM. Figure 8
shows the FESEM images of pristine and implanted films. To
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Figure 6: Deconvolution of the A1 (LO) Raman peak of ZnO films implanted at various fluences of (a) 1 × 1015, (b) 5 × 1015, (c) 1 × 1016, and
(d) 2 × 1016 ions·cm−2.

deduce the change in surface RMS roughness and grain size of
films after implantation, FESEM images have been processed
with Image J software [36] and the results are given in Table 5.

It is observed from Figure 8 that average grain size and surface
RMS roughness reduce with ion fluence. As the implantation
dose of argon ions increases, the RMS roughness decreases
from 17.8 ± 0.33 to 11.8 ± 0.68 because of inverse coarsening
and fragmentation of nanostructures, leading to the
smoothening of films. According to Paramanik et al. [33], sur-
face smoothening can be associated with a decrease in the crys-
tallinity of films. At high fluences, the density of electronic ex-
citation increases, and covalent bonds in the lattice are weak-
ened. This leads to relaxation, which causes surface
smoothening. The stoichiometry of pristine and implanted sam-
ples evaluated using EDS analysis are shown in Table 6.
Because of the native oxide layer on the Si substrate, the
oxygen content contains contributions from both SiO2 and ZnO.

The variations in grain size and RMS roughness of ZnO films
with increase in ion fluence follow the same trend in AFM and
FESEM analyses, but with different magnitudes. This is
because of the greater sensitivity of AFM closer to the surface,
while FESEM measures further inside the sample.

Optical analysis
Figure 9 shows diffuse reflectance spectra of pristine and
implanted ZnO films at different Ar+ ion fluences. The reflec-
tance spectra of all the samples exhibit oscillating behavior,
which can be attributed to interference phenomena due to
differences in film refractive index and substrate refractive
index.

This behavior of the spectra indicates the formation of smooth
and uniform films on the quartz substrate [37]. The spectra of
all samples show a sudden rise in reflectance above 370 nm,
which represents the ZnO fundamental absorption edge. With
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Table 4: Variations of particle size and surface RMS roughness values of pristine and Ar+-implanted ZnO films as functions of ion fluence.

Fluence (ions·cm−2) Particle size (nm) RMS roughness (nm)

pristine 74.41 ± 0.71 6.92 ± 0.22
1 × 1015 63.00 ± 0.25 5.88 ± 0.67
5 × 1015 60.50 ± 0.42 4.14 ± 0.16
1 × 1016 55.85 ± 0.30 4.08 ± 0.19
2 × 1016 53.78 ± 0.89 3.58 ± 0.31

Figure 7: 2D and 3D AFM images of pristine (a1, a2) and Ar+-
implanted ZnO films at fluences 1 × 1015 (b1, b2), 5 × 1015 (c1, c2),
1 × 1016 (d1, d2), and 2 × 1016 ions·cm−2 (e1, e2).

the increase in argon ion fluence, the diffuse reflectance was
found to decrease, which is related to the decrease in the sur-
face RMS roughness also reported in AFM analysis. Thus,
implanted ZnO films can be employed as an antireflection
coating in optoelectronic devices [38].

The diffuse reflectance of the films can be used to calculate the
associated Kubelka–Munk function, which is equivalent to the
absorption spectra [39,40]. This paves the way to calculate the
optical bandgap of the implanted films. The Kubelka–Munk
function F(R) is determined employing diffuse reflectance by
the following relation [41]:

(7)

Here R is the diffuse reflectance of the samples; s and α
correspond to scattering and absorption coefficients,
respectively. The scattering coefficient does not depend on
the wavelength. Thus, F(R) becomes proportional to α. It
has been observed that with the rise in ion fluence, F(R)
of the films increases (Figure 10). This points towards the
degradation of the crystal quality of ZnO films with disordering
of atoms and defects in the films. This causes an increased
absorption of UV and visible light. Moreover, additional peaks
are observed, centered at around 450 and 650 nm, which are
ascribed to the presence of defects like oxygen vacancies,
oxygen interstitials, zinc vacancies, and zinc interstitials. The
defects lead to the formation of sub-bandgap levels [42,43].
Further, the peak positions of these absorption peaks shift
towards shorter wavelengths with an increase in ion fluence,
which is coherent with a decrease in particle size. This depicts
the effect of the surface morphology on the optical response
of implanted films [44]. The intensity of these absorption
peaks rises with the increase in ion fluence, which points
towards an increase in defects as described in GXRD and
Raman studies.

The optical bandgap (Eg) values of samples have been esti-
mated employing Tauc’s relation [45]:
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Figure 8: FESEM images of pristine (a) and Ar+-implanted ZnO films at fluences of (b) 1 × 1015, (c) 5 × 1015, (d) 1 × 1016, and (e) 2 × 1016 ions·cm−2.



Beilstein J. Nanotechnol. 2025, 16, 872–886.

882

Table 5: Variation in grain size and RMS roughness of pristine and implanted ZnO films.

Fluence (ions cm−2) Average grain size (nm) RMS roughness (nm)

pristine 63.24 ± 2.98 17.7 ± 0.43
1 × 1015 51.53 ± 1.58 16.8 ± 0.23
5 × 1015 43.80 ± 3.08 15.5 ± 0.58
1 × 1016 38.58 ± 0.67 12.6 ± 0.28
2 × 1016 25.22 ± 2.91 11.8 ± 0.68

Table 6: EDS analysis of the pristine ZnO film and the film with the highest implanted dose.

Fluence (ions·cm−2) O content (atom %) Si content (atom %) Zn content (atom %) Ar content (atom %)

pristine 48.8 27.7 25.5 –
2 × 1016 47.2 28.7 23.8 0.3

Figure 9: Diffuse reflectance spectra of (a) pristine and Ar+-implanted
ZnO films at various fluences, viz. (b) 1 × 1015, (c) 5 × 1015,
(d) 1 × 1016, and (e) 2 × 1016 ions·cm−2.

(8)

where α and hν are absorption coefficient and photon energy,
respectively, C represents constant, and n elucidates the transi-
tion type (n is 2/3 for forbidden direct, 2 for allowed direct, 1/3
for forbidden indirect, and 1/2 for allowed indirect transitions).
The above equation has been evaluated regarding all possible n
values. It is observed that for the present study, n = 2 holds
good. Also, α is proportional to F(R), which modifies
Equation 8 to:

(9)

Figure 10: Kubelka–Munk function F(R) related to (a) pristine and Ar+-
implanted ZnO films at various fluences, viz. (b) 1 × 1015, (c) 5 × 1015,
(d) 1 × 1016, and (e) 2 × 1016 ions·cm−2.

Extrapolation of the linear region of the (hν·F(R))2 versus (hν)
plot to the energy axis is used to find optical bandgap values.
Figure 11 depicts the different bandgap values, out of which the
highest value of the bandgap values in each plot indicate the
fundamental bandgap value, while the other three values repre-
sent sub-bandgap absorptions due to defects.

The optical bandgap values decrease after implantation from
3.29 ± 0.05 eV to 2.89 ± 0.04 eV with the rise in ion fluence.
This is assigned to the emergence of defect-trapping levels be-
tween valence band and conduction band [46]. These trapping
levels can be acceptor level or donor levels present at the top of
the valence band or at the bottom of the conduction band, re-
spectively. This results in a decrease in the energy separation
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Figure 11: Tauc’s plot of (a) pristine and Ar+-implanted ZnO films at various fluences, viz. (b) 1 × 1015, (c) 5 × 1015, (d) 1 × 1016, and
(e) 2 × 1016 ions·cm−2.

between the valence band and the conduction band. Also, the
sub-bandgap values decrease with increase in ion fluence as
shown in Figure 11. Generally, implanted ions lead to the pro-
duction of point defects, which act as trapping centers and
affect the optical absorption [47].

Thus, a progressive decrement in bandgap values with increas-
ing fluence is ascribed to lattice disorder due to argon ion
implantation. Moreover, we have observed higher reductions of
optical bandgap values than other earlier studies using low-
energy ion beams [3,12]. Thus, low-energy argon ion implanta-
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tion of ZnO films provides us with an approach to fabricate ad-
vanced materials having smoother surfaces, lower particle sizes,
lower bandgap, and higher absorption in the UV region. This
amplifies the data storage capacity and energy efficiency of
ZnO films [13].

The implantation-induced structural disorder is reflected in
terms of Urbach energy, which is defined as the band tail
energy and can be calculated using the Urbach edge rule. Near
the band edges, the absorption coefficient varies exponentially
with photon energy [45]:

(10)

Here, α0 represents a constant, α is the absorption coefficient,
and E0 stands for the Urbach energy, which is calculated by
taking the inverse of the slope of the plot between ln(α(λ)) and
photon energy (E = hν). Since α is proportional to F(R), the plot
of ln(F(R)) versus E is employed to estimate Urbach energy.
The dependence of ln(F(R)) on E for pristine and implanted
ZnO films at various fluences is shown in Figure 12.

Figure 12: Plot of ln(F(R)) versus E for (a) pristine and Ar+-implanted
ZnO films at various fluences, viz. (b) 1 × 1015, (c) 5 × 1015,
(d) 1 × 1016, and (e) 2 × 1016 ions·cm−2.

The value of Urbach energy for pristine and implanted ZnO
films at fluences of 1 × 1015, 5 × 1015, 1 × 1016, and
2 × 1016 ions·cm−2 rises from 0.10 to 0.17 eV as shown in
Figure 13. The increase in Urbach energy and decrease in
optical bandgap (Figure 13) with the rise in argon ion fluence
can be ascribed to implantation-induced structural disorder,
which is coherent with GXRD and Raman analysis.

Figure 13: Variation in optical bandgap and Urbach energy values of
pristine and 30 keV Ar+-implanted ZnO films at various fluences.

Correlations
This anomalous behavior of Raman modes can be attributed to
the fact that the incorporation of lattice defects and disorder by
energetic ions leads to translational symmetry loss. This results
in the breaking of the wave vector k = 0 selection rule required
for Raman scattering from different parts of the Brillouin zone.
Thus, scattering occurs from the whole Brillouin zone [48].
This can be correlated with the diminishing of the E2 (high)
mode, enhancement in the disorder band (101–200 cm−1), and
broadening of the symmetry-disallowed A1 (LO) Raman mode
at the K–M point of the Brillouin zone at higher fluences. More-
over, AFM studies reveal grain size reduction leading to the en-
hancement in the density of grain boundaries. This generates an
intrinsic electric field, which in turn evolves Raman optical
modes [49]. Further, the fall in intensity of the E2 (high) mode
is corroborated with GXRD studies, which revealed a decrease
of the (002) peak and an increase in lattice strain along the c
axis with increasing argon ion fluence. Besides this, the lattice
defects induce distortion in the lattice, which leads to a de-
crease in the bandgap and an increase in Urbach energy due to
the formation of bands that accumulate the defects and an
increase in carrier concentration in the form of oxygen vacan-
cies. Therefore, the evolution of different Raman modes and
softening of 15 cm−1 of the A1 (LO) mode in implanted ZnO
films can be ascribed to the phonon localization due to lattice
defects, reduction in grain size, and structural strain.

Conclusion
ZnO films have been investigated before and after Ar+ implan-
tation to study the effect of ion fluence on various properties of
the films. GXRD pattern reveals a decline in crystallinity along
the c axis with the rise in ion fluence. Implanted ZnO films
show the increase and decrease in intensity of A1 (LO) and E2
(high) Raman modes, respectively, with increasing argon ion
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fluence. The E2 (low) mode merges with a disorder-induced
broad band at higher fluences. The peaks centered at 577 and
554 cm−1 in the deconvoluted spectrum of the A1 (LO) mode in
implanted films are ascribed to oxygen vacancies and zinc inter-
stitials, respectively. The film implanted at the highest fluence
exhibits the smoothest surface and lowest grain size, which
boosts light absorption and lower reflection. The optical
bandgap values of ZnO films declined from 3.29 to 2.89 eV.
Thus, we conclude that low-energy ion beams open a wide
perspective for controlling the structural and optical characteris-
tics of ZnO films, which makes them potential candidates for
integrated optoelectronic devices.
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Abstract
Conical nanopores in amorphous SiO2 thin films fabricated using the ion track etching technique show promising potential for
filtration, sensing, and nanofluidic applications. The characterization of the pore morphology and size distribution, along with its
dependence on the material properties and fabrication parameters, is crucial to designing nanopore systems for specific applications.
Here, we present a comprehensive study of track-etched nanopores in thermal and plasma-enhanced chemical vapor-deposited
(PECVD) SiO2 using synchrotron-based small-angle X-ray scattering (SAXS). The nanopores were fabricated by irradiating the
samples with 89 MeV, 185 MeV, and 1.6 GeV Au ions, followed by hydrofluoric acid etching. We present a new approach for
analyzing the complex highly anisotropic two-dimensional SAXS patterns of the pores by reducing the analysis to two orthogonal
one-dimensional slices of the data. The simultaneous fit of the data enables an accurate determination of the pore geometry and size
distribution. The analysis reveals substantial differences between the nanopores in thermal and PECVD SiO2. The track-to-bulk
etching rate ratio is significantly different for the two materials, producing nanopores with cone angles that differ by almost a factor
of two. Furthermore, thermal SiO2 exhibits an exceptionally narrow size distribution of only 2–4%, while PECVD SiO2 shows a
higher variation ranging from 8% to 18%. The impact of different ion energies on the size of the nanopores was also investigated
for pores in PECVD SiO2 and shows only negligible influence. These findings provide crucial insights for the controlled fabrica-
tion of conical nanopores in different materials, which is essential for optimizing membrane performance in applications that
require precise pore geometry.
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Introduction
Solid-state nanopores have attracted significant attention in the
past decade because of their broad applicability in a variety of
areas including biosensing, micro/ultrafiltration, desalination,
ion and molecular separation, dialysis, battery technologies,
blue energy generation, and nanofluidics [1-33]. Conical
nanopores are of particular interest because of the asymmetric
ion transport resulting from their unique geometry [30,34-38].

Conical nanopores can be reproducibly fabricated at scale using
the track-etch technology in a number of different materials
[29,39]. This method involves irradiating the material with swift
heavy ions to create long and narrow damaged regions along the
paths of the ions known as “ion tracks”. These ion tracks are
more susceptible to chemical etching compared to the undam-
aged material, which can be exploited for the fabrication of
nanopores with narrow size distribution [13,29,40]. The geome-
try of the resulting nanopores is determined by several factors,
including the substrate material, the type and concentration of
the etchant, the density of the material, and the type and energy
of the ions used [13,29,40].

Track-etch technology has been used for the commercial fabri-
cation of cylindrical nanopores in polymers for filtration appli-
cations [41-46]. Only recently we have adapted this technology
to generate conical nanopores in silicon dioxide [29,30,40].
Amorphous silicon dioxide (SiO2) has excellent chemical
stability, well-understood surface chemistry, and compatibility
with semiconductor processing, opening up new applications
for track-etched nanopores in this material [30].

In this study, we report the characterization of track-etched
nanopores in two types of silicon dioxide, namely, one pro-
duced by wet thermal oxidation of Si (thermal SiO2) and
another deposited by plasma-enhanced chemical vapor deposi-
tion (PECVD). Thermally grown SiO2 is of high quality and
stoichiometric, however, requires high temperatures for growth,
and can only be grown on a Si substrate. PECVD, in contrast,
allows for the deposition at much lower temperatures on many
different substrates with control over the film properties, such
as stoichiometry, density, refractive index, and residual stress.
As these fabrication methods involve fundamentally different
growth mechanisms, the resulting layers have different proper-
ties [47,48] and it can be expected that the track-etched
nanopores also show different characteristics, including the
track etching process itself. Understanding how the different
fabrication methods influence the characteristics of ion track-
etched nanopores is crucial to optimize their fabrication for spe-
cific applications. Here we focus on characterizing size, geome-
try, and size distribution of track-etched nanopores in thermal
and PECVD SiO2 as these parameters are critical for mem-

brane performance in specific applications, including selec-
tivity, throughput, and molecular capture.

Small-angle X-ray scattering (SAXS) has proven to be an
invaluable tool for characterizing nanopore membranes,
offering nondestructive analytical capabilities that yield statis-
tical information of more than 106 pores [6,13,29,40]. With a
beam size at the Australian Synchrotron of 250 μm × 23 μm, we
measure ≈5.8 × 105 and ≈2.9 × 106 nanopores for samples irra-
diated with fluences of 1 × 108 and 5 × 108 ions/cm2, respec-
tively. Our previous work demonstrated the effectiveness of
SAXS for studying conical nanopores in SiO2, providing
unprecedented precision in determining the pore morphologies
[29,40]. The method involved fitting two-dimensional (2D)
scattering patterns to a conical pore model utilizing a series of
images with different tilts of the sample with respect to the inci-
dent X-ray beam, corresponding to the alignment of the parallel
pores with the beam. Although highly accurate, this approach
has two limitations, that is, the computational resources re-
quired for numerical calculation of intensity values for each
pixel in the 2D fit and the challenge of incorporating size distri-
bution analysis due to the computational complexity of applying
distribution functions in a 2D fitting scenario. To address these
limitations, we have developed a new approach that maintains
the high precision of SAXS analysis while significantly
reducing computational requirements and enabling the investi-
gation of size distributions. This method involves analyzing and
fitting one-dimensional (1D) sections of the SAXS patterns em-
ploying different form factors rather than performing 2D image
fitting.

We implemented our new fitting method to investigate conical
nanopores in the two different SiO2 membrane materials. For
nanopores in thermal SiO2 we confirm that these results are
consistent with our previous studies that employ 2D fitting and
quantify the size distribution. Track-etched nanopores in
PECVD-SiO2 have not been studied before and revealed
striking differences in the geometrical parameters due to a dif-
ferent track-to-bulk etching rate ratio and a wider size distribu-
tion.

Results and Discussions
Figure 1 shows plan-view scanning electron microscopy (SEM)
images of nanopores fabricated in thermal (Figure 1a) and
PECVD (Figure 1b) SiO2 by etching ion tracks produced with
1.6 GeV Au ion irradiation (see Experimental and Theory
section for details). Although both materials reveal conical
nanopores, thermal SiO2 exhibits more uniformly sized
nanopores, while PECVD SiO2 displays higher dispersity in
pore dimensions (excluding overlapping pores). As an example,
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Figure 1: Plan-view (a, b) and cross-sectional (c, d) scanning electron microscopy images of nanopores in thermal (a, c) and PECVD (b, d) SiO2. The
thermal and PECVD SiO2 thin films were irradiated with 1.6 GeV Au ions and subsequently etched in 3% HF for 8.5 min and 6 min respectively. The
irradiation fluence was 5 × 108 ions/cm2. The fluence was verified by counting nanopores in multiple SEM images, closely matching the expected
values. The top-view images (a, b) highlight the circular pore openings, while the cross-sectional views (c, d) reveal conical pore geometry. The cone-
angle (β) of the conical pores in thermal SiO2 (c) is approximately 1.8 times less than that in PECVD SiO2 (d).

three representative non-overlapping pores are highlighted in
Figure 1a,b. Their average radius at the sample surface (T1, T2,
and T3) are measured to be 100.3 ± 1.3, 103.2 ± 1.6, and
102.4 ± 2.6 nm, respectively, in thermal SiO2. In contrast, the
representative pores (P1, P2, and P3) in PECVD SiO2 measure
127.2 ± 2.7, 112.3 ± 2.4, and 114.7 ± 1.6 nm, respectively. The
uncertainty values result from challenges in precisely defining
nanopore boundaries due to charging effects during SEM
imaging (see Figure 1). To address this, four cross-sectional
measurements were taken across each pore and averaged. The
standard deviation of these measurements provides the reported
uncertainty values. Although only three pores are shown, they
illustrate the larger size variation in PECVD SiO2 compared to
the uniform pore size in thermal SiO2. From SEM measure-
ments, the standard deviation in the pore radius was measured
to be ≈1.8 nm for thermal SiO2 but ≈8 nm for PECVD SiO2.
The reader must note that, unless otherwise noted, the nanopore
radius or size mentioned throughout this work refers specifi-
cally to the radius of the cone base. To overcome the limited
sampling of pores in SEM imaging, we complemented the
microscopy analysis with small-angle X-ray scattering, which

provides statistically robust measurements, averaging over more
than 107 pores during an experiment.

Cross-sectional SEM images (Figure 1c,d) reveal distinct differ-
ences in nanopore geometry between thermal and PECVD
SiO2. The full cone angle (β) in PECVD SiO2 (≈44°) is approx-
imately 1.8 times larger than in thermal SiO2 (≈26°). As de-
scribed in our track etching model [13], the cone angle depends
only on the ratio of the track-etch rate to the bulk-etch rate.
Hence, the different angles indicate different etch-rate ratios for
PECVD and thermal SiO2. This discrepancy is not unexpected
because PECVD-deposited films typically differ in morpholo-
gy, density, and stoichiometry compared to thermally grown
SiO2. The electronic energy loss (Se) in the thermal and PECVD
SiO2 layers was calculated using the SRIM2008 code [49]. The
average Se values for thermal SiO2 for 1.6 GeV, 185 MeV, and
89 MeV Au irradiation are 21.1, 16.6, and 12.1 keV/nm respec-
tively, remaining almost constant throughout the film
(ΔSe ≤ 0.5%). Similarly, the average Se values for PECVD SiO2
for 1.6 GeV, 185 MeV, and 89 MeV Au irradiation are 20.6,
16.3, and 11.8 keV/nm respectively, also with minimal varia-
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Figure 2: Representative two-dimensional scattering pattern (left) from conical nanopores in thermal SiO2 illustrating the regions used for horizontal
(blue) and vertical (orange) cuts. The sample was irradiated with 1.6 GeV Au ions and etched for 15 mins in 3% HF. Measurements were performed
with a tilt angle of the surface normal of ≈20° with respect to the X-ray beam. The corresponding one-dimensional intensity profiles (right) are shown
as a function of the magnitude of the scattering vector .

tion across the film (ΔSe ≤ 0.5%). The calculations for PECVD
SiO2 thin films used values for the density and composition
from our previous study [47]. In both layers, the projected
ranges when irradiated with 185 and 89 MeV Au ions were
≈20 μm and ≈14 μm, respectively, whereas the projected ranges
for thermal and PECVD SiO2 irradiated with 1.6 GeV were
calculated to be ≈87 μm and ≈9 μm, respectively. Given that
both the projected ranges and stopping powers are comparable
for thermal and PECVD SiO2 layers, these parameters do not
account for the observed differences in the shape of the fabri-
cated nanopores.

To quantify the bulk etch rates, we measured the thickness
etched from each film after etching in 3% HF for different
defined time intervals. The thickness difference before and after
etching was measured using ellipsometry, which revealed that
thermal SiO2 is etched at 15.6 ± 0.6 nm/min, while PECVD
SiO2 is etched at 34.3 ± 1.2 nm/min. Since the cone shape
depends only on the ratio of track to bulk etch rate, the signifi-
cantly different cone angles cannot be explained solely by the
variation in bulk etch rates. Therefore, the track etch rate must
also differ between the two types of SiO2. Using our track
etching model [13] and the measured pore radii, we estimate
track etch rates of 69 ± 3 nm/min for thermal and
90 ± 6 nm/min for PECVD SiO2 ,  respectively.

While the scanning electron microscopy images reveal the vari-
ation in nanopore size for PECVD SiO2 compared to thermal
SiO2, as well as differences in nanopore morphology, these
images do not provide robust statistical information and are

prone to measurement errors. Cross-sectional SEM imaging
provides limited statistical reliability as the probability of
cleaving directly through a nanopore’s central axis is extremely
low. This sampling bias introduces significant uncertainties in
dimensional measurements and makes it challenging to obtain
robust structural information about the nanopores. Figure 2
shows a representative 2D scattering pattern obtained from
conical nanopores in thermal SiO2. This image represents the si-
multaneous measurement of approximately 107 parallel
nanopores, tilted by ≈20° with respect to the X-ray beam. Al-
though fitting the entire image can give precise information on
the nanopore size and cone angle, fitting the size distribution is
computationally too expensive [29]. Our new approach of
fitting the scattering intensities uses two orthogonal 1D cuts of
the scattering image (Figure 2). This analysis preserves the high
precision of SAXS analysis while substantially reducing
computational demands and enabling investigation of the size
distributions. Figure 2 highlights the regions selected for hori-
zontal and vertical cuts. The resulting scattering intensity
profiles (vertical cut: orange and horizontal cut: blue) from
these cuts are shown on the right-hand side of Figure 2. The in-
tensity values obtained at different tilt angles were fitted as de-
scribed below.

Figure 3 presents 2D scattering images for thermal (Figure 3a)
and PECVD (Figure 3b) SiO2. As indicated by the yellow
arrows in Figure 3a, clear secondary scattering features can be
observed in thermal SiO2, indicative for a low dispersity in
nanopore dimensions. In contrast, these features are absent in
PECVD SiO2. We ascribe this effect to the variation in
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Figure 3: Two-dimensional small-angle X-ray scattering (SAXS) patterns of conical nanopores in thermal (a) and PECVD (b) SiO2 produced from irra-
diation of thin film samples with 1.6 GeV Au ions and etching with 3% HF, shown using the same intensity-contrast scale. The arrows in (a) highlight
secondary scattering features that are more pronounced in thermal SiO2 than in the PECVD sample, consistent with a higher polydispersity of pore
sizes in the latter.

nanopore size, as each pore generates a slightly different scat-
tering intensity, effectively smearing out the secondary features.
Furthermore, the absence of secondary features makes it diffi-
cult to fit the SAXS data using our 2D fitting model [29].

The scattering intensities from vertical and horizontal cuts of
2D SAXS images were analyzed for both PECVD and thermal
SiO2 samples using the methodology detailed in the Experimen-
tal and Theory section. Figure 4 presents the experimental data
and the corresponding model fits, where Figure 4a,b represents
data from nanopores in thermal SiO2 and Figure 4c,d shows
data from nanopores in PECVD SiO2. Horizontal cuts are
shown in Figure 4a,c, while vertical cuts at various tilt angles
are shown in Figure 4b,d. The fitting models demonstrate excel-
lent agreement with the experimental data across all scattering
curves. Both samples were irradiated with 1.6 GeV Au ions and
subsequently etched in 3% HF. For comparative analysis, we
selected samples with similar nanopore radii: Thermal SiO2
(etched for 12 min) yielded pores of average radius 141.3 nm,
while PECVD SiO2 (etched for 7 min) produced pores of aver-
age radius 154.2 nm. The PECVD samples exhibited nanopores
of high quality, with a size distribution of ≈8.3%. While this
size distribution is narrow compared to many nanopore systems
[50], thermal SiO2 nanopores show an even narrower size distri-
bution of only ≈2.1%. The higher dispersity observed in
PECVD-based nanopores could be the result of defects or local-
ized variations in material properties. While thermal SiO2 typi-
cally exhibits high homogeneity in local material properties,

factors such as the etching process and the ion irradiation
energy straggling may introduce an effective narrow size distri-
bution of pores. Although we apply a Schulz–Zimm distribu-
tion to model the nanopore radius, as described in the Experi-
mental and Theory section, this distribution strongly correlates
with variations in the cone angle. We can thus ascribe the poly-
dispersity directly to the variation of the cone angles as well.
The influence of size distribution on the scattering patterns is
evident upon detailed examination. The horizontal cut intensi-
ties from thermal SiO2 nanopores reveal six to eight distinct
oscillations, whereas PECVD SiO2 displays a maximum of four
oscillations. Furthermore, the reduced peak-to-trough ampli-
tude in oscillations resulting from nanopores in PECVD SiO2
corroborates the broader size distribution obtained from our
fitting analysis. The reduced number of oscillations in PECVD
SiO2 1D scattering intensity corresponds to the absence of sec-
ondary scattering features in the 2D scattering image as de-
scribed above.

Figure 5 presents the evolution of half cone angle (Figure 5a),
percentage polydispersity (Figure 5b), and nanopore radius
(Figure 5c) as a function of etching time for nanopores in
PECVD and thermal SiO2 irradiated with Au ions at different
energies. The analysis reveals distinct differences between the
two types of SiO2. Nanopores in PECVD SiO2 exhibit on an av-
erage ≈1.8 times larger cone angles compared to the pores in
thermal SiO2. Moreover, the size distribution of nanopores,
quantified by the polydispersity values (Figure 5b), are higher
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Figure 4: One-dimensional SAXS profiles of ion-irradiated thermal (a, b) and PECVD (c, d) SiO2, extracted along the horizontal (a, c) and vertical
(b, d) directions. Each pattern corresponds to a different tilt angle (labels in degrees), offset vertically for clarity. The solid lines denote model fits
based on conical and core-transition models.

(≈8–18%) in PECVD SiO2 compared to (≈2–4%) in thermal
SiO2. We note that compared to many other systems, the pore
size homogeneity in thermal SiO2 is exceptional. In PECVD
SiO2 samples, nanopores fabricated using 185 MeV Au ion irra-
diation show slightly larger cone angles compared to those
created with 89 MeV and 1.6 GeV Au ions. This variation may
result from sample-to-sample difference that can arise from the
PECVD deposition processes, as the samples originated from
different deposition runs. The 185 MeV-fabricated nanopores
also exhibited the highest polydispersity, underscoring the vari-
ability in PECVD film characteristics. The validity of our analy-
sis is supported by multiple cross-validation measures. The
cone angle values derived from 1D fits for thermal SiO2 not
only agree well with those obtained from the established 2D
fitting model [29] but also correspond well with the cross-
sectional SEM images. Furthermore, polydispersity values de-
termined by SAXS correlate strongly with the estimates from
scanning electron microscopy analysis. It is important to em-
phasize that SAXS analysis provides a statistically robust char-
acterization of polydispersity, radius, and cone angle values by
sampling over 106 nanopores – a population size unattainable
through microscopy analysis. A linear fit of the nanopore radius
versus etching time yielded radial etching rates of 21.1 ± 0.8,

21.1 ± 0.2, and 22.1 ± 0.2 nm/min for PECVD SiO2 nanopores
fabricated using 1.6 GeV, 185 MeV, and 89 MeV Au ions, re-
spectively. In contrast, thermal SiO2 exhibited a lower radial
etching rate of 11.9 ± 0.1 nm/min. Using these values in
conjunction with our track etching model [13], we calculated
track etching rates of 85 ± 10, 87 ± 5, and 91 ± 6 nm/min for the
respective PECVD samples, while thermal SiO2 showed a track
etching rate of 68 ± 4 nm/min. These track etching rates agrees
well with the values calculated using radii from SEM images
and employing our track etching model.

Conclusion
In this study, we performed a comparative analysis of conical
nanopores fabricated in thermal and PECVD SiO2 using ion
track etching employing SEM and SAXS. Our findings reveal
substantial differences in the track etching rate and the bulk
etching rate between these materials, which in turn affect the
nanopore geometry. Nanopores in PECVD SiO2 exhibit cone
angles approximately 1.8 times larger than those in thermally
grown SiO2 – a variation attributable to differences in material
density, composition, and stoichiometry between the two oxide
types. Furthermore, thermal SiO2 demonstrates remarkable
homogeneity (polydispersity ≈2–4%) compared to PECVD
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Figure 5: Half cone angle (a), percentage polydispersity (b), and nanopore radius (c) as functions of etching time for conical nanopores in thermal and
PECVD SiO2, irradiated with Au ions at different energies. The shaded regions in (a) and (b) highlight approximate parameter ranges for thermal
versus PECVD SiO2. In (c), solid lines represent linear fits to the data.

SiO2 (polydispersity ≈8–18%). Although PECVD SiO2
nanopores show broader size distributions, these values still
represent a significant improvement over existing nanoporous
systems reported in the literature [50] as the pore distributions
can exceed 50% in existing systems. The use of different SiO2
compositions allows for tuning of the pore geometry, which can
have a significant influence on performance in different applica-
tions [35,51-53].

The new analytical methodology developed and employed in
this study marks a pronounced advancement in conical
nanopore characterization. This approach enables reliable
assessment of size distributions while maintaining high preci-
sion in the determination of nanopore shape, thereby facili-
tating a detailed investigation of the relationships between fabri-
cation conditions and resultant pore characteristics. The ability

to quantify the size distribution with high accuracy is particular-
ly valuable, as size uniformity often plays a crucial role in the
performance of nanopore-based applications.

Experimental and Theory
Nanopore formation in thermal and PECVD
SiO2
We utilized two types of amorphous silicon dioxide samples.
The first type consisted of 1 μm thick thermally grown SiO2 on
⟨100⟩ Si substrates (300 μm thickness), obtained commercially
from WaferPro Ltd, USA. The second type comprised PECVD-
deposited SiO2 films (≈1.1 μm thick) grown on a 300 μm thick,
polished ⟨100⟩ Si substrates using an Oxford Plasmalab 100
PECVD system. PECVD deposition was performed at 650 °C
with gas flow rates of 16 sccm SiH4, 980 sccm N2, and 14 sccm
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NH3. Ellipsometry measurements employing a Tauc–Lorentz
model revealed a deposition rate of ≈36.6 nm/min.

Both sample types were irradiated with Au ions of 1.6 GeV at
the UNILAC accelerator (GSI Helmholtzzentrum für Schwerio-
nenforschung GmbH, Germany). Additionally, the PECVD
SiO2 samples were irradiated with 89 and 185 MeV Au ions at
the 14UD accelerator (Heavy Ion Accelerator Facility,
Australian National University). The irradiation fluences ranged
from 1 × 108 to 5 × 108 ions·cm−2, ensuring minimal overlap
between ion tracks and resulting nanopores [13,54,55].

To convert the ion tracks into nanopores, the samples were
etched at room temperature in 3% hydrofluoric acid for varying
durations. The etching process was stopped by removing sam-
ples from the etchant followed by three successive rinses in
de-ionized water, each lasting 30 s, after which the samples
were air dried. The scanning electron microscopy images of the
nanopores were obtained using a FEI Verios 460 microscope.
For cross-sectional images, the samples were cleaved and
imaged vertically.

Small angle X-ray scattering
Transmission small angle X-ray scattering (SAXS) measure-
ments were conducted at the SAXS/WAXS beamline at the
Australian Synchrotron, Melbourne, with a photon energy of
12 keV. The samples were measured as is, and the Si substrate
was not removed before SAXS measurements. The sample-to-
detector distances ranged between 7.2 and 7.6 m. Data collec-
tion was performed using Pilatus 1M and Pilatus 2M detectors
during different measurement cycles. A silver behenate
(AgBeh) standard was used to calibrate both the sample-to-
detector distance and beam center positions. Exposure times
ranged from 2 to 10 s, with samples mounted on a three-axis
goniometer for precise alignment with the incident X-ray beam.
Detailed information regarding alignment, tilts, measurements,
geometry, and 2D analysis procedures can be found in our
previous works [29,40].

The 2D scattering patterns were converted into 1D scattering in-
tensities through horizontal and vertical cuts (along qx and qy,
respectively) originating from the center of the beamstop. We
selected the cut with minimal interference from the Kossel line
by comparing the symmetric positive and negative values qx
and qy relative to the center of the beam. These cuts were ob-
tained through azimuthal integration along the masked region
(see Figure 2). To preserve the accuracy of polydispersity mea-
surements without averaging interference effects, the cuts were
kept as narrow as practicable. For analysis of the vertical cut,
we employed our previously reported cone model [29], where
the form factor is given by:

(1)

Here, f2D(qr,qz) represents the form factor assuming rotational
symmetry along the Z axis of the conical nanopores, L is the
length of the conical nanopores, J1 denotes the first-order
Bessel function, and C accounts for electron density contrast
and other constant parameters. The radial component of the
scattering vector ( ), denoted as qr, is given by . For
the vertical cut analysis, we set qx = 0, which reduces qr to qy.
This formulation captures the scattering amplitude for conical
objects while accounting for the radius variation along the Z
axis. The horizontal cut analysis was performed setting qy = 0.
Equation 1 then reduces to a “core transition” model, previ-
ously detailed in our work [21,56]. This model incorporates a
constant core radius (fixed to the ion track radius determined by
SAXS [13,47,57]) with a linear density transition region. The
corresponding form factor is expressed as:

(2)

where RC represents the fixed core radius matching the ion
track radius, RT denotes the transition region thickness, and
Hu(z) represents the Struve function given by:

(3)

To measure the distribution of the nanopore sizes, we imple-
mented a narrow Schulz–Zimm distribution [13,21,47,56].
Readers are referred to these works for detailed information on
the implementation of polydispersity. The fits are performed
using a custom C- and Python-based code that employs a non-
linear least-squares algorithm. To correct for background scat-
tering originating from the, among others, air and the substrate,
we employ a q-dependent background [26] as it is not feasible
to extract and subtract the background explicitly for these mate-
rials systems.

We fit the horizontal cuts to determine the nanopore radii and
the corresponding size distribution. The oscillations in the scat-
tering intensity along the horizontal cuts remain the same as a
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function of the tilt angle between cone axis and X-ray beam,
making it impossible to extract direct information about the
cone angles. In contrast, the scattering intensities in the vertical
cuts vary with the tilt angle and provide information on the cone
angle of the nanopores. As the cone angle and tilt angle are
highly correlated, fitting just a single vertical cut produces large
uncertainties mainly because of the challenges in accurately de-
termining the experimental tilt angle [29,40]. Therefore, we
acquire scattering images at multiple tilt angles and fit the re-
sulting scattering intensities simultaneously.

Our overall fitting strategy proceeds as follows. For each sam-
ple, first, we fit the scattering intensities from individual hori-
zontal cuts obtained at different tilt angles to obtain initial esti-
mates of nanopore radii. Next, multiple horizontal cuts origi-
nating from different tilt angles are fitted together to refine the
radius values and determine size dispersity more accurately. We
then used these refined values as starting points for simulta-
neously fitting multiple vertical cuts, treating the tilt angle as a
variable to account for the imperfect alignment of the cones
with the incoming X-rays. It should be noted that the difference
in different tilt angles is fixed and known for different experi-
ments. Finally, we combine both horizontal and vertical cuts in
a single simultaneous fit, constraining the radius and the cone
angle to the same values.
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Abstract
In addition to precise milling, the deposition of material at a specific location on a sample surface is a frequently used process of
focused ion beam (FIB) systems. Here, we report on the deposition of platinum (Pt) with a new kind of cesium (Cs) FIB, in which
the cesium ions are produced by a low-temperature ion source. Platinum was deposited at different acceleration voltages and ion
beam currents. Deposition rate, material composition, and electrical resistivity were examined and compared with layers deposited
at comparable settings with a standard gallium (Ga) FIB. The deposition rate is found to depend linearly on the current density. The
rate is comparable for Cs+ and Ga+ under similar conditions, but the deposit has lower Pt content for Cs+. The electrical resistivity
of the deposit is found to be higher for Cs+ than for Ga+ and decreasing with increasing acceleration voltage.

910

Introduction
The deposition of material at a certain spot on a sample surface
is a powerful and useful feature of focused ion beam (FIB)
systems. At first, the deposition was used for circuit editing and
as a protection layer before milling. Nowadays, the process is
more far-reaching, and three-dimensional magnetic or super-
conductive structures can be created [1-4]. Also, specific me-
chanical structures on atomic force microscopy (AFM) cantile-

vers can be made [5,6]. In the literature, four mechanisms are
used to explain the complex process of focused ion beam-in-
duced deposition (FIBID) [5,7]; the major role is played by the
primary ion beam, together with a thermal heat spike, excited
surface atoms (ESA), or secondary electrons (SE). According to
Hlawacek et al. [8], the number of ESA is proportional to the
nuclear stopping power, so for heavier ions this mechanism
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dominates the deposition. The exact order, however, of which
mechanism contributes how much to the deposition, for exam-
ple, for cesium (Cs) ions, is beyond the scope of this paper since
FIBID is rather complex and depends on a variety of parame-
ters. Besides beam parameters such as acceleration voltage,
beam current, ion dose, dwell time, and refresh time, precursor
material and substrate have an influence on the effective deposi-
tion rate. Gallium (Ga+) and helium (He+) are the most often
utilized ion species for FIBID [1,2,5].

Besides these standard FIB systems, new kinds of laser-cooled
ion sources have been developed in the last few years. One
strength of these ion sources, which are based on laser-cooled
atoms, is that many elements unavailable with conventional
sources can be used. At least 27 elements, including metals and
non-metals, have successfully been laser-cooled [9]. Among
these elements, rubidium (Rb) and Cs are more advanced with
respect to source development because of their relatively low
requirements regarding the cooling laser. Milling [10] as well as
induced deposition of platinum (Pt) [11] and tungsten (W) [12]
have been studied for a prototype FIB with an ultracold
Rb+source.

Further, a Cs+ laser-cooled ion source (LoTIS) has been de-
veloped and characterized [13,14]. Like the Rb+ source, the Cs+

LoTIS has also been incorporated in a standard Ga FIB column.
Loeber et al. have shown several advantages of the cold Cs+

FIB in imaging [15] and milling [16] applications over standard
Ga+ FIBs. Compared to a standard Ga+ FIB, the Cs+ FIB can
produce images with higher resolution and a larger depth of
focus. Furthermore, the material contrast is greater in images
acquired with Cs+ compared to images acquired with Ga+. For
milling applications, Cs+ can deliver more evenly etched pattern
floors than Ga+. With these benefits in applications established,
microscopy and induced deposition studies help to establish
more properties of the Cs+ FIB. Given the similar sources and
FIB column designs of Cs+ and Rb+ FIBs, it is useful to
compare applications with these FIBs to understand the relative
merits of ion sources based on alkali metals. Also, Cs+ is a
preferred species of ions over Ga+ for secondary ion mass spec-
troscopy (SIMS) applications because Cs+ can induce higher
secondary ion yields for several elements such as carbon (C),
oxygen (O), and hydrogen [17-19], which provides higher
signal-to-noise ratios for SIMS analysis. A disadvantage of
using Cs+ is a possible surface modification [20-22]. One aspect
of this paper is to show whether it is at all possible to deposit Pt
with Cs+ ions or whether surface modifications dominate [10].

This work presents FIBID experiments using a Cs+ FIB in com-
parison to results of layer deposition induced by Rb+ and Ga+.
Pt was deposited at different acceleration voltages and ion beam

currents to evaluate the deposition rate and the electrical resis-
tivity of the layers. To measure the grain structure as well as the
material composition using energy-dispersive X-ray spectrosco-
py (EDS), lamellas for transmission electron microscopy (TEM)
were prepared.

Experimental
The Ga+ FIB is a ThermoFisher Helios NanoLab 650 and uses a
gas injection system (GIS). ZeroK NanoTech Corporation has
created commercially available Cs+ FIB systems based on stan-
dard ion columns from ThermoFisher [23]. Both the Cs+ and
the Rb+ FIB are equipped with a standard Pt GIS. The same
precursor trimethylplatinum, C5H4CH3Pt(CH3)3, was used for
all FIBID-Pt experiments. The precursor was heated to 40 °C to
create a gas flow through the GIS nozzle, with the exit of the
nozzle kept about 100 μm above the sample surface. The
chamber pressure of the Cs+ and the Ga+ FIB was about
5 × 10−7 mbar before deposition and 8 × 10−6 mbar during
deposition. For Pt deposition, a beam step size of −150% of the
beam diameter was used with an upper limit of 200 nm for the
Cs FIBID to avoid, for example, any inhomogeneous ripple
structures. The dwell time was always 200 ns.

For growth rate characterization, Pt layers with a length of
20 μm and a width of 1 μm were deposited on silicon (Si). The
ion beam currents were changed, while the pattern size was kept
constant. With the Cs+ FIB, ion currents from 16 to 285 pA
were used, so the current densities were between 0.9 and
14.2 pA·μm−2. The overall deposition time was kept constant at
2:30 min, and the ion dose was changed from 128 to
2138 pC·μm−2. The ions were accelerated with voltages of 2, 5,
8, and 16 kV, while the measured ion beam diameter changed
with voltage and current from 32 to 445 nm.

With the Ga+ FIB, patterns were deposited at ion beam currents
ranging from 17 to 396 pA with current densities between 0.7
and 19.8 pA·μm−2. With a deposition time of 2:30 min, the ion
dose is between 105 and 2970 pC·μm−2. The diameter of the ion
beam is specified as ranging from 10 to 159 nm, changing with
acceleration voltage (5, 8, 16, and 30 kV) and ion beam current.
The actual thickness of each layer was measured with a stan-
dard cross section using the Ga+ FIB. All scanning electron
microscopy (SEM) images were taken with the NanoLab 650
dual beam system. All parameters of the FIBID for the growth
rate measurements can be seen below in Table 2 in the
Appendix section.

The electrical resistivity of Ga+ and Cs+ FIBID-Pt was
measured via the Cr-on-glass standards mentioned in [11] using
the sample design displayed below in Figure 8a. The pattern
size was 35 μm by 1.5 μm. The deposition time was varied with
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Table 1: The deposition parameters are shown for the growth rate and the electrical resistivity measurements for both ion species.

Acceleration
voltage [kV]

Ion current [pA] Beam size [nm] Deposit
area
[μm2]

Current density
[pA·μm−2]

Deposition time
[min:s]

Ion dose
[pC·μm−2]

Deposition
for

Ion from to from to from to from to from to from to

growth rate Ga 5 30 17 396 10 159 20 0.7 19.8 2:30 105 2970
Cs 2 16 16 285 32 445 20 0.9 14.2 2:30 128 2138

resistivity Ga 8 30 30 630 32 208 52.5 0.9 8.4 4:42 24:24 1254 2276
Cs 2 16 13 440 25 460 52.5 0.4 8 3:05 16:11 717 1921

the ion beam current and the acceleration voltage to achieve a
constant layer thickness of approximately 1000 nm. With the
Ga+ FIB, ion beam currents between 30 and 630 pA were used,
so the current densities ranged from 0.9 to 8.4 pA·μm−2. The
deposition time was calculated between 4:42 and 24:24 min
with ion doses ranging from 1254 to 2276 pC·μm−2. With accel-
eration voltages of 8, 16, and 30 kV and the used ion beam
currents, the beam diameter changes from 32 to 208 nm.

With the Cs+ FIB, ion beam currents between 13 and 440 pA,
corresponding to current densities between 0.4 and 8 pA·μm−2,
were utilized. The deposition time was between 3:05 and
16:11 min, and the total ion dose ranged between 717 and
1921 pC·μm−2. Using acceleration voltages of 2, 5, 8, and
16 kV, the ion beam diameter changed from 25 to 460 nm. All
deposition parameters are shown in Table 1. To calculate the
resistivity of the deposits, the NanoLab 650 dual beam system
was used to determine the length and the cross section of each
deposited layer.

The TEM lamellas were prepared with a JEOL JIB 4601F FIB-
SEM MultiBeam system. The sample characterization in terms
of elemental composition and structure was done with a JEOL
ARM 200F (S)TEM system equipped with an Oxford EDS
detector.

Results and Discussion
Deposit surface
First, to reveal possible surface modifications, Pt layers were
deposited with Cs+ ions at 16, 8, 5, and 2 kV with a current den-
sity of 6 pA·μm−2 . Before deposition, a small part of the Si
substrate was gently milled with the Cs+ FIB at 16 kV, such that
any native oxide and other contaminations were completely re-
moved at this location. With that, the influence of oxygen mole-
cules on the deposited layer can be excluded. The layers, which
have a length of 40 μm and a width 1 μm, were deposited across
the boundary between the bare Si and the Si with its native
oxide intact.

A visual inspection with the SEM reveals surface bubbles on
layers deposited at 2 and 5 kV (as shown in Figure 1a). No sig-
nificant differences can be seen in the size or density of the
bubbles when comparing depositions on Si (upper part) and Si
with the native oxide layer (lower part). Similar to Rb+ FIBID-
Pt discussed in [11], these bubbles appear after exposure of the
samples to air (during the short transfer from the Cs+ FIB to the
Ga+ FIB) and are more numerous and larger at 2 kV than at
5 kV. At higher acceleration voltages, bubbles are not observed
(see Figure 1b,c).

EDS measurements displayed in Figure 2 show that these
bubbles mainly consist of Cs and O. This is also consistent with
the observations reported in [11] on surface bubbles in Rb+

FIBID-Pt.

The proposed mechanism for the formation of these bubbles is
that elements of the Pt precursor trap the primary alkali metal
ions when the chemical bonds of the precursor are not com-
pletely broken. With higher ion beam voltage, more bonds are
broken and volatile elements including Cs+ ions are sputtered
from the surface and pumped away by the vacuum system.
Also, Cs+ ions with higher energies penetrate deeper into the
material (see the “Stopping and Range of Ions in Matter”
(SRIM) [24] simulations in Figure 3) and react less with the ele-
ments on the surface. Therefore, the surface bubbles diminish
with higher acceleration voltages. This is why only 2 and 5 kV
Cs+ depositions lead to surface bubbles. Because the Pt layers
deposited with Cs+ ions at 2 kV are so sensitive to air exposure,
the deposition rate and the resistivity measurements will mainly
focus on layers deposited with acceleration voltages of 5, 8, and
16 kV.

Deposition rates
Deposition rates of Ga+ and Cs+ FIBID-Pt were measured using
the dimensions of the cross sections determined via FIB cut and
SEM imaging. The deposition rates of Pt on Si (shown in
Figure 4) increase with increasing ion current density. This
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Figure 1: (a) SEM images of Pt deposited with Cs+ ions at 16, 8, 5, and 2 kV on Si. The upper part of the image appears brighter because the native
oxide of Si was removed before the deposition. The amount of surface bubbles increases with decreasing acceleration voltage, while no difference
between Si and Si with oxide can be observed. (b) FIBID-Pt on Si with Cs+ ions at 2 kV showing the highest amount of bubbles. (c) Pt deposited at
16 kV with no bubbles.

Figure 2: SEM and EDS analysis of a Pt layer deposited at 2 kV with Cs+ ions. The SEM image shows an overview of the layer, while the other
images depict the individual material distribution. The actual shape of the layer can be seen in the images of the Pt and C concentration, while the
bubbles mainly consist of Cs and O. While the highest concentration of Pt and C can be found within the actual shape, the Cs and O distribution cor-
respond to the bubble area in the SEM image.

applies to almost all voltages for Cs+ as well as for Ga+ ions.
Only for Ga at 30 kV and a current density above 6 pA·μm−2,
the growth rate is lower than those for all other beam parame-
ters. This is due to the fact that the sputter rate increases with
beam current while the deposition rate is saturated due to the
limited gas flow, which leads to an overall lower increase in
growth rate with increasing current density. This agrees with

previous findings for Ga+ FIBID-Pt [25]. Also, for Cs+ at 5 kV,
the deposition rate is lower. A possible explanation might be the
broader beam diameter, which increases for lower acceleration
voltages (<5 kV) and higher ion beam currents (>200 pA). This
leads to a lower current density in a beam spot compared to the
current density at higher voltages for the same ion beam cur-
rent. Thus, while the overall current density (ion beam current
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Figure 3: SRIM simulation showing the penetration of Ga+ and Cs+ ions into a Si substrate at different acceleration voltages. Cs+ ions at a voltage of
2 and 5 kV remain much closer to the surface and can react more with the Pt precursor elements on the surface.

Figure 4: Pt growth rate vs ion current density for different acceleration voltages of Cs+ and Ga+ ions. As a guide to the eye, a line for the average
growth rate is shown. With increasing current density, the growth rate increases. Only for Ga+ ions at 30 kV and Cs+ ions at 5 kV, the growth rates at
higher current densities are much lower than the average.

per unit area of the pattern) is the same, the local density is
lower, which could result in a lower growth rate. In the future,
further measurements could be done with finer variations of the
ion beam current starting at 100 pA and 5 kV to verify this
assumption.

Composition and microstructure
Compositional data of the Cs+ FIBID-Pt were calculated from
the data provided by TEM-EDS analysis. An exemplary EDS
map for 16 kV 54 pA Cs+ FIBID-Pt is shown in Figure 5. The
Si-rich region shown as the red area in the upper-right corner of
the Si map corresponds to the Si substrate. Before the TEM
sample preparation process, a C layer was deposited on top of
the Cs+ FIBID-Pt deposits using focused electron beam-in-
duced deposition (FEBID). Therefore, a C-rich region exists in

the lower-left corner of the C map. EDS spectra were taken at
five points within the bulk deposit and then averaged to deter-
mine the chemical composition. Figure 6 displays these compo-
sitional data for C, O, Pt, and Cs with standard deviations of the
average as uncertainties.

From the data shown in Figure 6, it follows that the Pt deposits
created at 8 kV and 10 pA Cs+ result in an atomic abundance
ratio of C/O/Pt/Cs = 74:2.5:23:1. Compared to Rb+ FIBID-Pt of
similar beam energy, current, and ion dose (8.5 kV 7 pA Rb+
delivers C/O/Pt/Rb = 25:20:49:5, and 8.0 kV 8.5 pA Ga+
delivers C/O/Pt/Ga = 22:14:37:27) presented in [11], Cs+

FIBID-Pt thus is found to have lower O, Pt, and Cs content and
higher C content. This C content could be partially affected by
the FEBID-C protective layer for the TEM sample. However,
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Figure 5: TEM-EDS mapping for the Pt deposit induced with 16 kV 54 pA Cs+.

Figure 6: Cs+-induced Pt composition data. Other than for the 8 kV
10 pA data, 54 pA was used for deposition with different beam ener-
gies.

the EDS data were reported without adjustment to the C% data
because the 2 kV 54 pA Cs+ FIBID-Pt included in Figure 6 ex-
hibits much lower C% despite being on the same TEM lamella
as the other deposits. In addition, very little Si% appears within
the deposit area, which demonstrates the location sensitivity of

TEM-EDS. This location sensitivity makes it likely that the
FEBID-C protective layer is not the main contributor to the
higher C% of Cs+ FIBID-Pt. The composition of the Cs+

FIBID-Pt stays mostly constant for beam energies above 2 kV.
The 2 kV Cs+ FIBID, being closer to Rb+ FIBID-Pt in Pt% and
C%, is an outlier compared to the FIBID under higher beam
energies. The cause for the higher C% in Cs+ FIBID-Pt remains
unclear to the authors at this stage, however.

As with Rb+ and Ga+, Cs+ FIBID-Pt also contains crystalline Pt
grains embedded in a C-rich matrix, as shown in Figure 7.
These bright-field TEM images were used for grain diameter
measurements in the same way as done in [11]. In short, bright-
field TEM images similar to those shown in Figure 7, but taken
at two times higher magnification, were analyzed using the par-
ticle analyzer option provided by the image processing soft-
ware ImageJ [26]. The Pt grains appear darker than the C matrix
in the TEM images, thus allowing the grains to be counted by
ImageJ. This software also provides the area of each grain
counted, which we convert to an effective diameter by equating
the area to that of a circular disk. Figure 7 shows that the aver-
age grain diameter grows from 1.9 to 5.8 nm when the beam
energy increases from 2 to 16 kV. The increase in grain size
with beam energy is visually obvious from the bright-field
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Figure 7: Bright-field images of Cs+-induced Pt deposit and Pt grain size data for different acceleration voltages.

Figure 8: (a) Structure for the resistivity measurements consisting of four Cr electrodes and the 35 μm by 1.5 μm Ga-induced Pt deposit layer. The
red line indicates the position of the cross section. (b) SEM image of this cross section. Before the FIB cut for the cross section measurement was
done, an additional Pt layer was deposited with FEBID for protection.

images shown in Figure 7. Previously, De Teresa et al. reported
a 3.2 ± 0.8 nm grain diameter for 5 kV Ga+ FIBID-Pt [25],
which is similar to the 2.7 ± 0.3 nm grain diameter for 5 kV Cs+

FIBID-Pt. The grain diameter of 5.8 nm at 16 kV Cs+ FIBID-Pt
is similar to the diameters of 8.5 kV Rb+ and 8 kV Ga+ FIBID-
Pt. Thus, lower-energy Cs+ creates deposits with finer grains. It
is worth noting that the growth in grain diameter does not corre-
late with the EDS data, in which the composition remains
nearly constant for above 2 kV Cs+ FIBID-Pt.

Deposit resistivity
The electrical resistivity was measured with a four-point probe
setup as shown in Figure 8a. The electric current was pushed

trough the deposited layer using the two upper contacts, while
the resulting voltage was measured between the two lower
contacts to evaluate the resistivity R in the same way as in [11].
After these measurements were done, the area A of the cross
section was determined with a FIB cut and SEM image (see
Figure 8b). The length l between the contacts was about
14.6 μm, so the electrical resistivity can be calculated with
R = ρl/A for each layer.

For each beam setting, the deposition time was calculated using
the growth rate shown in Figure 4 in order to deposit Pt layers
with a thickness of 1 μm. Because here the substrate is glass and
not Si, charging effects can occur. In addition, the SE yields of
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Figure 9: (a) Resistivity of Ga+-induced Pt deposits using the same current density and acceleration voltage. Only the layer thickness was varied.
Thicker layers have a lower electrical resistivity. (b) Resistivity vs current density for different acceleration voltages for Ga+ and Cs+ ions. With in-
creasing acceleration voltage, the electrical resistivity decreases. Furthermore, the Ga+ FIBID-Pt has a lower resistivity than the Cs+ FIBID-Pt.

amorphous SiO2 and crystalline Si are different. Therefore the
actual deposition rates and the estimated and real layer thick-
ness differ. Overall, they vary from 300 to 1200 nm. Although
in theory, the area of the cross section should not have an influ-
ence on the calculation of the specific resistivity, De Teresa et
al. showed that there can be an impact [25,27]. Therefore, pre-
liminary measurements were carried out to study the thickness
dependence of the resistivity. With the Ga+ FIB, Pt layers were
deposited with an ion current density of 6 pA·μm−2 at a voltage
of 30 kV. Only the deposition time and thus the layer thickness
was varied. The results can be seen in Figure 9a. We find that
layers thicker than 1 μm have a lower electrical resistivity com-

pared to thinner ones by up to a factor of two in the range
covered. We conclude that for our conditions, layer thickness
does indeed have an influence on the resistivity of Ga+ FIBID-
Pt deposits.

Figure 9b contains measured resistivity results for Ga+- and
Cs+-induced Pt deposits for different current densities and
acceleration voltages. The resistivity of Cs+ FIBID-Pt decreases
with increasing primary ion beam energy. For 16 and 8 kV Cs+

FIBID-Pt, the resistivity also decreases with higher Cs+ ion
current density. Only for 5 kV, the resistivity increases at
higher beam currents. For all acceleration voltages used with
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Table 2: Complete set of parameters of the FIBID for the growth rate measurements.

Ion Acceleration
voltage [kV]

Ion current
[pA]

Current density
[pA·μm−2]

Step size [nm] Layer height
[nm]

Growth rate
[nm/s]

Volume per
dose [μm3/nC]

Cs

16 20 1.00 80 101 0.67 0.67
16 41 2.05 100 192 1.28 0.62
16 105 5.25 100 500 3.33 0.63
16 196 9.80 100 885 5.90 0.60
16 285 14.25 100 1090 7.27 0.51
8 21 1.15 100 83 0.55 0.48
8 62 2.90 100 224 1.49 0.51
8 130 5.40 100 479 3.19 0.59
8 220 8.90 150 664 4.43 0.50
8 300 11.80 150 830 5.53 0.47
5 17 0.85 100 57 0.38 0.45
5 40 2.00 100 165 1.10 0.55
5 114 5.70 200 331 2.21 0.39
5 241 12.05 200 556 3.71 0.31

Ga+ ions, that is, 30, 16, and 8 kV, the electrical resistivity
decreases with increasing current density. At all voltages, the
resistivity of Cs+ FIBID-Pt is higher than that of Ga+ FIBID-Pt.
Only Pt deposited with Cs+ ions at 16 kV has almost the same
value as Ga+ FIBID-Pt. The other voltages create layers with at
least three times higher specific resistivity values.

The decrease in resistivity for Ga+ FIBID-Pt with increasing ion
current has already been reported [28] and is now verified in the
measurements reported here. In particular, the Cs+ FIBID-Pt
layers deposited with a current density below 6 pA·μm−2 have a
thickness below 1 μm. As shown in Figure 9a, this may lead to
a higher electrical resistivity. The changes in resistivity are not
immediately obvious from the chemical composition of the
deposits. Speculation based on the microstructure provides a
probable cause for this decreasing resistivity vs beam energy.
Figure 7 shows that the average grain diameter grows from 1.9
to 5.8 nm when the beam energy increases from 2 to 16 kV.
With larger grain diameters, the Pt-rich particles have larger
surface areas in close contact. These larger surface areas help
the current to flow more easily between the Pt deposits. There-
fore, the deposit resistivity decreases despite a similar chemical
composition. However, it is unclear why Cs+ FIBID-Pt would
have a higher resistivity than Ga+ FIBID-Pt under similar beam
conditions since the Cs+ FIBID was observed to have the lowest
O%, which should lead to a smaller resistivity. So this might be
a combined effect of chemical composition and grain size.
However, the acceleration voltage and the ion species seem to
play a more dominant role than the ion current density for
the electrical resistivity. Further studies are required to fully
investigate the resistivity–microstructure dependency for
FIBID-Pt.

To compare the Cs+ and Rb+ FIBID, Pt layers were deposited
with the same beam settings, namely, a very low current
density of about 0.2 pA·μm−2 at a voltage of 8 kV. The elec-
trical resistivity of Cs+ FIBID-Pt is (3.2 ± 0.4) × 104 μΩ·cm,
which is about four times lower compared to Rb+ FIBID-Pt
with a resistivity of about (12 ± 4) × 104 μΩ·cm [11]. Also, one
Pt layer was deposited with Cs+ ions at 2 kV and a beam
current density of 3.76 pA·μm−2. Here the resistivity is
(3.4 ± 0.3) × 104 μΩ·cm, which is three to five times higher
compared to other Cs+ induced Pt layers. We conclude that
alkali metal ion beams operating at low current densities and
acceleration voltages lead to high electrical resistivity of the Pt
deposits.

Conclusion
In this paper, we show that it is possible to deposit Pt with a Cs+

FIB. Growth rates were measured for Ga+ and Cs+ ions at dif-
ferent acceleration voltages. The rate mainly increases linearly
with ion current density. Pt layers deposited with Cs+ ions at 2
and 5 kV react with air and form bubbles. This similarity in the
occurrence of surface bubbles between Cs+ and Rb+ may reveal
a characteristic phenomenon of alkali metal ion-induced deposi-
tion. The electrical resistivity of the deposited Pt decreases with
increasing acceleration voltage and is mostly independent of the
ion current density. The Cs+ FIBID-Pt has resistivity values be-
tween those of Ga+ and Rb+ FIBID-Pt, while having a lower Pt
content. Lower current densities and acceleration voltages were
found to lead to a higher electrical resistivity.

Appendix
Table 2 contains the complete set of parameters of the FIBID
for the growth rate measurements.
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Table 2: Complete set of parameters of the FIBID for the growth rate measurements. (continued)

Ga

30 17.8 0.89 24.5 58 0.39 0.43
30 36 1.80 32.5 122 0.81 0.45
30 47 2.35 40 157 1.05 0.45
30 91 4.55 52.5 309 2.06 0.45
30 292 14.60 95 885 5.90 0.40
30 396 19.80 132.5 1225 8.17 0.41
16 17 0.85 40 83 0.55 0.65
16 27 1.35 50 138 0.92 0.68
16 58 2.90 67.5 320 2.13 0.74
16 188 9.40 187.5 893 5.95 0.63
16 225 11.25 250 1046 6.97 0.62
16 307 15.35 250 1473 9.82 0.64
8 14 0.70 55 57 0.38 0.54
8 25 1.25 80 132 0.88 0.70
8 76 3.80 145 346 2.31 0.61
8 91 4.55 210 430 2.87 0.63
8 132 6.60 220 509 3.39 0.51
8 166 8.30 295 831 5.54 0.67
5 15 0.75 100 29 0.19 0.26
5 49 2.45 190 151 1.01 0.41
5 61 3.05 232.5 229 1.53 0.50
5 78 3.90 250 218 1.45 0.37
5 110 5.50 397.5 375 2.50 0.45
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Abstract
This research paper delves into the exploration of laser-induced periodic surface structures (LIPSS) on a 100 µm thin stainless steel
(SS) sheet. Through the application of laser irradiation with wavelengths spanning from 400 to 2400 nm, we systematically
generate ladder-like LIPSS across a substantial area, incorporating LIPSS with both low spatial frequency (LSFL) and high spatial
frequency (HSFL) simultaneously. Notably, the embedded LIPSS exhibit a linear relationship in the observed spatial periodicity of
LSFL and HSFL with wavelengths up to 2000 nm, after which a decrease in periodicity is observed. By employing cross-sectional
electron microscopy, we scrutinize the penetration depth of laser radiation or laser-affected zone, in the LIPSS-formed SS sheets,
revealing a parallel trend with LSFL and HSFL spatial periodicity. Specifically, the penetration depth increases with wavelength up
to 2000 nm, reaching a peak at approximately 13 µm, and subsequently decreases. This distinctive correlation underscores the role
of plasma material reorganizational effects in LIPSS formation at higher wavelengths, presenting a new experimental observation to
the existing literature. The findings enhance our comprehension of laser–material interactions and hold potential implications for
surface engineering and material science applications.
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Introduction
Nanostructuring on surfaces plays a pivotal role in governing
surface properties, and laser-induced periodic surface structures
(LIPSS) have emerged as a potent method for achieving nano-
scale surface modifications. Over the past decade, LIPSS and
laser ablation techniques for micro/nanostructuring have

garnered significant attention due to their versatile applications.
In particular, fabricating subwavelength structures using high-
power pulsed lasers offers a flexible, single-step processing ap-
proach compatible with industry standards, making it a promis-
ing alternative to high-precision lithography techniques [1-3].
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The utilization of short femtosecond laser pulses has proven
instrumental in overcoming diffraction limit restrictions,
enabling controlled fabrication of periodic subwavelength struc-
tures [4-9]. This controlled structuring offers a straightforward
means to manipulate the functional and surface characteristics
of substrates [10-13]. The applications span a broad spectrum,
encompassing colorization control, self-cleaning surfaces, regu-
lation of cell and bacterial films, antireflective surfaces, surface-
enhanced Raman spectroscopy, reduction of friction and wear,
fuel injection, and enhancement of tribological properties [14-
30].

Extensive research efforts have been directed toward under-
standing LIPSS, encompassing systematic investigations on dif-
ferent metals, semiconductors, and polymers [9,12,31-39].
LIPSS characterized by ripple-like subwavelength periodic
structures on a material’s surface, are broadly classified into
low spatial frequency LIPSS (LSFL) and high spatial frequen-
cy LIPSS (HSFL), based on their spatial periodicity (Λ) rela-
tive to the laser wavelength (λ). Typically in metal surfaces with
high absorbance, the range of LSFL periodicity is λ > Λ > λ/2,
oriented perpendicular to the incident polarization, and HSFL
periodicities are much smaller and in the range of Λ < λ/2,
orientated parallel to the incident polarization [40-45]. A recent
review by Jörn Bonse and Stephan Gräf provides a comprehen-
sive classification based on materials and associated theories
[46].

Two primary classes of theories – electromagnetic and matter
reorganization – have been proposed to explain LIPSS forma-
tion [46-48]. LSFL formation is often attributed to the interfer-
ence between incoming electromagnetic radiation and surface
electromagnetic waves and involves surface polaritons and sur-
face plasmon polaritons (SPPs). These SPPs propagate along
the interface of the two media in which the electron density
coherently oscillates, coupled to both media. Usually, LIPSS
formation is a multipulse phenomenon, as pulse after pulse
create a different roughness on the surface or feedback mecha-
nism to form certain SPP modes. The interference of incoming
light with scattering from the SPP modes can lead to the modu-
lation of the net localized energy distribution on the surface,
and this field absorption is manifested as LIPSS on the surface.
This process depends on several experimental factors, namely,
incident wavelength, polarization, material dielectric, dielectric,
fluence of the laser, pulse width, repetition rate, and number of
pulses. These parameters result in different periodicities and
aspect ratios, and corresponding theoretical predictions are not
yet completely mature or framed. The formation of HSFL, how-
ever, remains an unrevealed phenomenon with theories ranging
from twining [49] and self-organization [33] to second
harmonic generation [11] and cavitation instability [23,50,51].

Despite numerous studies, the formation mechanism of HSFL
and the reason for their shorter periodicity compared to the laser
wavelength remain elusive. Our previous work addressed this
gap by patterning a single line structure with laser irradiation
wavelengths ranging from 400 to 2200 nm. From this, a linear
trend in LIPSS characteristics was observed up to 2000 nm, and
the threshold of the LIPSS formation was determined [52]. In
the present work, we extend the LIPSS over a large area,
instead of a single line, using 400 to 2400 nm laser irradiation.
This enabled the examination of the cross-sectional zone where
the cumulative effect of the laser irradiation occurs. We
analyzed how these effects correlate with the incident laser
wavelength.

The manuscript delves into the critical parameter of penetration
depth, or laser-affected zone, and its impact on material pro-
cessing efficiency using femtosecond laser pulses. The study
reveals deviations from the expected behavior predicted by
existing theories, showing a wavelength-dependent penetration
depth on stainless steel. This finding challenges our under-
standing of how metal surfaces respond to incident wave-
lengths [53,54]. This work advances our comprehension
of LIPSS structures and their applications, shedding new light
on the interplay between incident wavelengths and surface
interactions. The paper concludes by emphasizing the
importance of optical properties, laser parameters, and material
characteristics in determining penetration depth, thereby con-
tributing to the broader understanding of light–material interac-
tions.

Materials and Methods
Materials
A double-sided polished stainless steel surface (SS304) with a
thickness of 100 µm was utilized. Before and after the laser
treatment, these SS surfaces underwent ultrasonic rinsing with
acetone for 10 min each, aiming to eliminate dust particles and
other contaminants.

Experimental details
A commercially available Ti:sapphire femtosecond laser oper-
ating at an 800 nm central wavelength, with 75 fs pulse dura-
tion, 5.5 mJ/pulse energy, and a repetition rate of 1 kHz, was
utilized for laser direct writing experiments. The fundamental
part of the laser, providing 2.6 mJ/pulse, acted as the pump for
an optical parametric amplifier (OPA), allowing for flexible
tuning of the laser wavelength from 400 to 2400 nm. The
TOPAS Prime optical parametric amplifier supplied by Light
Conversion is used for this purpose. Subsequently, the laser
beam was directed to ablate stainless steel following wave-
length adjustments. To regulate the laser beam’s final intensity
at the sample, an ND variable filter (VF) was employed as



Beilstein J. Nanotechnol. 2025, 16, 1302–1315.

1304

Figure 1: Depicts the experimental setup utilized in the fabrication process of laser-induced periodic surface structures (LIPSS). Critical components
of this setup include the femtosecond laser, optical parametric amplifier (OPA), ND variable filter (VF), mirrors (M), three-axis stages (3D stages), and
a convex lens (L) employed to focus the laser beam onto the surface precisely. The inset image shows the ladder-like LIPSS structures on the laser-
patterned SS surface.

shown in Figure 1. For nanostructuring, a convex lens made of
CaF2 with a focal length of 5 cm was used to focus the laser
beam. Precise sample positioning was achieved using a three-
dimensional Newport stage with a resolution of 1 µm, con-
trolled by an ESP motion controller, with all axes being com-
puter-controlled.

In our previous work, we had generated LIPSS on stainless steel
via single-line scanning [52]. In the present work to optimize
the fabrication of large-area embedded LIPSS, a series of speci-
mens were generated using four discrete laser scanning inter-
vals, that is, 60, 50, 40, 30, and 20 µm. It involved a meticulous
process to fine-tune laser parameters such as power, speed, and
step size to attain the desired LIPSS pattern. Each incident
wavelength required creating samples with varying scanning
speeds, specifically, 0.2, 0.5, 0.8, and 1.5 mm/s, with the input
laser beam power fixed at 20 mW. For each wavelength, four
different step sizes and scanning speeds were explored. Table 1
below displays the optimal spatial periodicity of LIPSS struc-
tures obtained for each wavelength. In this work, we fabricated
LIPSS over a large area 5 mm × 5 mm and optimization was

carried out for best ladder-like structures over a large area. The
size of the sample that one can make is limited by the scanning
range of the three axis stages.

Electrolytic etching
The cross-sectional area of the laser-treated stainless steel sam-
ples underwent thorough polishing across their thickness using
various grades of emery paper (3000, 4000, and 5000). Subse-
quently, alumina polishing was applied for 20 min to achieve a
flawless mirror finish on the surface. A solution containing 10 g
of oxalic acid in 100 mL of distilled water was employed for
etching the stainless steel.

An external etching process was conducted to examine the sur-
face morphology of the samples and precisely measure the
depth to which the laser heat affected or penetrated the zone.
Imaging was performed using an FEI NOVA NANO SEM 450
scanning electron microscope. External etching was executed
using a DC power supply machine, applying a voltage of 10 kV.
In this procedure, a steel plate served as the cathode and was
submerged in the oxalic acid solution, while the steel sample
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acted as the anode and was also immersed in the solution.
Etching was carried out for 80 s to unveil the microstructure.

Characterization and measurements
High-resolution images of cross section and surface morpholo-
gies of the sample were obtained using a FESEM (Zeiss, Ultra
55). EDS was used to determine the elemental distribution on
the bare and laser-treated surfaces. The periodicity in various
locations on the FESEM images was determined using ImageJ
software.

Results and Discussion
Introduction to embedded LIPSS to form
ladder-like structures
The laser-induced ripples formed on surfaces typically exhibit
two types of spatial periodicity, namely, LSFL and HSFL,
which are generally produced at different laser fluence regimes.
In most cases, the generation of LIPSS occurs at repetition rates
of 100 kHz or less, where the sequence of successive pulses
creates a feedback mechanism conducive to LIPSS formation.
This results in pulse intervals of more than 10 µs, deemed suffi-
cient for efficient heat conduction [55,56]. To achieve a clear
formation of HSFL or LSFL, it is essential to optimize the laser
direct writing (LDW) parameters, such as fluence, focusing,
scanning speed, polarization, and repetition rate of the pulses.
By tuning the LDW parameters, both LSFL and HSFL can be
simultaneously formed on a metal surface [52]. In our previous
work, we presented optimal laser parameters for the formation
of ladder-like structures over a single line. In that study, the
laser power/fluence was varying, and we used a fixed scanning
speed of 0.2 mm/s. To cover larger areas, we need faster scan-
ning speeds. In this work we used a fixed power for all the
wavelengths and varied the scanning speed from 0.5 to
1.6 mm/s. The most important parameter for the formation of
large-area LIPSS is the stepsize or line interval, which was opti-
mized for each wavelength for the best ladder-like structures.
This approach is more complex compared to single-line pattern-
ing as one has to attain structural uniformity across the entire
surface [52].

A notable observation is that the periodicity of LIPSS increases
when using laser wavelengths from 400 to 2000 nm, after which
it decreases at both 2200 and 2400 nm irradiation. Naturally, as
the photon energy decreases, the ability to ablate the material
also decreases. The increase and decrease in the periodicity of
large-area ladder-like LIPSS with changes in the wavelength of
irradiation are explained in later sections.

The exact mechanism of LSFL formation and the reason for the
shorter HSFL periods than the laser wavelength remains not

fully understood, despite numerous studies on this topic. The
most puzzling aspect of our current results is the decrease in the
periodicity of LIPSS after irradiation with wavelengths beyond
2000 nm. Further experiments and theoretical studies are neces-
sary to develop a precise model or understand the underlying
mechanisms. In pursuit of this understanding, we monitored the
formation of plasma and the depth of laser penetration inside
the material for all wavelengths of femtosecond laser irradia-
tions.

According to the plasmonic model, when the radiation is inci-
dent at a normal angle, the period of the resulting ripples can be
determined using the equation [57-59]:

where Λ is the ripple periodicity (LSFL spatial periodicity), λ is
the incident wavelength, and εd and εm are the dielectric con-
stants of the medium and metal, respectively. εd = 1 (dielectric
constant of the medium) and εm = (n + ik)2, n is the real part of
the refractive index of the metal, and k is the coefficient of
extinction. According to this model, the periodicity should ex-
hibit an increasing trend with wavelength when there is no reso-
nance. However, the experiments presented in this work show
some anomalies.

The refractive index of stainless steel is n = 1.580, and the
extinction coefficient is k = 3.413 at 500 nm [60]. The calcu-
lated ripple periodicity Λ = 470 nm is higher than most of the
experimental values. This discrepancy may arise because the
refractive index values of stainless steel are determined at room
temperature, which might not be appropriate for metals heated
with intense femtosecond laser pulses. The LIPSS period
becomes smaller when the stainless steel surface is rougher as
the roughness increases the real part of the refractive index at
the metal–air interface [61].

Variation of LIPSS with varying laser power
The spatial periodicity of LIPSS varies under different experi-
mental conditions. This section specifically examines how sur-
face morphology and the periodicity of LSFL and HSFL change
with varying power values while maintaining a fixed wave-
length of 800 nm. Figure 2 illustrates the formation of LIPSS at
800 nm for different incident powers, that is, 20, 100, 200, and
400 mW. It is observed that, at the energy levels where LIPSS
form, the spatial periodicity of LSFL undergoes slight varia-
tions, while the periodicity of HSFL remains relatively constant.
However, as the power values increase, HSFL begin to deterio-
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Figure 2: FESEM images of the surface after laser irradiation with the different incident laser powers: (a) 20 mW, (b) 100 mW, (c) 200 mW, and
(d) 400 mW at 800 nm wavelength, 0.5mm/s scanning speed, and 60 µm scanning interval. The violet arrows show the polarization direction.

rate, and LSFL do not manifest uniformly across the surface, as
depicted in Figure 2c,d. This increased power leads to more
debris accumulation, resulting in inadequate formation of
HSFL. Furthermore, with an increase in power, the surface
cannot sustain LIPSS altogether. We kept the scanning speed
constant at 0.5 mm/s here. Attaining a stable high power at all
wavelengths from 400 to 2400 nm becomes difficult with our
OPAs. In the following sections, we kept a constant power
output of 20 mW for all wavelengths, while the fluence was
changed for each wavelength. The optimization regarding
LIPSS was performed by varying the scanning speed and the
step size between the consecutive lines to generate large-area
LIPSS for each irradiation wavelength.

Effect of scanning speed
The comparative analysis of LSFL and HSFL spatial period-
icity with varying numbers of laser pulses per beam spot area is
illustrated in Figure 3A for a laser wavelength of 2200 nm.
When aiming to fabricate large-area LIPSS under a fixed inci-
dent laser wavelength, it becomes imperative to adjust both the
scanning speed and interval carefully:

Here, N is number of effective laser pulses per beam spot area, f
represents the repetition rate of the laser (1 kHz), d denotes the
spot diameter at the focal point, and v signifies the scanning
speed of the linear stage. As evidenced in Figure 3A, the spatial
periodicity of both LSFL and HSFL remains consistent even
with an increase in the number of effective laser pulses per
beam spot area.

Considering that the spot diameter invariably expands with
longer wavelengths, the laser-ablated area becomes more sub-
stantial in comparison to lower wavelengths. This phenomenon
is crucial to note as it influences the fabrication of large-area
LIPSS patterns. Perfect overlapping optimization becomes para-
mount in this process; any discrepancies in overlapping,
whether excessive or insufficient, can lead to the destruction of
LIPSS or incomplete patterning across the large surface area.

From the correlation between wavelength and spot diameter, the
spot diameter of a focused laser beam increases with increasing
wavelength due to the diffraction limit. Consequently, as you
can see in Figure 3B, achieving optimal ladder-like structures
across different wavelengths necessitates simultaneous adjust-
ments in scanning speed and scanning interval. This coordinat-
ed approach ensures precise control over fabrication, resulting
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Figure 3: (A) Variations of spatial periodicity of LSFL and HSFL with the effective number of laser pulses per beam spot area on the incident wave-
lengths 2200 nm. (B) Scanning speed and scanning interval values for the best ladder-like structures with the incident wavelength.

Figure 4: Surface patterns of the optimized ladder structures on a stainless steel surface at various incidence wavelengths.

in the desired LIPSS patterns on the target material surface over
a large area limited by scanning stages.

Optimization of large-area LIPSS with the
incident wavelength
As discussed in the previous section, several experimental
LDW parameters influence the periodicity of the LIPSS. The
scanning interval between successive lines plays an essential
role in producing LIPSS on large areas of SS surfaces [33,47].
This section explains how the surface structures and spacing of
LSFL and HSFL vary with exposure to wavelengths of 400,
600, 800, 1200, 1600, 2000, 2200, and 2400 nm at a constant
laser power of 20 mW on a large area of stainless steel. The best

ladder-like structures require optimal scanning speed and opti-
mized step sizes between the successive laser lines, yielding
clear and smooth ladder-like structures with embedded LSFL
and HSFL for all the specified wavelengths over a larger area.
The optimization process has been presented in detail in our
previous work, where ladder-like LIPPS structures were ob-
served over a single line [52]. In this work, we did not vary the
average power of the incident beam for all wavelengths and
kept it as a fixed parameter.

Figure 4 presents the surface morphologies, illustrating the peri-
odic nature of ladder-like structures resulting from exposure to
varying wavelengths under fixed laser power. The focused laser
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Figure 5: High-resolution images of ladder-like LIPSS formed at two incident wavelengths: 900 and 2200 nm. The violet arrows show the polarization
direction.

Table 1: LSFL and HSFL spatial periodicities for each wavelength and corresponding parameters.

Incident wavelength
(λ) nm

Spot diameter (µm) Optimal fluence
(J/cm2)

Effective number of
pulses per spot

ΛLSFL (nm) ΛHSFL (nm)

400 38 49.1 17 298 ± 26 56 ± 7
600 35.7 26.2 16 431 ± 23 58 ± 7
800 17 9.8 24 337 ± 44 63 ± 12
900 52.1 4.9 49 601 ± 65 73 ± 18
1200 50.9 2.7 51 649 ± 50 85.0 ± 15
1600 59.9 5.4 66 697 ± 40 91 ± 16
2000 84.9 2.0 212 1093 ± 126 115 ± 16
2200 93.4 0.8 93 949 ± 28 98 ± 15
2400 95.5 0.6 119 1003 ± 37 103 ± 13

spot diameter increases with the laser wavelength; hence,
achieving the best ladder-like structure requires adjusting the
scanning speed and step size between successive scans.

Figure 4 shows the LSFL perpendicular to the incident beam
polarization, with the HSFL forming deep inside the grooves of
the LSFL. The orientation of these embedded HSFL is perpen-
dicular to the LSFL and parallel to the incident beam polariza-
tion. In all FESEM images, the incident polarization direction is
represented by a violet arrow at the top left corner. High-resolu-
tion images of the embedded HSFL ladder-like structure is
shown in Figure 5 for two wavelengths for better understanding.
The aspect ratio of these HSFL is smaller compared to the
LSFL grooves and cannot be quantified accurately due to
instrumental limitations. Many theories suggest that the forma-
tion of HSFL structures is due to the metal surface’s self-orga-
nization after laser irradiation [62], and some theories suggest
the formation is due to the second harmonic generation at the
surface [32].

Table 1 presents the obtained LSFL and HSFL periodicities for
each wavelength along with the laser irradiation parameters.
The spatial periodicity of both LSFL and HSFL exhibits an
upward trend as the wavelength reaches 2000 nm, but subse-
quently displays a decline with further increases in wavelength.
This decline is less pronounced compared to our previous
report, as we maintained a constant incident power. The HSFL
variation trend is very similar to the LSFL trend, as evident
from Figure 6, but their orientation is perpendicular to the LSFL
and embedded inside the grooves.

Cross-sectional depth measurements
In the previous section, we examined how LIPSS vary with the
wavelength of the laser and how they behave under different
laser scanning speeds, and scanning intervals. In this section, to
investigate the reason behind the variation in the periodicity of
LIPSS, we probe the laser penetration depth of the LIPSS struc-
ture at different wavelengths. Penetration depth could be a key
parameter determining the efficiency and quality of material
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Figure 6: Variations of spatial periodicity of (A) LSFL and (B) HSFL with the incident laser wavelengths.

processing by femtosecond laser pulses. SPPs also experience
energy loss due to absorption in the metal and scattering in
other directions, which depend on the properties of the metal
[43]. The penetration depth of SPPs into the metal measures
how far the electric field of the SPP decays exponentially inside
the metal.

Ash and colleagues reported the impact of wavelength and
beam width on tissue penetration during light–tissue interaction.
They found that higher wavelengths result in greater penetra-
tion depth, while larger spot sizes do not significantly increase
penetration depth [63]. The penetration depth depends on the
material’s dielectric properties and the interface’s geometry. It
can also depend on the optical properties of the material, such
as the refractive index, absorption coefficient, reflectivity, and
laser parameters, such as the wavelength, pulse duration,
fluence, incidence angle, and polarization [64]. Generally, pene-
tration depth increases with increasing wavelength and
decreases with increasing metal conductivity [53]. In the litera-
ture, most researchers used high-intensity pulse lasers for works
on laser welding and substrate melting [57,58,61,63-67]. How-
ever, we could not find any experimental works dedicated to
unraveling the penetration depth of LIPSS for the broadband in
the existing literature.

As we know, energy penetration depth under intense femto-
second laser irradiation can be described by the following equa-
tion:

where d is the skin depth of the material,  is the intensity-
dependent complex refractive index, and  is the imag-
inary part of the refractive index, responsible for absorption at
the given intensity [68,69]. If the incident light wavelength in-
creases, the skin depth of the material also increases. This
means that longer wavelengths can penetrate deeper into the
metal than shorter wavelengths, creating a larger plasma
volume. However, under femtosecond laser processing, the ma-
terial response depends on specific properties of the material,
such as plasma formation, nonlinear absorption, and multi-
photon ionization. In such a high-intensity regime, the optical
constant of the material becomes dynamically dependent on
the laser intensity. In the linear regime, pure metals such as
copper, aluminum, and silver, which have low electrical resis-
tivity, exhibit a low penetration depth for EM waves. In
contrast, composite alloys such as stainless steel have higher
resistivity and show a higher penetration depth than pure metals
[70-72].

Figure 7 displays cross-sectional surface morphology images
for samples irradiated with 600, 1200, 2000, 2200, and 2400 nm
laser wavelength. As depicted in Figure 8 and Table 2, the
diagram reveals a contradiction to the established principle of
skin depth, as the depth of penetration increases with increas-
ing wavelengths up to 2000 nm. However, beyond 2000 nm, the
penetration depth in stainless steel diminishes. The trend of
penetration depth variation is almost similar to the LSFL peri-
odicity variation with wavelength, as shown in Figure 6A. This
indicates that the amount of plasma created by the femtosecond
laser on the surface plays a role in determining the periodicity
of the LIPSS. In general, the plasma properties depend on the
material, including the number of electrons present per unit
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Figure 7: FESEM cross-sectional images of samples irridiated with wavelegths of (A) 600 nm, (B) 1200 nm, (C) 2000 nm, (D) 2200 nm, and
(E) 2400 nm.
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Figure 9: Penetration depth as function of the incident power at a wavelength of 800 nm. (a) 20 mW, (b) 150 mW, and (c) 300 mW.

Figure 8: Penetration depth as function of the incident wavelength
(400–2200 nm).

Table 2: Shows the penetration depth and aspect ratio corresponding
to the different incident laser wavelengths.

Wavelength (nm) Penetration depth d (µm)

400 1.7 ± 0.1
600 2.6 ± 0.2
800 4.5 ± 0.3
1200 4.1 ± 0.0
1600 7.2 ± 0.1
2000 13.5 ± 0.4
2200 7.9 ± 0.6
2400 8.0 ± 0.5

volume in the plasma and their characteristic frequency. The
frequency at which unbound electrons within stainless steel
oscillate in the presence of an electromagnetic field is known as
the plasma frequency. The metallic substance’s electron

density and effective electron mass also affect the plasma fre-
quency.

where ωp is the plasmonic frequency, ne is the electron density,
and me is the effective mass of the electron.

Stainless steel has a more complex electron density than pure
metals because it is composed of a mix of iron, chromium,
nickel, and other elements. Stainless steel’s electron density
varies depending on the composition and microstructure of the
alloy, typically falling around 1022 to 1023 cm−3 [73,74]. It is
conceivable that the plasma frequency can have an effect at
wavelengths exceeding 2000 nm, leading to a reduction in pene-
tration depth for larger wavelengths (2200 and 2400 nm);
detailed theory and experimental work are needed with pure
metals to confirm this.

Depth of the patterned substrate at different
powers
In this section, we investigated the penetration depth of irradi-
ated stainless steel samples across different laser power values,
employing a single wavelength of 800 nm. As the power is in-
creased, it is well known that more material from the surface
can be removed. However, the point of investigation is how the
laser-affected zone or penetration depth varies with power in
the remaining part of the material. To explore this, we irradi-
ated large areas of stainless steel surfaces using laser powers of
20, 150, and 300 mW at a constant scanning speed of 0.8 mm/s.
LIPSS are observed up to 150 mW. At higher powers, these
structures are destroyed. As highlighted in our previous discus-
sions, the integrity of the LSFL and HSFL began to deteriorate
at significantly high fluence values (Figure 2). Regardless of the
HSFL quality of formation, we investigated the penetration
depth of the laser with increasing incident power. At higher
powers, the depth of laser ablation into the material increases.
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Table 3: Weight percentages of ablated stainless steel surface on different incident wavelength.

Elemental analysis by EDS

Wavelength (nm) Cr (wt %) Fe (wt %) Ni (wt %)

400 20.73 73.46 8.69
600 20.66 73.48 8.88
800 20.54 72.85 8.56
1200 20.33 72.06 8.74
1600 20.52 73.48 8.37
2000 20.56 73.48 8.37
2200 20.41 70.96 8.64

Delving deeper, Figure 9 offers a cross-sectional view of the
large-area patterned surface, providing crucial insights into the
observed phenomena.

Our analysis revealed that the average penetration depth varied
marginally across different fluence levels, that is 4.5 µm for
20 mW, 4.6 µm for 150 mW, and 5.1 µm for 300 mW
(Figure 9). This observation leads us to conclude that under
fluences of optimal LIPSS conditions, the penetration depth ex-
hibits minimal variance in response to fluctuations in fluence
levels.

Elemental distribution on the surface of
LIPSS at different wavelengths
When subjecting a material’s surface to pulsed laser irradiation,
a fascinating phenomenon occurs, namely, the ablation of mate-
rial along the laser path, accompanied by redistribution of
metallic particles in the surrounding areas. This rapid process
leads to the formation of intricate surface nanostructures, as elu-
cidated in the previous sections. Here, we examine whether the
fundamental composition of SS undergoes any alterations with
varying incident wavelengths.

To investigate this, we conducted energy-dispersive X-ray spec-
troscopy (EDS) analysis on laser-treated stainless steel samples
across different wavelengths alongside untreated stainless steel
for comparison, as outlined in Table 3. Specifically, we exam-
ined the weight percentage of Cr, Fe, and Ni in three distinct
areas of the laser-treated surface exhibiting ladder-like LIPSS.

Figure 10b–d present spectra corresponding to the three regions,
that is, deep inside the grooves, at the upper side of the grooves,
and at a large area (as depicted in Figure 10a). Remarkably, the
EDS analysis revealed consistent weight percentages of Cr, Fe,
and Ni across all three areas. This uniformity suggests that the
elemental composition remains unchanged throughout the
whole laser-treated surface.

For a comparative study, we also measured the elements on a
polished stainless steel surface, depicted in Figure 10e.
Figure 10f–h exhibits the EDS spectra of three different regions
of the untreated surface, highlighting the presence of Cr, Fe, Ni,
Mg, and C. However, magnesium and carbon are comparative-
ly lower in abundance and not uniformly distributed in the
unablated sample, and these peaks do not appear after the abla-
tion at all wavelengths. This slight variation in elements be-
tween the laser-treated and untreated samples can be attributed
to the highly intense femtosecond laser and its interaction with
matter and the fact that these low-atomic-weight species could
have escaped from the system.

Conclusion
For the first time, we demonstrated the fabrication of ladder-like
LIPSS over a large area, with controllable periodicities ranging
from 250 to 1200 nm by selecting the appropriate femtosecond
laser irradiation wavelength. These controlled nanoscale LIPSS
can be created over a large surface area, limited only by the
scanning range of the instruments, offering a facile method for
industrial applications. Our findings revealed that the period-
icity of LIPSS increased with the laser wavelength up to
2000 nm, followed by a decrease at 2200 and 2400 nm. Current
theories and mechanisms could not explain this anomalous
trend, indicating a complex interplay of factors influencing ma-
terial processing by femtosecond laser pulses. We investigated
cross-sectional depth measurements on fabricated sheets to
unravel this puzzle. Our studies demonstrated a perfect correla-
tion between the penetration depth of the laser at each wave-
length and the periodicity achieved at that wavelength. These
results reveal that the reorganization of the material or the
plasma created by the femtosecond lasers play an important role
in forming LIPSS, along with the electromagnetic interactions
of the surface plasmon modes. Furthermore, our EDS analysis
showed that the material distribution is homogeneous, regard-
less of the irradiation wavelength. Overall, our study provides
valuable insights into the mechanisms and optimization of
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Figure 10: Showing the EDS elemental analysis for laser-treated and untreated stainless steel surface. (a) SEM image of laser-treated SS substrate,
we picked three areas whose EDS spectra are shown in b, c, and d. (e) SEM image of bare SS surface, (f–h) elemental distribution corresponding to
the different untreated polished stainless steel substrate areas.

LIPSS formation on stainless steel surfaces using femtosecond
laser pulses. The findings have significant implications for
developing new theories of light–matter interaction and various
applications such as surface functionalization, microfabrication,
and developing advanced materials with tailored surface proper-
ties.
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Abstract
The development of modern metal deposition techniques like focused ion/electron beam-induced deposition (FIBID/FEBID) relies
heavily on the availability of metal-organic precursors of particular properties. To create a new precursor, extensive testing using
specialized gas injection systems is required along with time-consuming and costly chemical analysis typically conducted using
scanning electron microscopy (SEM). This process can be quite challenging due to its complexity and expense. Here, the response
of new metal-organic precursors, in the form of supported thick layers, to the ion beam irradiation is studied through analysis of the
chemical composition and morphology of the resulting structures. This is done using SEM backscattered electron/energy-disper-
sive X-ray spectroscopy along with machine learning data processing techniques. This approach enables a comprehensive fast
examination of precursor decomposition processes during FIB irradiation and provides valuable insights into how the precursor’s
composition influences the final properties of the metal-rich deposits. Although solid-layer irradiation differs from gas-phase depo-
sition, we think that our method can be employed to optimize pre-screen and score new potential precursors for FIB applications by
significantly reducing the time required and conserving valuable resources.

1942

Introduction
A variety of nanomanufacturing techniques, such as optical and
electron-beam lithography, nanoimprint lithography, atomic
layer deposition, chemical mechanical polishing, and laser

nanopatterning, enable the creation of nanostructures and nano-
scale devices. However, a major limitation of these methods is
their inability to effectively produce high-resolution three-
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dimensional nanostructures [1-4]. In contrast, focused electron
or ion beam-induced deposition (FEBID/FIBID) allows for the
precise fabrication of two- and three-dimensional nanostruc-
tures with well-defined shapes and dimensions ranging from 5
to 10 nm [1,5-10]. This high spatial resolution is achieved by
precisely controlling the position and duration of the electron or
ion beam pulses. In FEBID and FIBID, volatile precursor mole-
cules are delivered to the substrate surface via a gas injection
system (GIS), where they adsorb and are subsequently decom-
posed by a focused electron or ion beam with energies in the
kiloelectronvolt range. While commercial FIBID systems com-
monly employ Ga+ ions, alternative ion species such as He+,
Ne+, Ar+, or Xe+ can also be used [11-14]. The resulting
FEBID/FIBID deposits are widely used for repairing photolith-
ographic masks and printing or modifying integrated circuits. In
addition, they are applied for the fabrication or modification of
cantilevers in AFM and scanning optical near-field microscopy,
and as plasmonic materials [15-19]. FEBID/FIBID techniques
combine the advantages of direct-write lithographic processes,
for example, high spatial resolution, site-specificity, no need for
masks, and resistance, with the flexibility of depositing materi-
als on non-planar surfaces [4,5,14].

The FIBID method has several advantages compared to the
FEBID technique in depositing thin films on substrates. First,
ions generate more secondary electrons on the substrate surface
than electrons, leading to faster deposition growth (around
100 times). Second, FIBID deposits have higher metal content
and lower resistivity compared to FEBID. However, there are
some disadvantages to FIBID, such as the larger size of noble
gas and metal ions that penetrate to smaller depths in solids and
result in significant beam-induced substrate defects (e.g., Ga
atom implantation). Additionally, material growth is required to
compete with the FIB milling process [4,9]. The use of ions
instead of electrons, like in FEBID, offers several benefits, in-
cluding enhanced film quality and adhesion, better control over
the growth process, and greater flexibility in material selection
(the ability to deposit a variety of different materials). The
usage of ions opens new possibilities for materials develop-
ment and applications [20,21].

Until now, the development of FEBID has relied on precursors
used for chemical vapor deposition (CVD), a thermally driven
process. However, these kinds of precursors were not opti-
mized for the electron- and ion-driven FEBID and FIBID pro-
cesses [4,5,14]. Important classes of FEBID-tested compounds
for group-11 elements have been β-diketonates and carboxyl-
ates. These compounds were used previously in CVD, and
β-diketonates are the most common CVD precursors, yielding
films of high purity up to 99 atom % [5,15,22-26]. In FEBID,
silver(I) carboxylates, in contrast to β-diketonates, result in high

metal content in the deposits. Recent research [5] using
[Ag2(μ-O2CR)2], where R = CF3, C2F5, C3F7, t-Bu, or
C(Me)2Et, showed that these carboxylates can be dissociated
via focused electron beams, yielding deposits with satisfying
metal content (purity up to 76 atom % Ag). However, for the
copper(II) carboxylate [Cu2(μ-O2CC2F5)4], the fabricated mate-
rials have only up to 23 Cu atom % [5,15,22-26]. This shows
that the electron beam-induced decomposition is influenced by
the ligand and also by the coordination center.

Due to the key role played by secondary electrons in the decom-
position of FIBID precursors, FIBID precursor compounds are
limited to those used and tested in FEBID processes. Prelimi-
nary studies of new or potential FEBID precursors employ elec-
tron ionization mass spectrometry and gas-phase cross-beam
experiments (dissociative ionization and dissociative electron
attachment), but more informative are investigations into the
interactions of molecules adsorbed on the surface, such as elec-
tron-stimulated desorption, high-resolution electron energy loss
spectroscopy, and focused electron beam secondary ion mass
spectrometry [5].

To characterize compounds in terms of their applicability in the
FIBID process, comparisons are made with the FEBID process,
and decomposition mechanisms are proposed. Studies have
been conducted on ion–molecule interactions in both solid
and gas phases. Ultrahigh vacuum experiments on a few
monolayers of FIBID precursors, such as [Ru(CO)4I2],
[(η5-C5H5)Fe(CO)2Re(CO)5], and [Fe(CO)5], have been used to
elucidate decomposition pathways. These studies also enabled a
clear distinction between the processes occurring under ion irra-
diation and under electron irradiation. Furthermore, investiga-
tions on the gold complex [AuMe2(hfac)] have allowed for the
assessment of the influence of ion type (mass) and ion energy
on molecular decomposition. Gas-phase interactions between
[Fe(CO)5] molecules and ions of helium, neon, argon, and
krypton were carried out. However, the authors noted that these
results may not accurately reflect the behavior of the precursor
on the surface during actual FIBID processing since the condi-
tions under which the study was conducted (pressure and clean-
liness) differ significantly from those of a typical FIBID process
[14].

To guide the development of more effective precursors for
FEBID, a pre-screening strategy combining electron ionization
mass spectrometry (EIMS) and volatility testing is typically
applied. EIMS reveals how ligands respond to electron irradia-
tion; simple molecules such as CO and CO2 detach cleanly,
making them “favorable” in FEBID. In contrast, anionic or
polyhapto ligands, such as cyclopentadienyl (Cp) or allyl frag-
ments, readily fragment form CxHy matrices, leading to film
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contamination and degradation of structural quality. Halogen
atoms (e.g., Cl and Br) remain bound during initial irradiation
and are typically released only at high electron doses, posing
risks of side reactions or inhomogeneous film formation.
Volatility is assessed via the sublimation temperature; precur-
sors with an onset below 100 °C are considered suitable for effi-
cient transport through a GIS. Those with higher sublimation
points are unlikely to reach the deposition zone and are thus
disqualified early. Despite its advantages, EIMS pre-screening
has significant limitations; it cannot determine the final film
composition, metal oxidation states, or actual deposition effi-
ciency. Results are also sensitive to sample purity and
ionization conditions, and the method does not replicate the real
gas-phase or ion-beam environments encountered in FIBID
[27].

One has to mention that testing new metal-organic precursors
for the use in FEBID/FIBID is a tedious time-consuming task,
which requires costly experimental (non-commercial) GIS
systems. The primary objective of this precursor testing is to
optimize deposition parameters, specifically targeting high
metal content (favoring minimal impurities of gallium from the
FIB source) and reduced ion currents. It is also important to op-
timize beam energy for the deposition. Tripathi et al. [27] corre-
lated ion beam parameters to the deposition characteristics
using Ga FIB and various available precursors. Several tests of
many different new precursors have to be done before deciding
which compound is the most promising one. Therefore, we used
in our studies copper(II) and silver(I) carboxylate complexes
such as non-fluorinated pivalate [Cu2(μ-O2Ct-Bu)4]n [28,29],
perfluorinated pentafluoropropionates [Cu2(µ-O2CC2F5)4] [30],
[Ag2(μ-O2C2F5)2] [31] and the heteroligand complex with
the same carboxylate  and pentaf luoropropamidine
[Cu2(NH2(NH=)CC2F5)2(µ-O2CC2F5)4] [32], as new potential
precursors for the applications in focus ion beam induced depo-
sition (FIBID) using gallium ions. We focused on a commonly
used 30 keV FIB ion beam energy in our systematic decomposi-
tion studies.

Here, we present a pathway for unraveling how the chemical
composition of metal-organic precursors affects their decompo-
sition when irradiated with FIB in the form of supported layers.
A decomposition process of the studied layer was quantitative-
ly monitored by scanning electron microscopy backscattered
electron (SEM BSE) analysis. For each studied precursor, an
optimal ion fluence was determined, defined as the ion fluence
at which the sputtering of the formed metal-rich structures
becomes the dominant process, exceeding the rate of precursor
decomposition and material buildup. While sputtering occurs
throughout ion irradiation, this point marks the transition
beyond which further irradiation leads primarily to material

removal rather than the structure growth. The structures formed
at “the optimal” ion fluence were examined by scanning elec-
tron microscopy energy-dispersive X-ray spectroscopy (SEM
EDX) together with machine learning-based hyperspectral data
processing, which uses non-negative matrix factorization
(NMF) to separate the EDX signals of structures from the ones
of the substrate. As already shown, this type of analysis greatly
enhances the applicability of SEM EDX for the analysis of
nanostructures [33]. Finally, we determined the quantitative
chemical composition of the formed metal-rich deposits (struc-
tures). While the decomposition of precursor layers presents a
significant challenge compared to gas-phase deposition driven
by differing mechanisms, our approach of layer analysis offers
crucial insights into the fundamental physics of metal deposi-
tion from metal-organic precursors. Furthermore, we believe
that our methodology could be effectively utilized as a valuable
tool for precursor screening. The use of a new compound as a
FIBID/FEBID precursor necessitates a series of preliminary
tests to confirm volatility and sensitivity to secondary electrons.
Refining the conditions for efficient precursor delivery via the
GIS system and its subsequent decomposition under ion beam
influence requires testing in a difficult-to-access experimental
reactor. Given the time- and cost-intensive nature of analyzing
the morphology and composition of the deposits, we propose a
method/approach to minimize studies within the experimental
reactor and identify promising potential precursors.

Testing Pathway and Methods Used
The proposed approach for effectively testing new metal-
organic precursors involves a series of steps that are crucial to
ensure accurate and comprehensive results. These stages
include: (1) Deposition of the precursor onto a Si(111) sub-
strate through sublimation using previously established parame-
ters [22,29,32,34]. This step allows for precise control of the
thickness of the precursor layer on the substrate. (2) Per-
forming SEM imaging of the growth layers, which provide
detailed information about the surface structure and composi-
tion of the precursor layer. They are essential for understanding
how the precursors are decomposed under the following FIB ir-
radiation and what kind of morphology is developed for the
finally formed metal-rich structures. (3) Analyzing BSE images
of the evolving surface morphology at successive stages of FIB
irradiation in order to determine “the sputtering point”, that is,
the threshold ion fluence at which the sputtering becomes the
dominant process over structure growth, leading to the erosion
of the formed metal-rich deposits. This threshold provides
insight into the precursor’s resistance to ion bombardment and
is crucial for assessing its stability and reactivity under process-
ing conditions. (4) Collecting SEM EDX hyperspectral data,
which involves acquiring multiple X-ray spectra from different
points of the final sample morphology. This step allows for a
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Figure 1: (a) SEM secondary electron images showing thickness and morphology of the precursor layers of 1–4. (b) Infrared spectra before (black)
and after sublimation on a silicon wafer (blue) for the compounds 1–4 (p = 10−2 mbar).

more detailed analysis of the chemical composition and distri-
bution of elements within the irradiated sample. (5) Decom-
posing SEM EDX hyperspectral data using advanced algo-
rithms to separate and identify individual components within
the irradiated sample. This process is essential for obtaining
accurate and reliable information about the chemical composi-
tion of developed deposits. (6) Determining the chemical com-
position of the developed structures using the EDX ZAF tech-
nique, which is a high-resolution analytical method that can
provide elemental information at the nanoscale. This step
ensures precise identification and quantification of all elements
present in the grown structures. (7) The final step involves
examining the chemical composition of the resulted precursor
layers and coupling it with ion beam parameters to score the
precursor usability. This stage is crucial for determining the
potential applications and limitations of new metal-organic pre-
cursors in various fields.

In the following, each of these steps will be explored in greater
detail, providing a more in-depth understanding of the pro-
posed pathway for successful testing of the new potential FIBID
precursors.

The Fabrication of the Precursor Thin
Layer
The metal-organic precursors films for the FIB/SEM experi-
ments were deposited by sublimation using a glassware subli-
mation apparatus. The Si(111) wafer was placed in the special
holder on the cold finger of the apparatus. The process was per-
formed under a pressure of 10−2 mbar and at the following tem-
peratures: 418 K − [Cu2(μ-O2Ct-Bu)4] [29] (1), 393 K −
[Cu2(NH2(NH=)CC2F5)2(µ-O2CC2F5)4] [32] (2), 413 K −

[Cu2(µ-O2CC2F5)4] (3), and 413 K [Ag2(μ–O2CC2F5)2] (4)
(Figure 1). The conditions for depositing layers of compounds 1
and 2 were previously determined [29,32]. In a similar way, the
layers of the complexes 3 and 4 were prepared. The grown layer
compositions were checked by IR spectroscopy before electron
beam irradiation. IR spectra were registered with a Vertex 70V
spectrometer (Bruker Optik, Leipzig, Germany) using a single
reflection diamond ATR unit (400–4000 cm−1). IR spectra of
the obtained layers and the initial compounds 1–4 are presented
in Figure 1b. The spectra showed characteristic νas(COO) and
νs(COO) bands of bonded carboxylate ligands (compounds
1–4), as well as νas(NH2), ν(=NH), δ(NH2), and ν(N=C−N)
bands of coordinated amidine ligands for complex 2 (Figure 1b
and Supporting Information File 1, Table S1) confirming the
formation of suitable layers of the studied complexes.

SEM operating in secondary electron mode provided clear and
precise images of the deposited layers (Figure 1a). The thick-
ness of the grown layers was determined, yielding 8.14 µm for
1, 6.03 µm for 2, 1.41 µm 3, and 1.07 µm for 4. The experi-
ments were conducted using a dual-beam SEM/FIB microscope
“Quanta 3D FEG” manufactured by FEI. The microscope is
equipped with a gallium FIB and an EDAX Ametek SDD EDX
detector setup.

FIB/SEM Irradiation Experiments and
EDX Chemical Composition
Quantification
In these experiments, a 30 keV energy beam was employed for
raster scanning over a 50 µm × 50 µm square area with a dwell
time of 200 ns. Ion beam current and duration of the experi-
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Figure 2: (a) SEM BSE morphology evolution studies of precursor 4 layer decomposition during gallium FIB irradiation experiments. (b) SEM BSE in-
tensity (proportional to the atomic number Z) changes of the formed structures, as in (a), during gallium FIB irradiation experiments for precursor 4.
The BSE intensity increases during FIB irradiation (metal content increases), the precursor decomposes up to sputtering point at which the formed
metal-rich structures do not further develop and sputtering of the structures by FIB gallium ions dominates. (c) SEM BSE morphology before (initial
surface) and after gallium FIB decomposition experiments of the layers of precursors 1–4.

ments were adjusted (within a range of 1 to 10 nA for the ion
current, and 10 s to 10 min the irradiation) in order to achieve
the optimal ion fluence necessary for the decomposition of the
entire precursor layer. Time-dependent changes in the morphol-
ogy of the irradiated films were tracked using the SEM BSE
signal, which is directly proportional to the average atomic
number Z. BSE morphology changes during Ga FIB experi-
ments for the precursor 4 are presented in Figure 2a. The initial
layer consists of grain-like structures, the blurred BSE contrast
indicates that the layer has a rather homogeneously distributed
chemical composition, and only a few low-contrast grooves are
visible. During ion irradiation, the BSE contrast increases
strongly already in the very early stages of bombardment. An
increasing number of (“grid”) dark contrast grooves separating
elongated island-like features become more apparent. The pre-
cursor layer underwent decomposition leading to the develop-
ment of surface features enriched with metallic element of the
primary film.

The quantitative changes are presented in Figure 2b, which
shows the mean BSE signal intensity, acquired while imaging
the surface structures formed, as a function of the ion beam irra-
diation time. It is seen that, at the initial stages of irradiation,
the BSE signal rapidly rises (in comparison to the not irradiated
reference sample). Next one sees increase of the metal content,

and the precursor decomposes. Finally, the BSE signal rapidly
drops; all precursor material already decomposed into the
metal-rich phase, the sputtering of the metal phase has begun to
dominate, and the layer is getting thinner and thinner and finally
is sputtered off (as in Figure 1b–e). From this dependence, one
can determine the optimal sputtering point, that is, the maximal
ion dose to decompose the given precursor layer without domi-
nant sputtering, after which we stop the experiments. In
Figure 2c, BSE morphologies of the four studied precursors 1–4
are shown. The BSE morphology of the initial (reference) mate-
rial is presented together with the BSE morphology of the pre-
cursors after Ga FIB experiments regarding the optimal sput-
tering point.

It is seen that, for all precursors the morphology changed signif-
icantly; all precursors decomposed into a metal-rich phase. The
initially compact films change to a network of interconnected
and elongated island-like structures. In order to determine the
chemical composition of the resulting structures, EDX data
were collected in the hyperspectral mode, that is, for each x,
y-position a full EDX spectrum was collected. The EDX mea-
surements were performed at 20 keV electron beam energy. The
EDX data were analyzed first by generating net count (back-
ground subtracted) maps of the elements. Figure 3a shows the
SEM EDX hyperspectral mapping analysis results for precursor
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Figure 3: (a) Results of the SEM EDX hyperspectral mapping analysis of the precursor 4 layer after gallium FIB decomposition experiments; from left:
BSE image and corresponding elemental net count maps of C K, O K, F K, Si K, and Ag L lines. Results of machine learning NMF decomposition of
the collected SEM EDX hyperspectral data b)–d). NMF loadings showing spatial distribution of the NMF decomposition components b) substrate,
c) structures together with NMF factors corresponding to the decomposed EDX signal d). It is seen that the EDX silicon substrate signal is succesfully
separated from the signal of the metal-rich structures (Si K peak). This allows for the chemical composition quantification via EDX ZAF method.

4 after Ga FIB decomposition experiments, including the BSE
image and the corresponding elemental net count Kα maps for
the elements C, O, F, and Si, as well as the Ag Lα map (see
Supporting Information File 1, Figure S2–S4 for other precur-
sors). In all cases, the maps show that the formed structures are
enriched in metal. In the next step, the EDX data were
processed by machine learning NMF as described in details in
Jany and colleagues [33]. In Figure 3b,c, the spatial distribution
of the individual elements derived from NMF is depicted in the
form of loading plots for the substrate and the structures. These
plots are shown in color to visually distinguish between the dif-
ferent elements. The substrate layer is shown in blue, while the
structure features are displayed in orange. Additionally, the
NMF factors that correspond to the decomposed energy-disper-
sive X-ray spectra are shown in Figure 3d. It is evident that the
performed NMF has successfully separated the EDX signal
originating from the grown structures from the EDX signal
coming from the silicon substrate. Subsequently, these distinct
EDX signals were employed to quantify the chemical composi-
tion of the structures using an energy-dispersive X-ray EDX
ZAF method in a standardless approach.

Results and Discussion
The chemical compositions of the formed structures are
presented in Table 1. The table shows the parameters of gallium
ion FIB experiments carried out on deposited layers of 1–4 at
their optimal sputtering point, along with SEM EDX chemical
composition analysis of the formed structures on the sample
surface. For the initial precursor composition please see Table
S2 in Supporting Information File 1. To ensure a fair and accu-
rate comparison between different precursor parameters, it was
necessary to take into account the different thicknesses of the
precursor layers. In order to achieve this, we decided to utilize
an ion fluence that had been normalized to the specific height of
the individual precursor layer, Fh = fluence/(layer height). The
fluence [ions·cm−2] and fluence per height [ions·cm−2·μm−1]
values are also presented in Table 1 as well as the results from
previous FEBID experiments for the complexes 3 and 4
[5,15,23]. In the absence of FIBID data for the precursors, the
FEBID experiments provide a valuable means of comparison to
the gas-phase studies. The results allow us to evaluate the per-
formance of the new precursors by correlating ion beam param-
eters with the chemical composition of the forming structures.
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Table 1: Fluence and Fh = Fluence/(layer height) of the final Ga FIB experiments performed (at optimal sputtering point) on layers of precursors 1–4,
together with SEM EDX chemical composition of the formed structures after precursor decomposition. The volume/dose is also estimated for each
precursor. Results of previously performed FEBID experiments are given for comparison. In the final column, a metric called precursor score (Sp) is
included, which is calculated as metal content divided by [gallium content × log(Fh)].

Precursor Parameters of Ga FIB experiments SEM EDX content of the formed metal-rich structures on the
sample surface [atom %]

Sp

fluence
[ions/cm2]

Fh
[ions·cm−2·
μm−1]

volume/dose
[μm3·nC−1]

C N O F Ga metal

1 1.2 × 1018 1.47 × 1017 0.0090
(0.0054)

62.57
(0.13)

– 7.73
(1.5)

– 22.22
(0.44)

Cu:
15.39
(0.31)

0.040

2 4.49 × 1016 7.45 × 1015 0.023
(0.014)

24.5
(4.9)

11.6
(2.3)

6.65
(1.3)

24.2
(4.8)

<0.3 Cu: 33.1
(0.66)

6.951

3 1.5 × 1017 1.06 × 1017 0.0030
(0.0018)

22.21
(0.89)

– 10.98
(2.2)

15.18
(0.61)

8.69
(0.35)

Cu:
42.93
(0.86)

0.290

3 FEBID
[15]

– – – 51–5 – 2–44 44–8 – Cu:
19–23

–

4 1.5 × 1016 1.40 × 1016 0.21 (0.13) 17.27
(1.7)

– 2.99
(1.5)

15.74
(1.6)

1.44(0.72) Ag: 64.0
(1.3)

2.753

4 FEBID
[23]

– – – 20–47 – 1–34 3–5 – Ag:
33–76

–

Pt FIBID
[35,36]

– – 0.5 24–58 – 2–4 – 20-28 Pt:
24–46

–

Analysis of the data in Table 1 enables us to determine how the
potential new precursor is modified under the Ga FIB ion beam
exposure. It is seen that for the precursor 3 and 4, the final
metal content obtained under Ga+ FIB irradiation is compa-
rable to that obtained in FEBID experiments.

It can be seen that the gallium content increases with Fh. It is
also worth to notice that the 30 keV gallium ion range in copper
and silver is almost the same (the longitudinal ranges of gallium
ions as calculated by SRIM are 11.6 nm for copper, 11.0 nm for
silver, and 28.6 nm for silicon). Additionally, we calculated the
volume-to-dose rate for each studied complex based on the
dimensions of the final structures and the applied ion dose. This
enables us to compare the ability of studied precursors to form
metal-rich structures under gallium ion FIB irradiation with that
of the commonly used Pt precursor trimethyl(methylcyclopenta-
dienyl)platinum(IV) [Pt(η5-CpMe)Me3] [35,36]. The results in-
dicate that precursors 2 and 4 exhibit a performance compa-
rable to that of the Pt precursor, with precursor 4 being the most
comparable. Our ultimate goal was to identify the promising
precursor that would exhibit a high metal content while mini-
mizing gallium accumulation and decomposing efficiently at
low ion fluence Fh. Detailed analyses of the chemical composi-
tion of the formed structures are presented in Figure 4. It is
evident that the precursor 4 gave the highest metal content
among the tested compounds, as observed in the atomic per-
centage values in Figure 4a. Figure 4b presents a visual repre-
sentation of the ratio of gallium to the total metal content in the

final structures. This allows for a comparison of gallium content
to other metals within these structures, highlighting variations
or trends among the different precursors. The data shows that,
in the final metallic structures, precursor 1 yields a significant-
ly higher gallium-to-other-metals ratio compared the other pre-
cursors. We also examined the relationship between ion fluence
Fh and both the total metal content and the gallium content in
the resulting structures. This analysis is illustrated in Figure 4c
and Figure 4d, which show the metal and gallium atomic per-
centages normalized to Fh. The analysis revealed that precur-
sors 2 and 4 yielded the highest metal content per unit of Fh, in-
dicating that they decomposed most efficiently under Ga ion ir-
radiation. In contrast, precursor 1 exhibited a higher propensity
for gallium absorption during irradiation. By analyzing the ion
beam-induced decomposition of the precursors, which resulted
in the formation of structures with varying chemical composi-
tion, we were able to assign performance scores to each precur-
sor. To visualize the relationship between the three key parame-
ters, that is, gallium content, metal content, and Fh, we
presented them in a three-dimensional scatter plot (Figure 4e).
To support the selection of the most suitable precursor, we de-
veloped a precursor score Sp = (metal content)/(galium content
× log(Fh)), as summarized in Table 1. This scoring system
prioritizes precursors that, upon decomposition, yield structures
with high metal content and low gallium content at the minimal
ion fluence Fh and accurately reflects each precursor’s overall
performance. This parameter allowed for a quick numerical
assessment of precursor performance, helping to identify the
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Figure 4: Investigation of chemical composition (precursor performance) for the studied precursors 1–4 after gallium FIB experiments. (a) Metal
content in atom % in the final structures. It is seen that precursor 4 yields the highest metal content. (b) Ratio of gallium to metal in the final structures.
Precursor 1 accumulates the highest amount of gallium in comparison to metal. Ratio of (c) metal and (d) gallium atom % to ion fluence Fh. Precur-
sors 2 and 4 decompose most easily during FIB experiments producing the highest amount of metal per ion fluence Fh. Precursor 1 absorbs the most
gallium in terms of amount of gallium per fluence during irradiation. (e) Three-dimensional representation showing the relationship between gallium
content, metal content, and ion fluence Fh. (f) Average metal content in atomic percent obtained for precursors 3 and 4 using FEBID versus the metal
content of the precursors as determined by our layer decomposition method.

most suitable candidates for further investigation or use in
FIBID. In this context, the results indicate that precursors 2 and
4 appeared to yield the best balance among all three optimized
parameters and among the four studied compounds. Finally, to
validate our approach, we compared the FEBID metal content
data available in the literature (Table 1) with the values ob-
tained using the present layer decomposition methodology
(Figure 4f). The figure shows the average atomic metal content
for precursors 3 and 4 measured in FEBID experiments versus
the metal content determined using our ion-beam-based decom-
position method. It is seen that, on average, there is a relation
between these two values of the metal content. Independently of
the different mechanisms governing layer decomposition under
ion beam irradiation and gas-phase deposition in FEBID, our
results demonstrate that the proposed method provides valuable
insight into the behavior of metal deposition from metal-organic
precursors. We also believe that our methodology could be used
as a valuable tool for rapid precursor screening and evaluation.

All of our precursor tests, as well as the final precursor scoring
process, were carried out using a straightforward and widely
accessible testing method. This approach involved conducting

precursor layer tests on SEM and utilizing both BSE and EDX
analyses. By employing this commonly available methodology,
we aimed to ensure that our results would be replicable and
relevant to a wide range of potential precursors. The collected
SEM BSE and EDX data together with an exemplary Python
Jupyter notebook to analyze EDX hyperspectral data are freely
available from Zenodo [37].

Conclusion
In this research, we studied the ion-beam-induced decomposi-
tion of four Cu or Ag metal-organic precursors (i.e., ([Cu2(μ-
O2Ct-Bu)4] (1), [Cu2(NH2(NH=)CC2F5)2(µ-O2CC2F5)4] (2),
[Cu2(µ-O2CC2F5)4] (3), and [Ag2(μ-O2CC2F5)2] (4)) exposed
to 30 keV gallium FIB irradiation. Individual precursor layers
were deposited onto silicon substrates via sublimation and
subsequently exposed to gallium FIB irradiation. The optimal
ion fluence for each precursor was determined by monitoring
changes in the BSE signal intensity associated with the evolving
surface morphology. The resulting metal-rich surface structures
were analyzed using SEM EDX processed by machine learning
techniques to extract the chemical composition. The study
revealed that the silver precursor 4 produced the highest overall
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metal content in the final structures, while the copper precursor
1 resulted in the highest level of gallium incorporation. The
copper precursors 2 and 4 demonstrated superior performance
in terms of metal yield per unit of ion fluence per height, Fh, in-
dicating that they decomposed more readily compared to the
other tested precursors. To evaluate the overall effectiveness of
each precursor, a scoring system called precursor score, Sp, was
introduced, which incorporates metal content, gallium content,
and ion fluence per height required for decomposition. The
results showed that precursors 2 and 4 achieved the highest pre-
cursor scores, indicating their superior ability to balance all
three parameters. It is worth to notice that precursor 4, which is
Ag-based, was also tested in FEBID and gave very good results.
To validate our approach, we compared our results with FEBID
data, revealing a consistent relationship between the two
methods regarding the final metal content. The study highlights
the importance of understanding the chemical composition of
various potential precursors for producing metal-rich structures
using Ga FIB techniques. By employing a straightforward
testing methodology, we identified promising carboxylate com-
plexes that could potentially be applied across various fields
and applications. Analyzing precursor layer decomposition
presents unique challenges compared to gas-phase metal depo-
sition due to differing underlying processes. However, our
method consistently provides valuable insights into the physics
governing metal deposition from metal-organic precursors. This
approach shows significant potential as a tool for evaluating and
selecting promising precursor materials and could accelerate the
development of metal-organic precursors specifically tailored
for FIB, offering a cost-effective route to novel nanofabrication
applications.
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