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Abstract

Employing quantitative structure—activity relationship (QSAR)/ quantitative structure—property relationship (QSPR) models, this
study explores the application of fullerene derivatives as nanocarriers for breast cancer chemotherapy drugs. Isolated drugs and two
drug—fullerene complexes (i.e., drug—pristine Cg( fullerene and drug—carboxyfullerene C5o—~COOH) were investigated with the pro-
tein CXCR7 as the molecular docking target. The research involved over 30 drugs and employed Pearson’s hard—soft acid—base
theory and common QSAR/QSPR descriptors to build predictive models for the docking scores. Energetic descriptors were com-
puted using quantum chemistry at the density functional-based tight binding DFTB3 level. The results indicate that drug—fullerene
complexes interact more with CXCR?7 than isolated drugs. Specific binding sites were identified, with varying locations for each
drug complex. Predictive models, developed using multiple linear regression and IBM Watson artificial intelligence (Al), achieved
mean absolute percentage errors below 12%, driven by Al-identified key variables. The predictive models included mainly quanti-
tative descriptors collected from datasets as well as computed ones. In addition, a water-soluble fullerene was used to compare
results obtained by DFTB3 with a conventional density functional theory approach. These findings promise to enhance breast
cancer chemotherapy by leveraging fullerene-based drug nanocarriers.
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Introduction

Breast cancer is the most diagnosed cancer in women and the
second leading cause of cancer-related mortality in women
[1,2]. Heritage is the most critical risk factor, and 15 to 20% of
breast cancer is familiar [3]. One of the characteristics of breast
cancer is that it can be wholly cured given an early diagnosis
[4]. The mortality rate from breast cancer has been reduced by
1.9% annually from 2002 to 2011 and 1.3% from 2011 to 2020
[5]. Diagnostics and treatments have continuously improved
through the years. However, the situation is different in each
country considering the costs and technological advances in
each country. In the United States, 300,590 cases of breast
cancer had been estimated for the year 2023, with a total of
43,700 deaths [6]. Latin America has over 210,000 new cases
and around 60,000 deaths yearly [7]. For the year 2020, it was
estimated that about 2.3 million breast cancer cases were diag-
nosed in women globally, and about 685,000 died from this
disease [8]. A recurrent problem with standard treatments are
the side effects. Regarding the use of chemotherapeutic drugs,
such issues are nephrotoxicity of cisplatin, cardiotoxicity of
doxorubicin, and pulmonary fibrosis from the use of bleomycin
[9-11]. Besides, in the case of radiotherapy, fibrosis, atrophy,
and neuronal damage caused by irradiation can occur [12,13].
Consequently, novel treatments try to reduce the secondary
effects while retaining the benefits of standard approaches.

Chemotherapy is one of the most extensively applied treat-
ments for breast cancer, with different drug targets depending
on the type of cancer. Progesterone- or estrogen-receptor-posi-
tive tumors are related to cancers with low mortality [14].
Another common target in chemotherapy is human epidermal
growth factor receptor 2 (HER2). Only 15 to 20% of all tumors
are HER2-positive, overexpressing Erb-B2 receptor tyrosine
kinase 2 (ERBB2) in the cell membrane. HER2 tumors are
usually more aggressive than other ones, but the advantage is
that their treatment is very effective [15]. Another chemo-
therapy target is the chemokine C-X-C motif receptor 7
(CXCR7) [16,17]. This G-protein is targeted because studies
show a possible positive effect on inhibiting the metastasis of
cervical cancer cells [18]. However, more clinical and preclin-
ical studies on CXCR7 and its co-player CXCR4 are required
since alterations have been detected in diseases such as cancer,
central nervous system and cardiac disorders, and autoimmune
diseases [16].

In recent years, nanomaterials have attracted the attention of
different scientific communities by providing them with new
solutions for drug delivery [19,20]. These nanotechnological
applications have made it possible to obtain treatments that
release substances at specific sites of interest, reducing the re-

quired drug amount and side effects. Nanostructures to form
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these drug delivery systems can be divided into organic and in-
organic [19,20], with the latter one being the less extensively
studied. One option currently considered in pharmacy and
medicine is carbon-based nanomaterials because of their physi-
cochemical, mechanical, electrical, thermal, and optical proper-
ties [19,20], as well as their capacity to modify existing drugs.
Fullerene derivatives have been proposed recently, particularly
those obtained from fullerene Cgg [21]. The unmodified fuller-
ene Cgq 1s known as a “free radical sponge” because its double
bonds tend to accept free radicals [22]. Because of its size, sur-
face area, and capacity to extinguish or generate reactive
oxygen species, Cg( is very promising in medicine and clinical
therapy [23,24]. It is also possible to modity pristine fullerenes
by adding polar functional groups (e.g., -COOH, —OH, or
—NH,), to improve water solubility, antioxidant properties, and
even biological activity [25]. For instance, polyhydroxy fuller-
enes (PHFs) exhibit properties suitable for biomedical applica-
tions, such as water solubility, biodegradability, biocompatibili-
ty, and hypoallergic response. It has been shown that PHFs can
inhibit cancer tumor growth and positively regulate the immune
system [26]. The same is valid for carboxylated fullerenes [27];
for instance, Cqo[C(COOH);]5 is well known for its high bio-
logical activity in plants [28] and within mitochondrial dynam-
ics [29].

Since the evaluation of novel drugs is a task that requires signif-
icant human and material resources, innovative strategies have
been formulated as alternatives. Quantitative structure—activity
and quantitative structure—property relationships (QSAR/QSPR)
are a paradigm that can be useful in choosing promising mole-
cules, considering the information on inactive and active com-
pounds, through in silico approaches. According to the QSAR/
QSPR paradigm, a given activity/property, f, can be modeled
using a set of quantitative descriptors, x1, X, X3,..., X, theoreti-
cally determined or measured by experiments [30]. A relation-
ship f(x1, x2, x3,..., X,) can be defined to predict the activity or
property of molecules after the evaluation of their quantitative
descriptors. However, the QSAR/QSPR paradigm does not
explain how to select the descriptors or how to build the mathe-
matical function. Consequently, the following paragraphs
discuss basic concepts about selecting descriptors and regres-
sion techniques implemented in this manuscript.

Lipinski’s rule of five is a compendium of guidelines common-
ly used to determine if a molecule can be proposed as an orally
delivered drug according to its physicochemical properties. Ac-
cording to this rule, a drug compound should have a molecular
weight below 500 g/mol, a octanol-water partition coefficient
(LogP) below 5, less than five hydrogen bond donor sites, and

less than ten hydrogen bond acceptors sites. It is possible to add
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two other conditions, namely polar surface area (PSA) < 140 A2
and less than ten rotatable bonds [31]. Taking advantage of the
readiness of these quantities in public datasets, the current study
proposes some of these quantities as potentially suitable
descriptors for predictive models. Besides, Pearson’s hard—soft
acid—base (HSAB) theory suggests other descriptors to describe
and predict the interactions between chemical species, such as
those between a drug molecule as a ligand and a protein [32].
These quantitative values are based on the vertical ionization
energy (/) and electron affinity (A). According to Koopmans’
theorem, both can be approximated by I = —Eygomo and A =
—E1.umo, Where Egomo is the energy of the highest occupied
molecular orbital (HOMO), and E1 ypmo is the energy of the
lowest unoccupied molecular orbital (LUMO). It is advanta-
geous to combine these properties to find out if an interaction
between two species will occur and to obtain new quantitative
relationships. Another helpful descriptor is the global electro-
philicity, calculated as w = x2/2n [33]. Electrophilicity is related
to the energetic stabilization that a species gains by obtaining an
additional electron.

Methods

First, 42 drugs related to chemotherapy treatments for breast
cancer were proposed. Although the most notable fullerene de-
rivatives for biological applications are those with several
hydrophilic groups, the carboxylic acid derivative Cqp—COOH
has been studied as well. Baglayan and coworkers carried out a
conformation analysis within DFT to obtain the ground state
structure for Cqp—COOH [34]. In addition, they discussed its
usage as a potential drug carrier for the antimetabolic and anti-
cancer drug 5-fluoruracil [34]. Similarly, Parlak and Alver re-
ported a theoretical study on the interactions and stability of
paracetamol complexes with Cgg—COOH [35]. Consequently,
this work proposes the interaction of Cqg—COOH fullerene with
anticancer drugs. As a complement, a water-soluble fullerene
predicted as stable at the normal human body temperature was
proposed to study the interactions with doxorubicin and gemc-
itabine [36]. The water-soluble fullerene is introduced to avoid
known mutagenic reactions related to breast cancer [36]. It was
also studied as a potential carrier for bedaquiline, an agent
against tuberculosis [37]. The current study only considered
molecules and complexes formed with up to 100 atoms to be
affordable with our computational resources.

A set of descriptors was chosen to build the dataset, including
molecular weight and pK, [38]. Also, LogP was included, as a
descriptor associated with the concentration of a given
substance in the aqueous phase of a two-phase octanol-water
mixture [39]. Similarly, LogS, related to the water solubility of
a substance, was considered. Besides, PSA, as molecular sur-

face associated with charge accumulation due to heteroatoms
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and polar groups, as well as polarizability (o) associated with
the tendency of a given molecule to acquire an electric dipole
moment in the presence of an external electric field were taken
into account. The mentioned QSAR/QSPR descriptors were ob-
tained from the Drugbank dataset (https://go.drugbank.com).

Initial drug structures and connectivity were also obtained from
the simplified molecular input line entry specification
(SMILES) retrieved from Drugbank.

Molecular mechanics and density functional-based tight binding
(DFTB) with dispersion and solvation corrections were used to
obtain the optimized structures of the molecules under study
and to compute Egomo. EL.umo, and w as quantitative descrip-
tors. As an alternative to the most robust but computationally
more expensive density functional theory (DFT) method, DFTB
was used. A reference electron density pg represents the sum of
the neutral atomic densities [40]. Within the third-order ap-
proach DFTB3, the ground state density p(r) is obtained as the
reference density pg perturbed by density fluctuations 0p, that

is,

Eppras [Po +8p] = Eo [Po ]+ E1 [Po +8p]

+E, [Po +(5P)2]+E3 [Po +(5P)3] .

For all calculations within DFTB3, the 30B parameter set was
used [41]. To carry out the global optimization procedure,
Balloon 1.8.2 [42] and DFTB+ 17.1 [40] were used for the
initial conformational study by genetic algorithms and final op-
timization at the DFTB3 level, respectively. London dispersion
forces were considered in the DFTB3 and global optimization
procedures by Lennard-Jones potentials, as implemented in
UFF and MMFF94 force fields, respectively. The solvent effect
was included by the Born solvation model within DFTB3. The
study considered the chemotherapy drugs isolated and inter-
acting with pristine Cg( fullerene as well as its carboxylic acid
derivative C4o—COOH. Eight initial drug—fullerene structures
were proposed to obtain their global optimization by means of
DFTB3. The drugs were initially set at 1.5 A of minimal dis-
tance from the fullerene. Once the global optimization was
done, the same steps as for the isolated drugs were carried out
for the molecular docking. The datasets were modified to take
into account the effect of the fullerenes. Also, the validation set

was reduced because of the large size of the complexes.

The atypical chemokine receptor 3, also known as CXCR7 or
G-protein-coupled receptor 159 (GPR159) [16,18,43], was
selected as the target protein for molecular docking. The itera-
tive assembly refinement server (I-Tasser) was used to produce
an initial structure for the CXCR?7 protein by the homology ap-

proach. The sequence was extracted from the UniProtKB/
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Swiss-Prot dataset. From all homology structures produced by
the I-Tasser server, the one with the highest confidence coeffi-
cients was selected to produce a reliable initial structure [44].
The lowest-energy structure, as in the study of Muthiah and
coworkers [45], was validated using PROCHECK [46] to check
the quality of the protein structure. The PDB produced with the
previous step was subsequently optimized by an energy mini-
mization through Amber force fields using the USCF Chimera
1.14 toolkit [47]. The secondary structural features were stabi-
lized by TMpred [48] and HMMTOP [49] during energy mini-
mization. Last, the protein was prepared by setting atomic
charges and hydrogen atoms and merging the nonpolar groups.
Once the structures were optimized, molecular docking was
performed with the CXCR?7 protein, using Autodock Vina 1.1,
to obtain the docking score, established hydrogen bonds, and
the binding site (pocket). The above was done for all drugs in
the dataset and an external validation set.

IBM Watson Al was used to build the models and to predict the
docking score through the Extra Trees regressor algorithm
[50,51]. It was also used to obtain the most significant quantum
descriptors used in each model. Extra Trees, an abbreviation of
“extremely randomized trees”, is a mathematical method used
to estimate a relationship between data and the covariates [52].
The Extra Trees algorithm creates many decision trees [52], but
the sampling of each one is random. Thus, a dataset for each
tree contains unique samples. The optimization of the hyperpa-
rameters associated with the decision trees obtained was per-
formed by the derivative-free global search algorithm known as
RB{fOpt, which fits a radial basis function mode to accelerate
the discovery of the hyperparameters [53]. All the above was
used through the AutoAl tool within IBM Watson, an automa-
tized routine to select the model with the best performance
among those available in the platform. Since this method does
not produce exportable mathematical models, another approach
was used as detailed below [50].

Multiple linear regression (MLR) could be a tool to solve the
problem in a complementary way to Extra Trees regression.
MLR is a mathematical model that can be seen as an extension
of linear regression. In terms of n input variables, x1, x3,..., X,
the outcome y can be expanded by the following linear expan-
sion [54]:

Y=o +Byxx +By xxy +Pyxx3 +.. 4P, XX,. (2

In Equation 2, B are the partial regression coefficients, and B
is the value of y when all variables are set to zero.

To obtain the Al and MLR models, a fivefold approach was
implemented, by using 80% of the data available to obtain the
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predictive model as training set and the remaining 20% as
testing set. Supporting Information File 1 gives the results of
the cross-validation for all the models reported in the current
manuscript. Once the models were built, an additional external
validation set was used to obtain evaluation metrics and to de-
termine the most accurate models between methodologies. The
metrics proposed to evaluate the performance of the predictive
models were mean squared error (MSE), mean absolute per-
centage error (MAPE), mean absolute error (MAE), and root
mean squared error (RMSE). These metrics were computed as

follows:
MAPE = (1/n) 3" |(v; = ;) /3] x100%,
MAE = (1/n) " (3 =5,
MSE = (1/n)2:,’:1(yi —ﬁi)z,
and

RMSE =[(1/n) ¥ (v - 3:)' 12

Here, y; is the docking score for compound /, J; is the estimated
value of the docking score for compound / provided by the
model. The workflow diagram in Figure 1 summarizes the pro-
cedure followed to obtain the models.

Results and Discussion

Table 1 presents the quantum descriptors proposed for the cur-
rent study and the symbols used for them. The physical unit of
each descriptor, as well as references to their usage in similar
QSAR/QSPR models, were included as well.

Isolated drugs

A dataset containing all the descriptors of Table 1 for 33 drugs
was created to obtain the predictive models. Also, another nine
compounds were considered to build an external validation set,
allowing for the comparison between methodologies (Support-
ing Information File 1, Table S1). In the case of the training set,
the molecular weight was obtained with values between 130.08
and 915.4 g/mol. Water solubility values varied between
0.0004 mg/mL and 22.3 mg/mL. The LogP values varied be-
tween —2 and 6.54, whereas LogS ranged from -6 to —1.1.
Besides, pK, values varied between —8 and 14.55. The hydro-
gen acceptor count varied widely between 2 and 13, whereas
the hydrogen donor count varied between 0 and 6. In addition,
the polar surface area had variations between 12.47 and 221.29
AZ. The cases of thiotepa and aldoxorubicin were not consid-
ered because they are part of the validation set. Rotatable bonds
were obtained ranging from O to 15. The polarizability varied

from 9.46 to 87.46 A3; everolimus was excluded as part of the
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Optimize the
molecules with
molecular mechanics
and with DFTB3 to
obtain the HOMO
and LUMO orbitals

QSAR modelling by decision
tree regressor (IBM’s Watson
IA) and by multiple linear
regression.

Repeat from step 3 to 6 for

Cgo and C,-COOH

complexes.

Figure 1: Workflow diagram of the stages during modeling.

Table 1: Quantitative descriptors proposed to model the docking score of the isolated drugs, as well as of those modified with fullerenes Cgo and

Cgo—COOH, interacting with the protein CXCR7.

Variable Descriptor

X1 molecular weight

Xo water solubility

X3 octanol-water partition coefficient
X4 solubility coefficient

X5 acid dissociation constant
X6 hydrogen acceptor count
X7 hydrogen donor count

Xg polar surface area

Xg rotatable bond count

X10 polarizability

X11 number of rings

X12 energy of HOMO

X13 energy of LUMO

X14 electrophilicity

external validation set. Also, values of number of rings were ob-
tained from O to 9. The energy of the HOMO was computed
ranging from —7.400 to —4.392 eV, and the LUMO energy from
—5.341 to —0.889 eV. Finally, the electrophilicity varied from
2.12 to 180.39 eV. Figure S1 (Supporting Information File 1)
shows the correlation matrix between the ten most relevant
quantum descriptors used to obtain the mathematical models.

There are significant correlations between the molecular weight

Symbol Unit Reference
MW g/mol [55,56]
WS mg/mL [57]
LogP — [58,59]
LogS — —

PKa — (60]
Ac — [61]
Dn — [61]
PSA A2 [62]
RBC — [63]

o A3 [64]
NOR — [65]
Evomo eV [66,67]
ELumo eV [66,67]
w eV [66,67]

and the polarizability of about 0.93 and between polarizability
and the number of rings of about 0.88. Also, molecular weight
and number of rings, as well as WS and LogS exhibited consid-
erable correlations, with values of 0.87 and 0.73, respectively.
However, all variables showed a correlation below 0.95. Once
the drugs were optimized, blind molecular docking was per-
formed with the CXCR7 protein to obtain the docking score,

number of established hydrogen bonds, and the protein residues
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interacting with the ligands in a coordination sphere of 3 A. The
results obtained with Autodock Vina [47,68] for

training—testing and validation sets are shown in Table 2.

The docking scores ranged from —10.1 to —4.6 kcal/mol for the
training set. The molecule with the most significant bond
strength, according to its docking score, was olaparib, whereas
the one with the lowest bond strength was fluorouracil. The
number of hydrogen bonds was computed ranging from 0 to 5.
It is important to note that the number of hydrogen bonds is not
directly related to the docking score since there are weak and
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strong hydrogen bonds. This assumption was proved by the
analysis performed to obtain the predictive models, as dis-

cussed below.

According to the results of the interacting residues annotated in
Table 2, two things can be highlighted. First, the analyzed iso-
lated drugs bind inside the protein CXCR?7 (Figure 2); second,
the pocket is similar for several analyzed drugs. For example,
the leucine residue Leu297 is shared by eleven drugs, indicat-
ing that their binding zone is close to each other. Comparing the
interacting residues with those recently obtained by Muthiah et

Table 2: Docking score, number of established H-bonds, and protein-ligand interacting residue in three-letter symbol, up to 3 A distance. Drugs

marked with an asterisk were used as external validation set.

Interacting residues

Asp275, Phe294, Leu297, Tyr200, His298, Arg197, Ser198, Cys196,
Asp179, Trp100

11e276, Leu297, Phe294, His298, Tyr 268, GIn30, Ser216, Ser198,
Phe129, Asp179, Leu183, His121, Phe124

Asp275, Leu297, Tyr200, Ser198, Arg197, Cys196, His121, Trp100,
Leu104, His298, Phe294, GIn301,

Glu213, 1le276, Val272, Leu297, Tyr200, His298, Arg197, Ser198,
Leu183, His121, Cys196,

Leu297, 1le276 Val272, Tyr268, GIn301, Trp100, Phe124, Cys196,
Asp179, Ser198, Ser216, Arg197

Leu297, GIn301, Tyr268, Trp100, Cys196, Arg197, Phe124, Leu128,
Ser198, Asp179, Phe129, Met212, Ser216

Asn108, Trp100, Trp110, Leu104, Arg197, Lys40, Asn36, Pro38,
Leu43, His298

Asn36, Phe294, Met37, Pro38, Asn39, Leu43, Lys40, Leu104, Asn108

Asn36, Pro38, Asn39, His298, Leu43, Lys40, Leu104, Asn108, Trp100,
Ser103, Trp110, Arg197

Asn319, Asn321, Lys73, 1183, His80
His298, GIn301, Arg197, Leu104, Trp100, Ser198, His121, Trp110,

Tyr268, Val272, 11e276, Glu213, Leu209, 1le205, Met212, Tyr200,
Phe199, Ser198, Leu128, Phe124

His298, Phe294, Leu297, Tyr268, GIn301, Val272, Leu104, Trp100,
Phe124, His121, Trp110, Arg197, Ser198, Leu209, Tyr200, Leu183

Leu183, Asp179, Ser125, Phe124, Phe129, Leu128, Ser216, Tyr268,

Leu297, Val272, Tyr268, Trp265, Phe124, Arg197, His298, Leu128,
Ser198, Leu209, Tyr200, Met212, Ser216

Met212, Leu209, Ser216, Tyr200, Phe129, Asp179, Ser125, Ser198,
Phe124, Leu183, His121

Phe294, Lys40, Leu104, Trp100, Asn108, Trp110
His298, Leu43, Lys40, Leu104, Trp100, Asn108, Ser103, Trp110,

Leu104, GIn301, Tyr268, Val272, Trp100, Trp110, Cys196, Phe124,
His121, Ser198, Leu183, Asp179, Phe129, Glu213, Ser216

Lys40, Phe294, Leu297, Leu104, Asn108, Tyr268, Arg197, Val272,

Ligand Docking score H-bonds
(kcal/mol)
doxorubicin -8.4 5
neratinib maleate -8.5 2
epirubicin -8.1 2
lapatinib ditosylate  -8.9 1
fulvestrant -7.9 0
dinaciclib -8.4 1
abemaciclib -9.8 1
gemcitabine -6.2 0
voruciclib -8.8 0
fluorouracil -4.6 1
letrozole -8.1 0
Leu183
olaparib -10.1 2
paclitaxel -9.6 0
seliciclib -7.6 0
Leu297
ixabepilone -8.2 0
anastrozole -7.7 0
pentostatin -6.3 3
alvocidib -8.6 1
Arg197
methotrexate -8.5 3
milciclib -9.2 0
His121
ribociclib -9.5 1

Lys40, Leu104, Leu43, Tyr195, Cys196, Arg197, Phe124, His121,
Ser198, Leu183, Asp179
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Table 2: Docking score, number of established H-bonds, and protein—ligand interacting residue in three-letter symbol, up to 3 A distance. Drugs
marked with an asterisk were used as external validation set. (continued)

exemestane -8.0
tamoxifen -7.9
idarubicin -8.8
palbociclib -8.3
toremifene -7.4
vinblastine -9.5
pirarubicin -94
roniciclib -8.4
capecitabine -7.7
sulfanilamide -5.4
zoledronic acid -5.7
hydrate

pamidronic acid -4.8
docetaxel* -9.5
topotecan* -8.2
tucatinib* -10.1
aldoxorubicin* -8.4
vinorelbine* -9.1
etoposide* -9.3
pemetrexed* -9.1
everolimus* -9.2
thiotepa* -3.9

0
1
1

Phe294, Leu43, Lys40, Leu104, Trp110
Asn39, Pro38, Leu43, Lys40, Leu104, Trp110, Tyr195, Arg197

Phe294, His298, Leu43, Leu104, Asn108, Ser103, Trp110, Cys196,
His121

Phe294, Asn36, Pro38, Leu43, Lys40, Leu104, Asn108, Arg197,
Cys196

Leud3, Asn39, Leu104, Pro38, Lys40, Asn36, Phe294, Trp110, Tyr195,
Arg197

Leu43, Asn39, Leu104, His298, Phe294, Lys40, Asn108, Trp110,
Arg197, Tyr195, 1le205, Leu209

Val272, Leu297, Tyr268, GIn301, Met212, 11e205, Leu209, Glu213,
Arg197, Phe199, Trp110, Cys196, Phe199,

Asn39, Met37, His298, Phe294, Pro38, Asn36, Trp100, Leu104, Lys40,
Ser103, Asn108, Trp110,

GIn301, Phe129, Phe124, Ser198, Arg197, His121, Cys196, Trp110,
Leu183

Tyr268, Val272, Glu213, Ser216, Leu128, Phe129, Met212, Ser125
Tyr268, Glu213, Ser216, Phe129, Phe124, Ser125, Ser198, Met212,
Asp179

Val272, Tyr268, Trp265, Val217, Glu213, Ser216, Val215, Phe129,
Met212, Val175, Phe124, Ser125, His121, Ser76, Tyr200, Asp179

Leu209, Glu213, Met212, Ser198, Ser216, Arg197, Leu183, Phe124,
His121, Trp110, lle276, Val272, Leu297, Tyr268, His298, GIn301,
Leu104

Tyr268, His298, GIn301, Trp100, Leu104, Trp110, Cys196, Phe124,
Leu183, Ser198

Val272, Tyr268, Leu104, Arg197, Ser198, Trp110, His121, Phe124,
Asp179, Leu183

11e205, Leu209, Tyr200, Ser198, Asp179, Arg197, Leu193, Asp179,
His121, Phe124, Ser125, Trp110, Asn108, Leu104, His298, GIn301,
Leu297, Val272, Tyr268

Leu297, Tyr268, Phe294, His298, GIn301, Leu43, Leu47, Leu104,
Arg197, Trp110, Ser198, Tyr200, Leu209

Lys 40, Leu43, Asn108, Leu104, Trp100, Trp110, His121, Phe124,
Leu183, GIn301

Leu104, Ser103, Trp100, Trp110, Cys196, His121, Phe124, Leu183,
Ser198, Tyr200, Val272, Glu213, Ser216

Leu209, Met33, Asn36, Phe294, His298, Asn39, Leu43, Lys40,
Leu104, Asn108, Tyr195, Arg197

Tyr268, Val272, Ser216, Phe124

Figure 2: Gemcitabine after blind docking with the protein CXCR?7. Blue color indicates the most hydrophilic sites and orange-red the most hydro-

phobic ones. Interacting residues are labeled as well.
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al. [45], it is possible to conclude that the pockets are similar.
For instance, doxorubicin was obtained in both cases with
Aspl79, Cys196, and Trp100 as interacting residues. Also, sim-
ilar pockets could be obtained because the selected drugs are
mostly designed to serve as chemotherapy agents for breast
cancer. Thus, it is possible to assume that several drugs share a
common mechanism of action and, subsequently, a common
protein target, such as CXCR7. For instance, gemcitabine,
shown in Figure 2, shares the pocket within CXCR7 with
several drugs.

The quantitative descriptors included in the produced models
are discussed next. Table 3 contains the used quantitative
descriptors and the importance that each one has in the mathe-
matical models. The docking score was the predicted variable in
all cases. In addition, the correlation matrix (Supporting Infor-
mation File 1, Figure S1) was used to build the models. Among
the IBM Watson Al models, the first one was obtained using all
the initially proposed quantitative descriptors (Table 1). In the
second and fourth models, polarizability was not used because,
as shown in the correlation matrix, it was found to be closely
related to molecular weight. The third and fifth models did not
consider molecular weight because of the same relationship
with polarizability. Also, the descriptors pK,, Ac, and PSA were
not considered because their importance in the previous models
was below 10% (Table 3). Although conceptually different,
Eygomo was discarded because it is related to Ep ymo and elec-
trophilicity. The last model did not include a because of its rela-
tionship with MW. It is important to notice that the most impor-
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tant variables in the six models were NOR, polarizability, LogS,
MW, and WS. The least important variables in the six models
were Ey ymo, PKa» PSA, Egomo, and Ac; they all had less than
10% importance in all models. Hence, the computed Egomo
and E} ymo values were not particularly useful in predicting the
ligand—protein docking score and, subsequently, the docking

score.

To compare the performance offered by the Extra Trees algo-
rithm of Watson Al, a comparison with a family of MLR
models was made. Supporting Information File 1 contains the
cross-validation for all reported MLR models. Table S2 (Sup-
porting Information File 1) shows the docking scores obtained
for the validation set by using both methodologies. With these
values, it is possible to appreciate the difference between the
docking score obtained directly by molecular docking through
Autodock Vina and the prediction of the mathematical models
for the external validation set.

To clearly state the performance comparison between Al and
MLR, Table 4 reports the values computed for the evaluation
metrics proposed for each model. The MSE ranged from 0.30 to
1.73 kcal?/mol?, whereas the MAPE varied from 6.1 to 16.37%.
Also, MAE values from 0.46 to 1.13 kcal/mol and RMSE
values from 0.55 to 1.32 kcal/mol were obtained. The above
shows that both AI and MLR approaches accurately model the
protein—ligand docking score, yielding higher confidence in the
case of Extra Tree regressor models. The best performance, ac-
cording to the computed minimum errors, was obtained in the

Table 3: Input variables (V) and output importance (Ol) of six Extra Tree regressor models obtained from IBM Watson. Variables are annotated ac-
cording to Table 1. The best model, according to the MAPE values, is highlighted in bold.

Model 1 Model 2 Model 3
\Y Ol (%) IV Ol (%) IV Ol (%)
NOR 100 WS 100 ws 100
o 57 NOR 97 LogS 99
LogS 43 LogP 94 o 56
WS 38 LogS 87 NOR 39
MW 33 MW 20 w 18
LOgP 32 Dn 14 ELUMO 6
Ac 8 RBC 12 Ewomo 5
Dn 6 ELUMO 7 PSA 4
Evomo 2 PSA 4 pPKa 1
RBC 1 Evomo 3 LogP 1
PSA 1 pKa 2 RBC 0
0] 1 Ac 1 Dn 0
pKa 0 Q 0 Ac 0
Eiumo O — — — —

Model 4 Model 5 Model 6
[\ Ol (%) v Ol (%) v Ol (%)
LogS 100 NOR 100 LogS 100
MW 53 o 74 NOR 15
NOR 26 LogS 49 Eiumo 7
WS 17 WS 31 MW 6
w 12 LogP 19 ® 5
E\ umo 5 Dn 13 RBC 0
Enomo 3 Eiumo 5 Dn 0
PSA 3 RBC 0 Ws 0
pKa 1 ) 0 LogP 0
RBC 0 — — — —
Ac 0 — — — —
Dn 0 — — — —
LogP 0 — — — —
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Table 4: Comparison metrics obtained by the use of Al and MLR in the case of isolated drugs. The best model, according to the MAPE values, is

highlighted in bold. The values were computed relative to the validation set.

Error Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Al MLR Al MLR Al MLR Al MLR Al MLR Al MLR
MSE (kcal?/mol2) 0.93 1.69 0.64 1.73 0.30 1.02 0.43 1.51 0.82 1.37 0.73 1.10
MAPE (%) 1151 16.11 9.65 16.37 6.17 11.98 6.70 15.69 10.92 1410 10.34 12.49
MAE (kcal/mol) 0.77 1.11 0.64 1.13 0.46 0.82 0.51 1.08 0.71 0.98 0.66 0.83
RMSE (kcal/mol) 0.97 1.30 0.80 1.32 0.55 1.01 0.66 1.23 0.91 117 0.85 1.05

case of Watson Al model 3. In contrast, the maximum error was
obtained in MLR model 2. Thus, the variables denoted in this
work can be used for other authors to propose novel chemo-

therapy drugs assuming CXCR7 as a target.

As mentioned above, the best model was AI model 3 with a
MAPE of about 6.17%. Since the Al models are not exportable,
our best model is represented by the following functional form:
AI3prug = fIWS, LogS, a, NOR, w, E ymo, Enomo, PSA,
pK,, LogP). The model with the lowest MAPE among those ob-
tained by MLR, computed as 11.98%, is model 3, represented
as follows:

MLR3pruG = —5.288+0.049x WS+0.318x LogS
+0.048x 0. —0.637x NOR +0.009 x &
~0.054x Eyyomo +0-113% By o
~0.008x PSA —0.234x LogP —0.014x K, .

3

Thus, the Al was useful in selecting the most relevant variables
for the formulation of the linear, accurate, and exportable
model. Thus, Al is a valuable guide to obtain mathematical
models with other methodologies such as MLR. Another signif-
icant model is MLR model 6 with the second lowest MAPE of
12.49%. It is worth noting that the model is compact and
includes the computed descriptors Egopo and w, as well as ex-

perimentally determined ones.

MLR6pryG =—4.2179+0.4131x LogS —0.5274x NOR
+0.2869 x Eyyonmo +0.0009 x MW ()]
+0.0088 x .

Although the best AI model was model 3, model 4 is relevant as
well. It has the following functional form: Al4pryg = f(LogS,
MW, NOR, WS, w, ELymo, Eaomo, PSA, pK,). For this
model, the MAPE is about 6.70%. The variables used can be
mostly evaluated by computational methods, except for pK, and
LogS.

Drugs modified with Cgg

Since this study aims to elucidate the potential use of Al suites,
such as Watson, to predict the docking score of pristine and
modified chemotherapy drugs, the following paragraphs detail
the extension of our datasets and models to drugs modified with
potential nanocarriers. First, a dataset with 28 drugs, extracted
from public datasets or modified from the data annotated in the
previous case, was built with the corresponding quantitative
descriptors to study complexes of the drugs with fullerene Cg
or a simple Cqp—COOH derivative [29]. The resultant dataset is
shown in Supporting Information File 1, Table S3. Complexes
of the drugs with Cg or its derivative with more than one
hundred atoms were excluded to save computational resources.
Because of that, some maximums and minimums were modi-
fied in the dataset. Also, quantities such as the molecular weight
or number of rings were shifted to the correspondent values for
the drug—fullerene complexes since these modifications are only
additive constants. Molecules interacting with Cg were studied
in this subsection and those modified with the fullerene deriva-

tive are the described in the subsequent subsection.

In case of the complexes with Cg(, the molecular weight is ob-
tained with values above 907.1639 g/mol. The above imposes
some restrictions on the usage of fullerene derivatives as drug
nanocarriers, since it is accepted that common pharmacological
agents applied in topical therapies are under 500 Da [69]. For
simplicity, WS, LogP, LogS, pK,, and a values were taken from
isolated drugs. In the case of Dn, Ac, RBC, and PSA, values of
the isolated drugs were also used. This is because fullerene is
not expected to modify these descriptors since its chemical
constitution lacks polar groups or donor/acceptor atoms. The
number of rings was only modified with the addition of the ful-

lerene rings from 32 to 39.

As stated in the Methods section, HSAB descriptors were com-
puted for the drug—Cgg complexes in their ground states while
drugs with Cgg were structurally optimized at the DFTB3 level.
Since introducing a species known to act as an electron

acceptor, such as fullerene Cg, could modify the electron struc-
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ture of the modified species [70,71], the energies of the frontier
orbitals were recomputed for the modified drugs in their ground
states. The energy of the HOMO varied between —3.458 and
-5.718 eV. The energy of LUMO ranged from -3.179 to
—5.388 eV. The electrophilicity, computed through Koopman’s
theorem, varied from —134.88 to 280.8 eV. Once the drugs with
fullerene Cg were globally optimized, molecular docking was
conducted with the CXCR7 protein to acquire the docking
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score, number of established hydrogen bonds, and protein
residues interacting with the complex at a distance of 3 A. The
results obtained with Autodock Vina for the 24 complexes and

the validation set are presented in Table 5.

The protein-ligand docking score between drug—Cgo and
CXCR7 varied from —13.6 to —9.2 kcal/mol. These values are

consistently higher than those computed for the isolated drugs.

Table 5: Docking score, number of established H-bonds after docking, and protein—ligand interacting residues up to 3 A distance obtained for the
drugs modified with Cgq fullerene. Drugs with the asterisk were used as an external validation set.

Interacting residues

Arg323, Ser316, Val313, Leu326, Phe330, Leu340, Leu343, Val64, lle57,

Arg323, Ser316, Leu326, Tyr322, Leu340, Leu343, Lys342, Val64,
Pro312, Ala61, lle60

Arg323, Ser316, Phe330, Leu326, Tyr322, Leu340, Lys342, Leu343,
Val64, Ala61, lle60

Tyr322, Pro312, Leu326, Ala61, Val64, lle60, Leu340, Leu343, Lys342
Val313, 1le60, Ala61, Val64, Leu326, Leu340, Thr340
Arg323, Leu326, Ser316, Tyr322, Leu340, Leu343, Lys342, Val64,

Val313, lle57, Ala61, lle60, Val64, Leu326, Leu340, Leu343, Phe330
Val64, Ala61, lle57, 1le60, Val313, Leu326, Leu340, Thr341, Leu343
Pro312, Tyr322, Leu326, Leu340, Leu343, Lys342, Ala61, Val64, lle60
Val313, Ala61, lle60, lle57, Arg323, Leu326, Leu340, Lys342

Arg323, Ser316, Val313, Ala61, Val64, lle60, Leu326, Leu340, Lys342,

Val313, Ser316, Tyr322, Leu326, Leu340, Leu343, Lys342, Val64,
Ala61, lle60, lle57

Ser316, Pro312, Tyr322, Leu326, Val65, Ala61, Val64, lle60, Phe330,
Leu340, Leu343, Thr341, Lys342

Ser198, Arg197, Cys196, Tyr195, Trp110, Asn108, Leu104, Lys40,
Ser90, Phe94, Asn36, Asp30, Val28

Val313, Pro312, Ser316, Tyr322, Val65, Ala61, lle57, Val64, lle60,
Leu326, Leu340, Leu343, Lys34

1le66, Leu84, lle70, 11e88, Leu9t, Trp92
Ser316, Tyr322, Leu326, Leu340, Leu343, Lys342, lle57, lle60, Alab1,

Val313, Ala61, lle57, 11e60, Val64, Leu343, Leu326
Val313, lle57, lle60, Val64, Leu326, Ser350, Leu340, Leu343
Met33, Pro35, Asn36, Asp30, Val28, Asn39, Pro38, lle27, Leu43, Lys40,

Ser316, Tyr322, Leu326, Ala61, Val64, lle60, lle57, Leu340, Leu343,

Cys165, Arg162, lle166, Leu84, lle70, Trp92
Val313, lle60, Ala61, lle57, Leu326, Leu340, Lys342, Thr341

Val313, Ser316, Tyr322, Pro312, Leu326, Val64, Ala61, lle60, Leu340,
Lys34, Leu343

Lys342, Leu343, Leu340, Phe330, Leu326, Ser316, Val313, Alaé1, lle57,

Lys342, Leu343, Leu340, Tyr322, Leu326, Val64, Ala61, lle60, lle67
Lys342, Thr341, Leu343, Leu340, Phe330, TTyr322, Val64, Ser316,

Ligands Score (kcal/mol) H-bonds
doxorubicin -9.2 2

lle60
epirubicin -9.2 0
lapatinib ditosylate -94 0
fulvestrant -11.7 0
dinaciclib -10.2 1
abemaciclib -10 0

Ala61, lle60
gemcitabine -10.9 1
voruciclib -10.2 0
fluorouracil -11.6 0
olaparib -12.4 2
ixabepilone -11.7 2

Leu343
alvocidib -12.1 0
methotrexate -9.7 2
ribociclib -12.4 0
exemestane -13.6 0
tamoxifen -9.8 0
idarubicin -10.1 1

Val64
palbociclib -11.2 0
toremifene -9.9 0
roniciclib -11 2

His107
capecitabine -95 0

Lys342
sulfanilamide -10.6 1
zoledronic acid hydrate -9.8 2
pamidronic acid -9.9 1
topotecan* -10.1 0

Val64, lle60
tucatinib* -11 0
pemetrexed*® -11.5 0

Ala61, lle60
thiotepa*® -9.9 0

Lys342, Leu343, Leu340, Tyr322, Leu326, Ser316, Val313, Val64, lle60
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In this case, examestane had the highest docking score, where-
as epirubicine had the lowest docking score. The number of
hydrogen bonds was between 0 and 2. Considering the results
of the interacting residues, two things can be highlighted. First,
drugs modified with fullerene Cgg bind outside the protein;
second, these binding sites are similar for the analyzed com-
pounds (Figure 3). For example, the serine residue labeled as
Ser316 is shared by 14 drugs, indicating that their binding
zone is close to each other. Figure 3 shows the binding
site between the protein and gemcitabine and the interacting
residues.

The predictive QSAR/QSPR models were obtained as in the
previous section. Table 6 shows the used quantum descriptors
and the importance that each one has in the mathematical
models for the drug—Cgy complexes. The docking score was the
predicted variable in all cases. The models for Cgg were taken
directly from the models of the isolated drugs. For example,
model 1 for drug—Cgy complexes considered variables with
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importance greater than zero from model 1 in the case of isolat-
ed drugs. The previous procedure was performed for all models.
The most critical variables for the six models were LogP, pK,,
and PSA. The least important variables in the six models were
WS and Ac because they have less than 10% importance in the
models.

To give a quantitative reference about the performance of the
predictive models, Supporting Information File 1, Table S4,
shows the scores obtained for the validation set using both
methods, the Extra Tree algorithm of IBM Watson and multiple
linear regression. With these values, it is possible to appreciate
the difference between the docking score obtained by molecu-
lar docking and the predictive models for the drug—Cgn com-
plexes. Table 7 shows the values obtained for the different eval-
uation metrics for each predictive model. The MSE ranges from
0.44 to 12.77 kcal?/mol?, and the MAPE varies from 4.97 to
31.5%. The MAE ranged from 0.5 to 3.26 kcal/mol, whereas
the RMSE varied from 0.66 to 3.57 kcal/mol. The minimum

Figure 3: Binding site of gemcitabine—Cgg and protein CXCR?7. Blue color indicates the most hydrophilic sites and orange-red the most hydrophobic

ones. Interacting residues are labeled as well.

Table 6: Input variables (IV) and output importance (Ol) for six Extra Tree regressor models obtained from IBM Watson. Variables are annotated ac-
cording to the notation introduced in Table 1. The best models, according to their MAPE values, are highlighted in bold.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
IV ol (%) IV ol (%) IV ol (%) IV ol (%) IV ol (%) IV Ol (%)
LogP 100 pKa 100 PKa 100 pKa 100 LogP 100 MW 100
PSA 97 LogP 55 PSA 69 PSA 66 Dn 58 Eumo 96
RBC 24 PSA 49 LogP 56 LogS 32 o 18 ® 71
Epomo 23 Eiumo 29 Eiumo 24 Erumo 25 Elumo 10 NOR 34
Dn 17 Dn 20 WS 8 NOR 20 NOR 6 LogS 0
® 11 LogS 7 Evyomo 5 ws 8 LogS 1 — —
o 8 Evomo 1 [0} 3 Exyomo 3 WS 0 — —
MW 4 Ac 0 o 3 w 1 — — — —
LogS 3 RBC 0 LogS 0 MwW 0 — — — —
NOR 1 MW 0 NOR 0 — — — — — —
ws 1 NOR 0 — — — — — — — —
Ac 0 WS 0 — — — — — — — —
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Table 7: Metrics obtained by using IA and MLR for drug—Cgg complexes. The best models, according to their MAPE values, are highlighted in bold.

The values were computed relative to the validation set.

Error Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Al MLR Al MLR Al MLR Al MLR Al MLR Al MLR
MSE (kcalz/mol2) 1.62 12.77 3.9 0.86 3.61 3.75 2.38 0.44 1.96 2.22 0.93 1.77
MAPE (%) 1099 315 1862 7.58 17.3 17.36 1296 4.97 12.6 12.8 7.53 11.94
MAE (kcal/mol) 1.17 3.26 1.97 0.77 1.8 1.8 1.38 0.5 1.36 1.34 0.82 1.24
RMSE (kcal/mol) 1.27 3.57 1.97 0.92 1.9 1.94 1.54 0.66 1.4 1.49 0.96 1.33

error for all four metrics was obtained in MLR model 4, while
the maximum error was obtained in MLR model 1. Consid-
ering the MAPE, the best model, with a value of 4.97%, to
predict the docking score is MLR model 4. The explicit form of
this model is:

MLR4pruG+cso = —10.253+0.179xpK, —0.003x PSA
+0.292xLogS+0.719x E{ ypmo
—0.071xNOR —-0.057x WS
—-1.020x Efyopmo +0.006 x o.

&)

This linear model exhibited a higher performance than the non-
exportable approaches provided by the Al. However, one needs
to remember that the variables included in model 4 were
selected by the initial Al screening. Thus, the selection of vari-
ables using Al offers a significant improvement for modeling
using other mathematical methods. In addition, all metrics ob-
tained in the case of MLR model 4 are better than those calcu-
lated in the case of the best MLR model of the isolated drugs
and are comparable to those of the best Al model. Another sig-
nificant MLR model is the model 2 with a MAPE of 7.58% and
the following linear function:

MLR2pruG+cso = —12.884+0.141x pK, +0.139x LogP
—0.10xPSA +0.649x E} 1Mo
—0.261xDn +0.268 x LogS
—0.828% Epomo-

Q)

The best Al model is model 6 with a MAPE of about 7.53% and
the functional form AI6DRUG+C60 = EMW, E1 ymo, W, NOR);
all variables can be evaluated by theoretical approaches without
the necessity of experimental results. The other significant
model from Al, model 1, yielded a higher MAPE value of about
10.99%. In this case, the functional form is AIlprug+ceo =
E(LogP, PSA, RBC, Egomo, Dn, w, a, MW, LogS, NOR, WS).
Despite the large number of variables, including theoretical and
experimental ones, the error is larger than those of the previ-

ously discussed models.

Drugs modified with Cgop—COOH

To elucidate the effect of a fullerene derivative, the carboxy-
fullerene Cqp—COOH was chosen. A dataset with 19 drugs for
the predictive model and four drugs as the validation set was
built. The resultant dataset is shown in Supporting Information
File 1, Table S5. As in the previous systems, the dataset was
reduced to systems with less than 100 atoms. Because of this,
ranges of the descriptors and their contributions to the predic-
tive models were modified in the dataset. The molecular
weights were increased to values ranging from 915.8022 to
1292.425 g/mol. As in the previous case, WS, LogS, pK,, and
LogP are the same as those obtained for the isolated drugs. The
hydrogen acceptor count varied between 3 and 13, whereas the
hydrogen donor count varied from 1 to 7. Since the carboxylic
group is polar, polar surface area values, ranging from 49.77 to
243.22 Az, were modified. Also, after the introduction of the
polar group, the RBC varied from 1 to 10.

The fullerene derivative Cqp—COOH was expected to modify
the electronic structure of the composed systems. In conse-
quence, the energy of the HOMO of the complexes was recom-
puted for the globally optimized systems at the DBTB3 level
with solvation effects; the results ranged from —-3.504 to
—5.164 eV. Similarly, the energy of the LUMO varied from
—3.48 to —4.437 eV. The electrophilicity computed by
Koopman’s theorem had variations between 21.675 and
508.086 eV. Molecular docking was performed with the
CXCR?7 protein to obtain the docking score, number of estab-
lished hydrogen bonds, and protein residues interacting with the
complex at a distance of 3 A. The results obtained with
Autodock Vina for the 19 complexes and the validation set are
shown in Table 8.

The resultant docking score between drug—Cgo—COOH and
CXCR7 ranged from —11.7 to —8.8 kcal/mol. As in the previous
case, the water-soluble fullerene increased the docking score
compared with the isolated drugs (Table 2). Modified ixabepi-
lone had the highest docking score, and the capecitabine had the
lowest. The numbers of hydrogen bonds were obtained in a

narrow range from 0O to 3.
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Table 8: Docking score, number of H-bonds established after docking, and interacting residues of CXCR7 with drug—fullerene Cgo—~COOH complexes

at 3 A distance.

Lys342, Leu340, Phe330, Leu343, Leu326, Tyr322, Val64, lle60, Ala61
Phe294, Asn36, Asp30, Leu104, Arg197. Trp100, Tyr195, Ser190, Asn108,

Lys342, Leu343, Leu340, Val64, Leu326, Ser316, Val313, Ala61, lle60,
Lys342, Leu343, Leu340, Thr341, Phe330, Leu326, Tyr322, Ser316, Val64,
Lys342, Leu343, Leu340, Phe330, Val64, Leu326, Tyr322, Arg323, Ser316,

Ser190, Glu193, His107, Lys40, Arg197, 1le205, Pro38, Val28, lle27
Lys342, Leu343, Leu340, Val64, Leu326, Tyr322, Ala61, lle60, lle57

Asn108, Lys40, Tyr195, Ser190, Arg197, Ser198, Tyr200, Leu43, GIn301,
Tyr268, His298, Phe294, Asn39, Pro38, Asn36, Met37, His291, Asp30,

Leu104, Asn36, Phe294, Met33, Val32, Arg197, Ser190, Trp110, Tyr195,

Lys342, Leu343, Leu340, Leu326, Phe330, Ala61, lle60, lle57, Val313
Leu340, Leu326, Phe330, Ser316, lle60, Val313, Ala61, lle60, lle57, Val56
Leu343, Leu340, Lys342, Val64, Tyr322, Pro312, Ser316, Val313, Phe330,

lle166, Arg162, Cys165, Cys81, Asn85, 1le88, Trp92, lle70, Val66
Leu343, Lys342, Ser350, Leu340, Val64, Leu326, Ala61, Ser316, lle60,

Lys342, Leu343, Leu340, Leu326, Arg323, Val64, Ala61, Ile60, lle57
Thr341, Leu343, Leu340, Val64, Phe330, Leu326, Ala61, lle60, lle57,

Lys342, Leu343, Thr341, Leu340, Leu326, Tyr322, Ser316, Pro312, Val64,
Lys342, Leu343, Val64, Val65, Leu326, Tyr322, Ser316, Val313, Pro312,

Leu122, lle126, lle123, Trp169, Trp92, lle166, Asn85, Cys165

Thr341, Phe330, Leu340, Leu343, Leu326, Val64, Tyr322, Ser316, Val65,
Pro312, Val313, Ala61, lle60, lle57

Leu343, Lys342, Leu340, Thr341, Val64, Tyr322, Leu326, Ser316, Val313,
lle60, Ala61, Val56, lle57

lle166, Arg162, Trp92, 1188, Leu84, Asn85, Thr75, Cys81

Ligand Score H-bonds Interacting residues
(kcal/mol)

dinaciclib -9.7 0
gemcitabine -10.6 0

Lys40, Leu43
voruciclib -10.3 0

lle57, Val56
fluorouracil -11.4 1

lle60
olaparib -11.6 0

lle60, Ala61, Val313
ixabepilone -11.7 0
alvocidib -10.9 1
methotrexate -10.9 2

Val28
ribociclib -11.2 0

Asp30, lle205, Lys206
exemestane -11.6 1
tamoxifen -9.1 0
idarubicin -10.6 0

lle60, lle57
palbociclib -11.4 0
toremifene -9 0

lle57
roniciclib -9.2 0
capecitabine -8.8 0

Val313
sulfanilamide -10.7 1

Ala61, lle60
zoledronic acid -10 0
hydrate Ala61, lle57
pamidronic acid -10.6 3
topotecan* -12.6 2
tucatinib* -10.9 1
pemetrexed*® -9.9 1
thiotepa*® -9.4 0

Lys342, Leu343, Leu340, Thr341, Val64, Leu326, Phe330, lle60

Considering the residues shown in Table 8 for the drug—fuller-
ene complex with the protein, there are three possible binding
sites. The first one is located inside the protein, near the pocket
determined for isolated drugs. This binding site is near phenyl-
alanine Phe294 and arginine Argl197 (Figure 4a) as prominent
residues. The second possible binding site is outside the protein,
near where drug—Cg( binds; common residues are serine Ser316
and valine Val313 (Figure 4b). The third binding site is also at
the outside of the protein and characterized by isoleucine Ile166
and arginine Argl162 (Figure 4c).

Table 9 shows the quantitative descriptors used and the impor-

tance that each one has in the predictive models for

drug-Cgop—COOH. The docking score was the predicted vari-
able in all the cases. In addition, the variables used to obtain the
models in the case of drug—Cg were initially considered. The
variables to model the interaction with Cqp—COOH were taken
directly from those of drug—Cgg. For example, Al model 1 with
Cgo—COOH used the variables that had an importance greater
than zero from Al model 1 of drug—Cgy. The most important
variables in the six models were LogP, RBC, and Dn. The least
important variable in the six models was WS because had less
than 10% importance in all models.

Supporting Information File 1, Table S6 shows the docking

scores obtained for the validation set using both methods, that
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Figure 4: Binding sites for (a) gemcitabine, (b) dinaciclib, and (c) palbociclib with Cgo—COOH and protein CXCR?7. Blue color indicates the most
hydrophilic sites and orange-red the most hydrophobic ones. Interacting residues are labeled as well.

Table 9: Input variables (IV) and output importance (Ol) obtained for six Extra Tree regressor models obtained from IBM Watson. Variables are anno-
tated according to the notation introduced in Table 1. The best models, according to their MAPE values, are highlighted in bold.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
1\ Ol (%) v Ol (%) \% Ol (%) I\ Ol (%) I\ Ol (%) v Ol (%)
RBC 100 pKy 100 PSA 100 Q 100 LogP 100 MW 100
LogP 34 LogP 96 LogP 77 pPKa 93 LogS 90 NOR 96
Dn 20 Dn 69 pKy 72 PSA 70 o 83 Eiuvo 38
ws 10 LogS 64 A 42 ELumo 31 NOR 61 ® 0
LogS 6 Evomo 30 Evwomo 32 NOR 5 Dn 52 — —
NOR 5 PSA 12 Eiumo 26 Eyomo 2 Eiumo O — —
[0} 2 Eiuvo O WS 3 LogS 1 — — — —
Mw 1 — — ® 0 ws 0 — — — —
Evomo O - - - - - - - - - -
PSA 0 — — — — — — — — — —
o 0 — — — — — — — — — —
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is, the Extra Tree regressors implemented in IBM Watson and
the MLR. With these values, it is possible to compare the differ-
ence in the docking score obtained by molecular docking and
the prediction of the mathematical models for drug—Cg—COOH
and the protein CXCR7. Table 10 shows the values obtained for
the different types of errors in each of the models. The MSE
ranged from 0.77 to 4.73 kcalz/molz, whereas the MAPE varied
from 6.70 to 16.22%. Also, the MAE was obtained ranging
from 0.69 to 6.52 kcal/mol. Finally, the RMSE varied from 0.88
to 2.18 kcal/mol. Considering the MAPE, the best model, with a
value of 6.7%, to predict the docking score is MLR model 1.
Once again, the synergistic effect of using Al with a mathemat-
ical tool such as MLR is observed. The benefits are the predic-
tive model’s clarity, whereas Al was useful in determining the
most important descriptors to be included in the QSAR/QSPR
model. The explicit form of this model is:

MLRIDRUG+C60-COOH =-13.597+0.047 x pKa +0.33x% LOgP
+0.18xDn +0.284 x LogS
~0.696% Eyopo —0.007x PSA.

)

The other significant model is MLR model 5 with a MAPE of
10.17%. In this model, experimental and theoretical descriptors

were mixed. The following is the explicit form of MLR model
5:

+0.21xLogS+0.002x o
—0.402xNOR +0.186 x Dn.

®)

Considering the MAPE, the best Al model is model 4 with a
value of 8.18% and the functional form Al4pryg+ceo-cool =f
(Egomos w, pKy, PSA, ET ymo, LogS, NOR). The other signifi-
cant model obtained from Al is model 5, with a MAPE value of
8.69%; the functional form of this model is AISpruG+C60-COOH
=f (LogP, a, LogS, NOR, Dn). Thus, although the Extra Trees

algorithm was competitive in the case of drugs modified with a

Beilstein J. Nanotechnol. 2024, 15, 1170-1188.

carboxyfullerene, this approach was surpassed by the MLR with

the AI choosing the most important variables.

Doxorubicin and gemcitabine with a water-

soluble fullerene

Finally, doxorubicin and gemcitabine were selected to compare
the DFTB3 approach with the regular DFT method. In addition,
their interactions with a water-soluble fullerene derivative were
studied as well. Both anticancer agents are presented in Figure 5
interacting with a water-soluble fullerene [36,37]. Doxorubicin,
an antibiotic that belongs to the family of tetracycline pharma-
ceutical agents, has gained popularity among chemotherapy
agents and was recently modified with fullerene Cgq [72-75]. Its
anticarcinogenic activity comes from its ability to intercalate
into DNA, inducing damage of the DNA strands and inhibiting
its replication. Also, doxorubicin contributes to stopping the
action of the enzyme topoisomerase II, leading to apoptosis of
living tissues [71]; therefore, it is important to study its intrinsic
chemical reactivity.

At the B3PW91/6-31G level of DFT, it is possible to appreciate
that the periphery of the doxorubicin molecule is saturated by
organic substituents. Its oxy, carbonyl, and carboxy terminal
groups are active sites to interact with DNA or amino acids. The
molecular orbital scheme of this molecule is shown in Support-
ing Information File 1, Figure S2, together with its molecular
electrostatic potential (ESP). In the case of doxorubicin, from
frontier molecular orbitals theory, HOMO and LUMO were
found on the tetracycline moiety. However, the HOMO is
confined to the quinoid ring, whereas the LUMO is completely
delocalized (Supporting Information File 1, Figure S2). Oxygen
atoms are the regions with the most negative ESP (red color in
Supporting Information File 1, Figure S2). In contrast, a high
electrostatic potential (blue color in Supporting Information
File 1, Figure S2) is found on the lateral substituted cycle. Both
central rings, the aromatic one and the quinoid one, are the main
regions for the reactivity, including all the substituent oxygen
atoms. The frontier molecular orbitals are similar, and it is ex-

Table 10: Metrics obtained by the use of Al and MLR in the case of drug—Cgo—COOH. The best models, according to their MAPE values, are high-

lighted in bold. Values were computed relative to the validation set.

Error Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Al MLR Al MLR Al MLR Al MLR Al MLR Al MLR
MSE (kcal®/mol2) 0.97 0.77 1.67 1.77 1.80 4.73 1.05 1.53 1.41 2.08 1.46 1.80
MAPE (%) 8.75 6.70 10.51 12.03 10.71 16.22 8.18 10.26 8.69 10.17 10.86 11.39
MAE (kcal/mol) 0.93 0.69 1.13 1.29 1.17 6.52 0.86 1.10 0.93 0.99 1.16 1.18
RMSE (kcal/mol) 0.98 0.88 1.29 1.33 1.34 2.18 1.02 1.24 1.19 1.44 1.21 1.34
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Figure 5: Ground state structures of (a) doxorubicin and (b) gemcitabine interacting with a water-soluble fullerene.

pected that electronic transit can occur in this region accepting
and donating negative charges. The ESP map reinforces this
suggestion showing negative density sites as well as a positive
center, which can receive electrons. The energy of the HOMO
was computed as —5.978 eV and that of the LUMO as
—4.221 eV at the DFTB3 level. In comparison, the B3PWO91
method yielded —6.116 and —3.242 eV, respectively. Thus, to
consider the models obtained here, it is recommended to use
DFTB3 to compute the electronic and energetic properties
instead of DFT calculations.

Gemcitabine includes an active pyrimidinone fragment as a
very reactive zone. The frontier molecular orbitals and the ESP
map are shown Supporting Information File 1, Figure S2.
Again, there is a strong polarization, which can induce a route
for reaction. The ring nitrogen atom in alpha position concern-
ing the carbonyl group is the more nucleophilic center, whereas
there are two positive-density regions near the carbonyl group

and in the C-C bond next to the amine-substituted carbon atom.

Both pharmaceutical agents are susceptible to interaction with
fullerenes to form a force dispersion complex as it has been pre-
viously suggested. However, these complexes should be water-
soluble to be delivered to their host. Considering all these
factors, a water-soluble species was used to form such com-
plexes, the structure of which [76] is shown in Figure 5. In both
cases, a strong hydrogen bond is present; the distances are
1.97 A for the doxorubicin complex and 2.25 A for the gemc-
itabine complex. Furthermore, the energy of these interactions
was calculated taking advantage of the Grimme module; they
are 23.7 kcal/mol for doxorubicin and 18.9 kcal/mol for gemc-
itabine.

Conclusion

A QSAR/QSPR study of drugs commonly used for breast
cancer chemotherapy modified with fullerene derivatives as
drug nanocarriers was carried out. The CXCR?7 protein was
selected as a target for molecular docking calculations; the

drugs were studied in the isolated form and modified with Cg(
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fullerene and with the water-soluble C5g—COOH fullerene de-
rivative. An initial dataset was built by analyzing more than 30
drugs. The models to predict the docking score were obtained
concerning Pearson’s HSAB concept and common QSAR/
QSPR descriptors. The energetic descriptors were computed
quantum chemically by using density functional-based tight
binding at the DFTB3 level. The highest docking score in the
case of isolated drugs was —10.1 kcal/mol for olaparib. In
contrast, in the case of the drugs modified with pristine Cg ful-
lerene, it was —13.6 kcal/mol for exemestane. In the case of the
drugs modified with the water-soluble fullerene derivative
Ceo—COOH, the maximum docking score was —11.7 kcal/mol
for ixabepilone. Hence, the complexes are supposed to dock
with stronger interactions with the CXCR?7 protein than the iso-
lated drugs. Also, characteristic binding sites were determined.
The pocket of the isolated drugs was found within the protein,
sharing residues including Trp100, Leu297, and Ser198. In the
case of the drugs with fullerene Cg, the binding site was
outside the protein with the complex pointing away from the
pocket. The interacting residues included Arg323, Ser316, and
Lys342. In the case of the drugs with C¢g—COOH fullerene,
there were three possible binding sites. The first two are the
same as those in the previous cases The third binding site was
found outside the protein, near the residues Ile166, Argl192, and
Cys165. The docking score for the drug—fullerene complex is
higher than that of the isolated drugs. QSAR/QSPR predictive
models for the docking score were obtained from MLR and
from IBM Watson artificial intelligence, yielding models with a
MAPE of lower than 12% in all three cases. Although MLR ex-
hibits the best evaluation metrics in the case of drug—Cgg and
drug-Cgy—COOH complexes, an improvement is obtained
based on the variables detected by the Al as the most important

ones.

Supporting Information

Supporting Information File 1

Additional tables and figures.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-95-S1.pdf]
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Abstract

In this study, a simulation of the elementary chemical reactions during SiO, film growth in a hot filament chemical vapor
deposition (HFCVD) reactor was carried out using a 2D model. For the 2D simulation, the continuity, momentum, heat, and diffu-
sion equations were solved numerically by the software COMSOL Multiphysics based on the finite element method. The model
allowed for the simulation of the key parameters of the HFCVD reactor. Also, a thermochemical study of the heterogeneous reac-
tion between the precursors quartz and hydrogen was carried out. The obtained equilibrium constants (K.q) were related to the tem-
perature profile in the deposition zone and used in the proposed simulation. The validation of the model was carried out by
measuring the temperature experimentally, where the temperature range on the substrate is 450 to 500 °C for different deposition
parameters. In the simulation, the laminar flow of species contributing to the film growth was confirmed, and the simulated concen-
tration profiles of H® and SiO near the filaments and the sources were as expected. H® and SiO are essential species for the subse-
quent growth of the SiO, films. These SiO, films have interesting properties and embedded nanostructures, which make them
excellent dielectric, optoelectronic, and electroacoustic materials for the fabrication of devices compatible with silicon-based tech-

nology.
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Introduction

The growth of materials such as non-stoichiometric silicon
oxide (SiO,) is an important step in semiconductor devices de-
velopment. Control of deposition parameters determines the
success of the process and the properties of the films, with the
most important parameters being substrate temperature, gas
pressure, species concentration, and flow velocity [1]. The
structural, optical, and electrical properties of the SiO,, more
generally known as silicon-rich oxide (SRO), films are deter-
mined by the ratio x = [O]/[Si], which is determined by control-
ling key parameters in the deposition process [2]. This ratio de-
termines optical and electrical properties such as bandgap
energy, absorption coefficient, photoluminescence, refractive
index, and electrical conductivity [3]. SiO, cannot only be ob-
tained by different CVD techniques, but also by sputtering and
ion implantation, among others [4,5]. The key parameters are
particular for each of these techniques. Hot filament chemical
vapor deposition (HFCVD) is an excellent alternative for ob-
taining SRO films. It is also very versatile and economical
because the input gases and materials are accessible; also, it is

scalable to larger areas [6].

The SiO, films obtained by HFCVD possess excellent optical
and electrical properties, which makes such films suitable for
applications in the manufacture of metal-insulator—semiconduc-
tor and metal-insulator—metal devices exhibiting blue and white
electroluminescence [7,8]. It was found that these films exhibit
photoconductive and photoelectric effects suitable for electrolu-
minescence and photovoltaics applications [9,10], as well as for
other applications such as solar cells and anodes for Li batteries
[11]. The basic steps of the general CVD process are classified
and described in [12].

The optimization of this technique improves the properties of
the films; however, the complexity of the CVD processes makes
it difficult to understand clearly the different mechanisms
involved in such optimization. Different tools such as ab initio
density functional theory [13,14], kinetic Monte Carlo simula-
tions [15,16], and reactive molecular dynamics simulations
[17,18] have been used to understand the chemical reactions
underlying the growth of the films [19].

Modeling the reaction mechanism in both two-dimensional
(2D) and three-dimensional (3D) systems is a tool that allows us
to understand the key steps regarding the reproducibility and
uniformity of the films [19,20]. From a computational point of
view, prior works focused on the growth mechanism of SiO,, in
a plasma-enhanced chemical vapor deposition reactor in zero
dimensions (0D); the model used was solved using CHEMKIN
IIT and AURORA software. In the model, a set of reactions was

established that approximately describe the mechanisms of the
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material growth, and the model results were compared with
those obtained by experimental measurements [21]. Also,
modeling of CVD microreactors at atmospheric pressure using
tetraethyl orthosilicate as a source to obtain SiO; has been
achieved through computational fluid dynamics (CFD) simula-
tions [22]. The gas-phase and surface reactions were analyzed
using direct Monte Carlo simulations of a hot wire chemical
vapor deposition reactor for the growth of polycrystalline SiO,
[23]. Most of these models describe CVD reactors at low pres-
sure and low temperature, but there are not enough models
regarding CVD systems at high temperature (>800 K) and high
pressure (atmospheric pressure).

In this investigation, we focus on the simulation and analysis of
key steps in a HFCVD deposition process to obtain SiO, films
by means of continuity, momentum, heat, and diffusion
equations, which were solved numerically by the software
COMSOL Multiphysics based on the finite element method; we
also carry out a thermochemical analysis using FactSage. Some
of the theoretical results are compared to experimental results.
This work consists of five sections apart from this one. In
Section “Experimental”, there is a complete description of the
HFCVD reactor and the deposition parameters. Section “Theo-
retical and Numerical Simulations” explains the equations for
the OD and 2D models. Also, the hypothesis used to develop
this study and the methodology for the use of COMSOL and
FactSage are given. In section “Results and Discussion”, some
theoretical results are compared with experimental ones.
Further, the results obtained from the simulation are discussed
regarding the profiles of temperature, gas velocity, and concen-
tration of the species. Finally, the main conclusions of this

research are expressed in section “Conclusion”.

The study focuses on the convective transfer of the reactive
gases to the solid source and the surface diffusion to the sub-
strate. The main objective is to optimize the process for an
HFCVD reactor and, thus, improve the quality and repro-
ducibility of the films.

Experimental

The analyzed HFCVD system is a vertical reactor that can be
divided into three zones. The first zone is the gas inlet, the
second one is the reaction zone, and the third one is the gas
outlet. In the first zone, molecular hydrogen (H,) gas is pumped
in through a stainless steel piping system that reaches a diffuser
inside the reaction chamber. The gas gets in contact with eleven
tungsten filaments from incandescent lamps, which are acti-
vated by an externally applied voltage generating a current;
these filaments have a temperature of approximately 2300 K.

The second zone includes the region where the chemical reac-
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tions takes place. Here, molecular hydrogen, exposed to the
high temperature of the filaments, dissociates to form atomic
hydrogen, which reacts with the eleven solid quartz sources. A
cloud or plasma is formed and finally reaches the substrate for
the formation of the thin films. Finally, zone three is the exit of
the gases that were not deposited in the film. The entire process
is carried out under atmospheric pressure. Table 1 summarizes
the values of the parameters and dimensions complementary to
the experimental conditions in the reactor for the deposition of
SRO films previously described and depicted below in Figure 2
[24], as well as the corresponding boundary conditions.

Theoretical and Numerical Simulations
Hypothesis

Obtaining non-stoichiometric silicon oxide films in a HFCVD
reactor is mainly based on two main heterogeneous reactions,
which are the dissociation of atomic hydrogen and the reaction
of atomic hydrogen with a solid source. The thermochemical
study will allow us to obtain thermodynamic parameters of the
heterogeneous reaction between H® in the gas phase and quartz
to describe its behavior as a function of temperature at constant
pressure. The thermodynamic data obtained and those taken
from the bibliography will be used in the Arrhenius equation to
calculate the thermodynamic and transport properties of the
system in the gas phase in a dimensionless and temporal model.
The thermodynamic and transport properties of the mixture will
permit a study in the steady state considering the dimensions of
the HFCVD reactor and the deposition parameters through
numerically solving the equations of continuity, momentum,
and heat transfer by the finite element method.

Mathematical method and equations

The complex growth of non-stoichiometric silicon oxide films
in a HFCVD reactor involves different physics. For the descrip-
tion of the behavior of all systems, it is necessary to incorpo-
rate mathematical models that can explain the different phe-
nomena involved. In this section, the mathematical models and

the different pieces of software used in this study will be de-
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scribed. Figure 1 shows a flowchart that describes the modeling
and simulation process. The different mathematical models
used, and their mathematical equations will be described in

detail in the following sections.

The well-mixed reactor equations (0D model)
The modeling of reactions is based on the mass action law
given by Equation 1:

Kl

A +bB+ - === xX + yY + -, (1)
K
J

where A, B,... are the reactants and X, Y,... are the products.
a, b,... are the stoichiometric coefficients of the reactants, and
X, y,... are the coefficients of the products. In the case of a set of
reactions, the reaction rates r; (mol-m~3-s71) can be described
by the law of mass action given by Equation 2:

v Vi _gr vij
r./ _k/ Hiereactci k./ Hieprodci 4 2

where k]f and k; refer to the forward and reverse rate con-
stants, respectively. The concentration of species i is indicated
as ¢; (mol-m™3). The stoichiometric coefficients are expressed
by v;; and are negative for reactants and positive for products
[25].

The dependence of concentration and temperature on reaction
rates can be included using the Arrhenius expression
(Equation 3):

fo = AT\ "EA/RT), 3)

where A is the frequency factor, T (K) is the absolute tempera-
ture, n is the temperature exponent, Eo (J -mol’l) is the activa-
tion energy, and R is the gas constant (8.314 J-mol~1.K~1).

Table 1: Elements, dimensions, and parameters of the deposition in the HFCVD reactor.

Parameters and dimensions of the HFCVD reactor

Deposition parameters and boundary conditions

parameter value parameter value
filament diameter 0.5 [mm] temperature of the filament (no-slip wall) 2000 [°C]
filament length 10 [mm] pressure (outlet) 1 [atm]
distance between filaments 3.8 [mm] mass flow (inlet) 25, 50, and 100 [sccm]
deposition time 3 [min] substrate temperature (no-slip wall) 26 [°C]
reactor volume 0.009 [m3] distance source—substrate (DSS) 3,4, and 5 [mm]
surface area of the sources 2.19 x 10% [m?] distance filament—source 6 mm
substrate diameter 50.8 mm
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Reaction kinetics
Hypothesis —Pl

Time dependence [ 4
THE HFCVD
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Space-dependent
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Steady state

-Equilibrium
Thermochemical analysis (sweep of
Temp. Constant pressure)

COMSOL

¢ Multiphysics
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thermodynamic -

Model the transport of

transfer and fluid flow

Figure 1: Flowchart of the modeling and simulation process and the use of different pieces of software.

For chemical reactions in equilibrium, the equilibrium con-
stants are defined in terms of the equilibrium expression Keq by
Equation 4:

Vi
K. = Vi _ Hieprodci
eq _Hici - —y. “)

. c !
Hzereact !

The constants Kq were calculated through data obtained below
from Table 2 and using Equation 5:

AG®=-RTInK,, )

where AG is the change in the Gibbs energy and R is the gas
constant.

The equations in the spatial model

The used model assumes conservative species transport by
diffusion and convection through a mass balance as described
by Equation 6:

V-J;+u-V¢;, =R,;. (6)

In this equation, J; (mol-m_2~s_1) is the diffusive flow vector, R;
(mol-m~3-s71) is a rate expression for the species, and u (m-s™H
is the mass-averaged velocity vector. The suffix i denotes the
species.

The laminar behavior of the gas-phase fluid is based on the
Navier—Stokes equations; for an incompressible flow, p = con-
stant. The continuity equation in the general form is expressed
by Equation 7, the momentum equation in the general form is
given by Equation 8, and the transfer of heat in fluids is de-
scribed by Equation 9:

V-(pu)=0, @)
p(u.V)u:V~[—pI+H(Vu+(Vu)Tﬂ+F, (8)

10
pC, (u-VT)+V~(q+qr):—E—pT(u-Vp)+ :Vu+Q, (9)

oT
T 2
T:Vuzzz %+§V‘05,’j , (10)
i
T =—n Oy O , (11)
Y 5xj 5xl-

where u is the velocity vector (m-s71), p is the density (kg-m_3),
p is the pressure (Pa), F is the volume force vector (N-m™3), G
is the specific heat capacity at constant pressure (J-kg™1.K™1),
T is the absolute temperature (K), q is the heat flux vector
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(W-m™2), q, is the heat flux vector by radiation (W-m™2), Iis
the identity matrix (unitless), (Vu)T is the transposed velocity
gradient tensor, T is the viscous stress tensor (Pa), u is the
dynamic viscosity (Pa-s), Q includes heat sources other than
viscous dissipation (W-m™3), and d;; is the Kronecker delta
symbol. All equations in this section were taken from [26],
except Equation 5, which was taken from [27].

The modeling of chemical reactions

A prior thermodynamic equilibrium study of the heterogeneous
reaction of SiO; (s) + H® (g) at 1 atm pressure in the tempera-
ture range from 100 to 2000 °C using FactSage software found
that the gas species with higher concentrations were H°, SiO,
OH, H,0, and O,; those with lower concentrations were SiHy,
SiH, Si, O, Siy, and Sij [24]. This study was the basis for estab-
lishing the four main chemical reactions in zone 2 in the
HFCVD reactor, which are listed below in Table 3. Here, an ad-
ditional thermochemical study of the reaction SiO; (s) + H® (g)
was developed to obtain the extensive properties of this reac-
tion using FactSage in the temperature range from 500 to
1500 °C. Enthalpy (H), Gibbs energy (G), entropy (S), heat
capacity (Cp), and Helmholtz energy (A) were obtained to
calculate K¢q through Equation 5 [27]. The thermodynamic
properties are listed in Table 2.

It should be noted that the surface film growth reactions are not
considered in this study. The approximation of the thermo-
dynamic properties of the superficial species is a study that we
are still developing.

Numerical simulation

A 2D model of the HFCVD reactor was created using
COMSOL Multiphysics 5.3 software [28]. Figure 2 shows the
2D geometry model with the three zones of the HFCVD reactor.
For the numerical solution, the finite element method

Table 2: Thermodynamic properties for reaction 3 in Table 3.
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discretizes the domain into a mesh of smaller parts called ele-
ments. The computational time for the numerical solution is
related to the mesh in the 2D model with longer computational

time for a greater number of elements.

Zone1
1607 Gasinlet H,
1407
1201 Zone2 C—2J Shower
1 Deposit|zane
100]  TUEFTUUREEEEE eeaesssees —+— Filaments
. Sou:l::e ........... S
] quarntz
— Hqlder
4] Substrate
207 Zone 3
-407] Gas outlet
[T i

T T T T T T T
S0 100 150 200 250 300 350

Figure 2: The HFCVD reactor zones and elements of the 2D model
built in COMSOL Multiphysics 5.3.

Based on the thermodynamic equilibrium study, we propose
four main reactions in zone 2, which are listed in Table 3. For
the generation of atomic hydrogen, reactions 1 and 2 are consid-
ered, where M is a tertiary species or Hy. Atomic hydrogen
diffuses and reacts superficially with the quartz sources; this
corresponds to the process described by the heterogeneous reac-
tion 3. Finally, reaction 4 is considered for the generation of
OH, considering that the source of oxygen is the interaction of
atomic H® with the sources. The Arrhenius parameters used are
described in Table 3.

Initially, a well-mixed reactor approach will be used. This is a
0D model in which the reactor volume is assumed to be con-

Temperature  Enthalpy Gibbs energy  Entropy S Volume V Heat capacity Helmholtz Equilibrium

T (°C) H ) G () (J/K) (L) Cp (J-Kh energy A (J) constant Keq
500 -677803.9 -774752.6 193.897 411 x 101 80.284 -778912.2 8.62784 x 1080
600 -669523.0 -794911.9 208.981 4,93 x 101 85.279 -799902.9 1.59062 x 1089
700 -660742.4 -816497.1 222.507 5.75 x 101 90.434 -822319.6 8.43911 x 1080
800 -651404.4 -839377.8 234.967 6.57 x 101 96.539 -846031.8 6.37426 x 1054
900 -645606.2 -863342.5 241.929 7.39 x 101 20.828 -870827.9 1.27612 x 1050
1000 -643523.4 -887647.1 244124 8.21 x 101 20.828 -895964.0 2.31640 x 1046
1100 -641440.6 -912160.3 246.109 9.03 x 101 20.828 -921308.6 2.05986 x 1043
1200 -639357.8 -936863.1 247.921 9.85 x 101 20.828 -946842.9 6.02018 x 1040
1300 -637275.1 -961739.7 249.588 1.07 x 101 20.828 -972551.0 4.38780 x 10%8
1400 -635192.3 -986776.6 251.132 1.15 x 101 20.828 -998419.4 6.54940 x 1036
1500 -633109.5 -1011962.0 252.569 1.2311 x 107 20.828 -1024436.7 1.73301 x 1035
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Table 3: Reactions for the 0D and 2D models.

Reaction Frequency factor A
1.H+H+M=Hy+M 1.00 x 1018
2.H+H+Ho=Hso+Hy 9.2 x 1016
3. SiO5 (s) + H° (g) = SiO + OH 4.0 x 1012
4. Hy + Oy = OH + OH 1.7 x 1013

stant and spatially uniform; the calculated concentrations of the
species, and the temperature are instantaneous values within the
reactor. The 0D model scales to a spatial 2D model. For the nu-
merical solution, the following considerations are made: Molec-
ular hydrogen behaves like an ideal gas in a two-dimensional
model with position coordinates (x,y). The fluid is considered
laminar and incompressible. The mathematical equations that
describe the motion of gas are the conservation of mass (conti-
nuity equation), momentum (Navier—Stokes equations), and
energy. The boundary conditions used in this model are listed in
Table 1. Through the finite element method, all equations were
solved via COMSOL Multiphysics. The Dirichlet boundary
conditions were employed to solve this model numerically. The
types of boundaries are listed in Table 1. For the boundary wall
on the filaments, we use a constraints boundary condition; for
the outlet, a pressure boundary condition was used. For the
inlet, we use a mass flow boundary condition.

The simulations give us a broad overview on the probable reac-
tion mechanisms during the deposition of thin films in the

Beilstein J. Nanotechnol. 2024, 15, 1627—-1638.

Temperature exponentn  Activation energy Ep Ref.
-1.00 0.0 [16]
-0.6 0.0 [16]
0.0 5700 [17,18]
0 48100 [16]

HFCVD reactor. This allows us to get an estimate of the types
of species that will be deposited for the growth of thin films,
which depend strongly on the parameters and precursors em-

ployed.

Results and Discussion

Experimental results

The SiO, films obtained using the HFCVD reactor have already
been characterized using different optical, electrical, and struc-
tural characterization techniques [29-31]. Also, the process of
the growth of the films was optimized through a computational
fluid analysis study, which made it possible to increase the
deposition area, in addition to enhancing the optoelectronic
properties of the films [24].

Theoretical results

The 2D model was numerically solved in the steady state with a
computing time of 286 s. For the simulation, the 2D model was
analyzed with a mesh of 45,769 elements. First, the distribution
of temperature and velocity of the fluid and, second, the approx-

mm =3 T T T T T T T4
40
35Sk b
30+ 4
251 .
Quartz
20F sources FllamentS 1
- Silicon substrate
o O O O ©O| o0 l O ¢ 0O o©
10 4
ol ONONOHORG (CNCHNORORONG) |
20 30 40 S0 60 70 80 mm

Figure 3: The red line along the y direction in the deposition area (zone 2) built in COSMOL Multiphysics.
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imation of the concentration and distribution of the species are
presented. All results reported in this research were obtained
along a line on the y axis of the 2D model in zone 2. The line
crosses all horizontal zones of the HFCVD reactor. Figure 3
shows the line in red. The data obtained on the mentioned line
is presented and analyzed separately according to the main vari-
ables in the HFCVD system during deposition.

Temperature

The theoretical model was experimentally validated through
temperature profiles for 20 and 30 sccm flows, which are shown
in Figure 4a and Figure 4b, respectively [32]. The temperature
measurements were made using a K-type thermocouple located
on the surface of the deposition area. The deposition time for
SiO, was 3 min at a fixed position of the thermocouple on the
substrate. Thereafter, the position of the sources was moved by
3, 4, and 5 mm. The experimental temperature measurements
range from 450 to 550 °C after a deposition time of 3 min
considering the mentioned DSSs.

The 2D temperature map of the HFCVD reactor is shown in
Figure 5. The temperature map of deposition zone 2 is shown in
Figure 6a. Figure 6b describes the temperature profile along the
y coordinate from the substrate to the diffuser for the different
DSSs in the steady state. The maximum temperature is near the
filaments, and the minimum temperatures are found on sub-
strate and diffuser. Heat transfer in the reactor is due to differ-
ent mechanisms, such as radiation, conduction, convection, and
diffusion. The theoretical and experimental temperature results
were compared and analyzed near the position of the thermo-
couple, where the experimental temperature is only a function

of the deposition time but not of the position. From the theoreti-

600 ~ a)

Temperature (°C)
w
3
1 .

——3mmDSS
——4 mm DSS
——5mm DSS
Flow: 20 sccm

T T
0 60 120 180
Time (s)
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cal results, the temperature increases from 300 K at the sub-
strate to 1000 K near the quartz sources, that is 3—5 mm away

from the sources in the steady state.

Surface: Temperature (K)

T T T T T T T

Figure 5: Temperature map of the HFCVD reactor.

The results obtained show us that the HFCVD is a high-temper-
ature system regarding the filaments (2300 K), compared with
other CVD reactors like low-pressure CVD (800 K). Hence,
diffusion is expected to dominate the reactions for the forma-
tion of the precursor species. The growth of SiO, films is con-
trolled by nucleation effects. According to results for high tem-
peratures over 700 K, the supersaturation is high and the nucle-
ation is homogeneous in the process, leading to the precipita-

tion of solid particles on the substrate and powder formation

650 ~
600
550
500
450
400
350
300
250
200
150
100

50

—— 3 mm DSS
——4 mm DSS
5mm DSS
Flow:30 sccm

Temperature (°C)

I T
0 60 120 180
Time (s)

Figure 4: Experimental temperature measured by a thermocouple located on the deposition zone for (a) 20 sccm and (b) 30 sccm.
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Figure 6: (a) Temperature map of the surroundings of the deposition zone. (b) Temperature profile along the y axis from the substrate to the diffuser

for the different DSSs in the steady state.

[23]. SiO, powders are obtained in the HFCVD reactor when
the distance between the filaments and the source is less than
6 mm. According to what was discussed above, the distance
decreases the temperature, increases the size of the clusters, and
decreases the diffusion of the species, resulting in powder for-
mation. Heterogeneous nucleation on the substrate promotes the
growth of SiO, films. The distance between the filaments and
the substrate is greater than 9 mm; this reduces the temperature
below 700 K according to experimental and theoretical results,
promoting the growth of films. Temperature control in these
systems can be modulated through the longitudinal distance be-
tween filaments, sources, and substrates. The transverse dis-
tance between sources and filaments also plays an important
role in the deposition process; however, the proposed 2D model
limits the study of this effect.

Velocity field (m/s)
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180 i mis .
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Velocity

Flow dynamics play a critical role when the deposition takes
place at atmospheric pressure. Fluid velocity and distribution
analysis were previously performed and analyzed by CFD using
ANSYS Fluent [24], as depicted in Figure 7b. From this study,
it was determined that it is necessary to make a change in the
configuration of the reaction chamber outlets to homogenize the
flow distribution and, thus, be able to optimize the deposition
area to two inches. The previously reported ANSYS velocity
profile is in very good agreement with that obtained in
COMSOL, which is shown in Figure 7a. Both profiles in
Figure 7 describe the laminar flow of the gas in zone 2 and the
formation of a turbulent flow at the diffuser due to the interac-
tion with the walls. In a study of the deposition of silicon

dioxide using an atmospheric-pressure plasma-enhanced CVD
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Pathlines Colored by Velocity Magnitude (m/s) Nov 21, 2016

ANSYS Fluent Release 17.1 (2d, pbns, lam)

Figure 7: Velocity profile in the HFCVD reactor obtained with (a) COMSOL and (b) ANSYS.
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reactor, the reactor performance was shown to be strongly
affected by the flow dynamics [33,34].

Distribution and concentration of species

As previously mentioned, temperature and fluid dynamics play
a very important role in the formation and diffusion of precur-
sor species. The solution of the model allowed us to obtain pre-
liminary results for the concentration of the species in the reac-
tions proposed in Table 3. The concentration profiles for H°,
SiO, O,, and OH were analyzed at three different flow levels of
25, 50, and 100 sccm. The H° concentration map is shown in
Figure 8a, and the concentration as a function of the y position
is shown in Figure 8b. Figure 8b shows different concentration
profiles for different H, fluxes. The profiles vary slightly, and
the concentration increases with the flux of Hy. This effect was
already studied experimentally, and the most significant results
were the analysis of how the hydrogen flow influences the com-
position SiO, films by X-ray photoelectron spectroscopy; as the
hydrogen flow increases, the concentration of Si also increases
in comparison with that of oxygen, modifying stoichiometry
and bandgap [35]. The distribution of H® in zone 2 is a result of
the temperature distribution. The concentration is greater near
the filaments, decreasing with distance along the y axis away
from the quartz sources, where the temperature varies in the
range of 800—1200 K. When the distances from the filament to
the source are greater, no film deposition occurs. This effect is
mainly due to the recombination of H° to H; as the temperature

decreases.
The formation of these gaseous species is an important step

since they contain the radical species that give rise to the

surface reactions for the growth of the films. In the reaction

¢H (mol/m®)

mm T T T T T T

a)

mm
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mechanisms reported for the growth of SiO, films, the role of
intermediate "H and *OH and ‘O, radicals has been pointed
out through in situ Fourier-transform infrared spectroscopy.
These species react with silane-derived and surface hydroxy
groups, which leads to deposition. They are also responsible
for the incorporation of Si—OH bonds into the silicon oxide
matrix. The "H and "OH species attack unsaturated surface
species with dangling bonds. Oxidation of surface hydrogens is
the predominant reaction for O to convert H to OH. Finally,
‘H and "OH radicals can attack saturated surface species,
removing H to form H, and H;O, respectively, in the gas phase
[21,36]. The presence of dangling bonds in the SiO, films
was detected previously. In this study, SiO, films with thermal
treatment and without thermal treatment were analyzed, and
a decrease in thickness, refractive index, and excess silicon
was observed. This behavior was attributed to the structural
rearrangement at the atomic level by the thermal treatment
due to the desorption of hydrogen from dangling bonds. The
films after thermal treatment exhibited greater photolumines-
cence compared to those that did not undergo thermal treatment
[29].

The SiO species plays an important role in the proposed mecha-
nism; the reaction of SiO with *OH and °H radicals leads to the
formation of HSiO and silanes [15]. Silane and silanol species
were also found in the equilibrium thermodynamic study; they
can be the precursors of nanocrystalline silicon (nc-Si) in the
SiO, films [24]. The nc-Si obtained by this technique has been
studied and characterized [35]. The calculated concentration of
SiO and OH is shown in Figure 9a. These species exhibit a
higher concentration in the region among the quartz sources and

in the vicinity of the substrate. These concentrations are gener-
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Figure 8: (a) Concentration map of atomic H in the deposition zone. (b) Concentration as a function of the position on the y axis.
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Figure 9: (a) Concentration map of SiO in the deposition zone. (b) SiO concentration vs y position.

ated in chemical equilibrium by reaction 3 in Table 3. Figure 9a
shows the SiO concentration map, and Figure 9b shows the con-
centration as a function of the y position for different hydrogen

fluxes.

The oxygen in the deposition process is only from the solid
quartz sources. In our model, there is not an additional source
for O,. According to the proposed mechanism in reaction 4 in
Table 3, the formed O, reacts with H; on the surface of the
quartz sources to form OH. The O, content is lower than that of
the other species because it reacts with Hy and H°. Therefore,
this species is predominantly found below the quartz sources.
The O, concentration map is shown in Figure 10b. The concen-
tration of O, above the sources is almost zero due to the reac-
tion with atomic H leading to the formation of OH. Figure 10a

shows the concentration of O, as a function of the position.
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Conclusion

A model of the reaction mechanism of quartz sources with
atomic hydrogen was established in thermodynamic equilib-
rium, and a thermochemical study of the heterogeneous chemi-
cal reaction was carried out using FactSage. We obtained the
thermodynamic and transport properties to set up a 2D model.
Through 2D simulation with COMSOL Multiphysics® soft-
ware, it was possible to obtain the concentration profiles of the
main species H°, O, OH, and SiO, which contribute to the
growth of SRO films. In addition, the temperature and flow
velocity profiles were obtained. Furthermore, it was possible to
make a comparison between the theoretical results and those
obtained from experiments. It was observed that the effect of
the temperature on the distribution of the species is the most im-
portant. Regarding the temperature variation on the substrate, it

was found that it is mainly caused by the increase in the dis-

c0, (mol/m3)

l..ll . cocco

Figure 10: (a) Concentration of O, as a function of the y position. (b) O concentration map in zone 2.
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tance between sources and substrate. The temperature on the
substrate is influenced by radiation, conduction, und convec-
tion mechanisms. The transport of species is due to the convec-

tion and diffusion effects.
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Abstract

A series of novel TiO,/2D mordenite nanocomposites were synthetized by the introduction of titanium tetraethoxide (TEOT) into
the interlamellar space of 2D mordenite, its subsequent hydrolysis in water or a solution of 70% ethanol in water for 6, 12, and
24 h, and calcination. The resulting TiO,/2D mordenite materials were studied by a set of complementary characterization tech-
niques, including XRD, SEM-EDX, TGA, N; sorption, NMR, XPS and UV-vis spectrometry. It was observed that treatment in
70% ethanol solution preserves the ordered layered structure of 2D mordenite because TEOT hydrolysis is slowed down. This, in
turn, leads to higher mesoporosity after calcination due to anatase nanoparticles of about 4 nm preventing the collapse of the inter-
lamellar space. Immobilization of TiO, on the zeolite surface is evidenced by the formation of Si—O-Ti bonds. The bandgap width

of the synthetized nanocomposites was found to be sensitive to the hydrolysis medium.

Introduction
Zeolites are important heterogeneous catalysts in various indus-  chical micro- and mesoporosity [1-6]. Zeolites with hierar-
trial processes. More and more functional materials based on  chical porous structures can be synthesized using different

zeolites are being searched for, including zeolites with hierar-  strategies [4], for example, aggregation of nanocrystals, use of
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templates, and creation of mesoporosity by forming pillars
between 2D lamellae of zeolites separated by cetyltrimethyl-
ammonium bromide (CTAB) layers. The latter method involves
the synthesis of layered 2D zeolites in the presence of CTAB
and organic structure directing agents (OSDAs), followed by
calcination to remove them from the resulting products [1].

The choice of the OSDA determines not only the interlamellar
distance and, hence, the mesopore size, but also the aluminum
distribution and acidic properties of the obtained material,
which are key parameters for catalysts [5,7-10]. One widely
used component for the synthesis of 2D zeolites is CTAB
[5,9,11-13].

To prepare mesoporous materials from hybrid zeolite—-CTAB
aggregates, inorganic pillars are pre-formed in the CTAB
layers, which will keep the zeolite lamellae from collapsing
when burning the organic phase. The flexibility in the choice of
material to form pillars creates a wide range of potential new
materials for targeted applications. Typically, such pillars are
amorphous SiO; nanoparticles formed during the hydrolysis of
tetraethoxysilane (TEOS) introduced into liquid crystalline 2D
CTAB layers that fill the interlamellar space between the 2D
zeolite nanosheets. Tetraethoxytitanium (TEOT) is a homolog
of TEOS, and its hydrolysis similarly leads to the formation of
TiO;.

TiO, is a well-known photocatalyst whose efficiency depends
on a number of factors, including the crystalline phase, particle
size, and degree of crystallinity. The most active phase of TiO,
is considered to be anatase. Its nanoparticles usually show
higher efficiency than the bulk phase, but the bandgap of ana-
tase particles smaller than 10 nm is very sensitive to their size
[14].

One of the disadvantages of such free photocatalyst nanoparti-
cles is the limitation of mass transfer between solid and liquid
phases. From this perspective, the problem of immobilization of
TiO, nanoparticles is of great importance. Many materials are
considered as a possible support for immobilization, including
porous ceramics [15], glass [16,17], porous carbon materials
[18,19], mesoporous silica [20-23], and zeolites [24-27]. Recent
studies have confirmed that direct synthesis of TiO, in meso-
porous silica or zeolites provides strong immobilization of TiO,
nanoparticles through Ti—O-Si bonding [21-23].

Previously, we reported the results of the trial synthesis of a
new TiO,/2D mordenite nanocomposite [28]. The material was
obtained from a composite consisting of lamellar mordenite
separated by CTAB layers through the substitution of TEOS for
TEOT and subsequent hydrolysis. As a result, the pillars sepa-
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rating the mordenite layers were not made of silica as in the
routine synthesis method for the preparation of mesoporous ma-
terials, but of anatase nanoparticles of about 4 nm in size. It was
found that the textural properties of the resulting materials are
sensitive to the environment in which TEOT hydrolysis takes
place.

Alkoxides are, generally, not stable in protic solvents such as
water. However, because of this property they are widely used
as starting products in a large number of reactions. The hydroly-
sis of various metal alkoxides by pure water, or its mixtures
with primarily alcohols or other solvents, are the basis of the
sol—gel method to obtain oxide materials. The tendency of metal
alkoxides to this reaction can be considered as their most
important chemical property. For various reasons, the sol-gel
method is mainly associated with the hydrolysis of Si(OR)g4;
this reagent is readily available, inexpensive, and its hydrolysis
proceeds relatively smoothly, as discussed in numerous
original papers and reviews [29]. However, the hydrolysis of
M(OR)4 (M = metal), unlike the hydrolysis of Si(OR)y, is an
extremely fast process. Thus, the basic concepts that were de-
veloped specifically for Si(OR)4 cannot be applied to the hydro-
lysis of any arbitrary metal alkoxides. The higher coordination
number of metals in their alcoholic and hydroxy derivatives
compared to Si(OR)4 leads to a high propensity for oligomeri-
zation and polymerization of metal alkoxides after the first
stages of hydrolysis.

In the case of tetraethoxysilane, the overall reaction can be
written as [29]:

Si(OEt), +2H,0 = Si0, + 4HOEL, )

The situation in the case of titanium alkoxides is more
ambiguous. In a calorimetric hydrolysis study of Ti(OR), at dif-
ferent concentrations, the values of reaction enthalpy of the first
hydrolysis stage were measured for R = Et, iPr, and n-Bu [29].
It turned out that further hydrolysis proceeds much slower and
with very little heat release (for R = Et its value is zero within
the accuracy of the experiment).

Ti(OR)4 +HzO:Ti(OR)2 (OH)+ROH (2)
Therefore, this step is immediately followed by condensation:

nTi(OR)3 (OH)=Ti,0, (OR) P 3)
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The final composition of the hydrolysis products of alkoxides of
titanium roughly corresponds to TiO; 5(OR)-yROH, where
y = 0.15-1.00 depending on the nature of the alcohol. The
residual carbon during thermal treatment in air is eliminated in
the process of crystallization at 400-550 °C; thus, titanium
dioxide nanoparticles are obtained [29].

In this study we investigate in detail the influence of the hydro-
lysis medium and the duration of the hydrolytic process on
composition, local structure, morphology, texture, and optical
properties of TiO,/2D mordenite nanocomposites.

Results and Discussion

TiO,/2D mordenite compounds were synthetized from the
parent layered MOR-L by introduction of TEOT, its further
hydrolysis, and calcination. Further details are given in the Ex-
perimental section. The calcined (C) samples are labeled as
Ti-WNh-C and Ti-ENh-C with N = 6, 12, and 24 for materials
hydrolyzed in water (W) and 70% ethanol solution (E) for 6, 12,
and 24 h, respectively. The non-calcined samples are desig-
nated as Ti-WNh and Ti-ENh.

XRD, 2Al NMR, and SEM-EDX studies

Figure 1a and Figure 1b show small-angle and full X-ray
diffraction (XRD) patterns, respectively, for the samples con-
taining hydrolyzed forms of Ti after hydrolysis of TEOT. The
full XRD patterns of the hydrolyzed samples after calcination
are shown in Figure 1c. For comparison, the corresponding
patterns for the parent compound MOR-L are also given.

Beilstein J. Nanotechnol. 2025, 16, 128—140.

As it was shown in our previous study [5], the as-synthetized
lamellar MOR-L exhibits peaks characteristic of a 3D
mordenite structure and small-angle peaks at 20 = 2.7° and 5.5°,
which correspond to the (001) and (002) peaks of the ordered
layered structure with an interplanar distance of 3.2 nm. Ac-
cording to Figure 1b, the introduction of TEOT and its further
hydrolysis do not significantly perturb the mordenite peaks. But
the small-angle reflection peaks corresponding to the lamellar
structure disappear (Figure 1a); traces of a blurred peak are ob-
served only for the sample with minimal hydrolysis time in 70%
ethanol solution. An obvious reason for the loss of lamellar
structure is the rate of hydrolysis, which is much higher for
TEOT than for TEOS [5]. The rapid and apparently uneven
growth of oligomers in different regions of the interlamellar
layers leads to a disruption of the long-range order of the

lamellae.

In addition, the full XRD patterns evidence the formation of an
amorphous phase, presumably nanosized TiO, (Figure 1b).
Zang et al. [30] showed that the XRD pattern of nanometer-
sized amorphous TiO; consists of broad humps at 20 values of
35°,53°, and 75°. In the TiO,/2D mordenite composites studied
in our work, the first hump is masked by the main zeolite peaks,
but the remaining two are identical to the ones reported in [30].
Amorphous TiO; particles exhibiting such an XRD pattern can
be described as small strained anatase-like crystalline cores with
strongly distorted shells. These amorphous nanoparticles are
responsible for the formation of single-phase nanocrystalline
anatase upon heating [30]. This is exactly what we observe.

e Ti-W6h

——Ti-W6h
—Ti-Wizh { ——Ti-W12h
——Ti-W24h \ ——Ti-W24h
Ti-E6h
——Ti-E12h

Ti-E24h

Log. Intensity (arb. units)
Intensity (arb. units)

1 2 3 4 5 6 10 20 30 40
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(a) (b)
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Figure 1: (a) Small-angle powder patterns for the parent compound MOR-L and the samples after TEOT hydrolysis. (b, ¢) Full XRD powder patterns
for the Ti-loaded samples after (b) TEOT hydrolysis and (c) subsequent calcination. Asterisks indicate the anatase structure formed after calcination.
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Figure 1c shows that, after calcination, additional large peaks
appear in all samples, which can be attributed to anatase TiO,
nanoparticles. The average size of the TiO; nanoparticles, as
determined from single diffraction peaks of experimental
patterns using the Scherrer formula, is about 4.0 nm for the
composites prepared by hydrolysis in water, and slightly larger,
about 4.3 nm, after hydrolysis in 70% ethanol solution
(Table 1).

In addition, it should be noted that calcination, independent of
the medium of TEOT hydrolysis, leads to the complete disap-
pearance of the long-range ordering of the zeolite lamellae (no
peak at 20 < 5°; the SAXS patterns are not shown here). This is
an important difference between TEOS and TEOT, studied in
our previous work [5], for which even after hydrolysis for 12 h

in water the long-range order of the lamellae was preserved.

The results of the elemental analysis using energy dispersive
X-ray (EDX) and X-ray photoelectron spectroscopy (XPS) of
the parent lamellar sample and TiO,-loaded samples are sum-
marized in Table 1. Upon formation of TiO, nanoparticles, a
partial dealumination of mordenite occurs. However, the Al dis-
tribution over the sample depth is not homogenous. XPS shows
that Al is accumulated on the sample surface. The hydrolysis
medium does not significantly affect the total Si/Al ratio, but
hydrolysis reactions longer than 6 h result in a higher alumi-
num concentration on the surface. It should be also noted that
all TiOj-loaded samples are characterized by low sodium
content. We remind the readers that Na* is a charge compen-
sating cation; for an ideal sodium zeolite, Na/Al = 1. The parent
MOR-L compound even exhibits a small excess of positive
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charge (Na/Al > 1) that is balanced by Br™ anions [5]. In the
process of post-hydrolysis calcination, the removal of CTAB
results in the creation of protonated centers, and the role of

compensating cations is eventually passed to protons.

According to the elemental analysis data (Table 1), the TiO,
loading exceeds 50 wt % in all studied composites. Comparing
the data of methods with different measuring depths (i.e., EDX
and XPS), we can conclude that Ti is more or less uniformly
distributed over the depth in the presented samples. This allows
us to state that TiO; nanoparticles not only accumulate on the
sample surface but are also present in the interlamellar space,
which correlates with the nitrogen adsorption data reported
next. For both hydrolysis media, the maximum TiO, content is
reached after 12 h of treatment. For Ti-E24h-C, the lower TiO,
content compared to TI-E12h-C can be attributed to the forma-
tion of 3D mordenite fibers, clearly visible in the SEM images
(see below in Figure 3).

From the comparison of the surface (XPS) and volume (EDX)
content of TiO,, we can not only deduce a fairly uniform distri-
bution of titania over the volume, but also a somewhat higher
volume content for samples obtained by hydrolysis in water.
This suggests that the formation of anatase particles occurs both
on the surface and in the entire accessible mesoporous volume,

creating titania pillars for the mesoporous system.

Figure 2 shows the 27Al magic angle spinning nuclear magnet-
ic resonance (MAS NMR) spectra of the parent compound
MOR-L and the TiO,-loaded samples. They confirm the regu-
larity of the zeolite frameworks of the as-prepared samples. The

Table 1: Average TiO» particle size (d) and elemental composition, determined by EDX and XPS, of the as-synthetized and Ti-loaded samples, and

their TiO» content.

Sample Method Si/Al Na/Al
MOR-L EDX 84+0.3 1.14 £ 0.03
Ti-W6h-C EDX 10204 0.5+£0.1
XPS 6.2+0.1 ND2
Ti-W12h-C EDX 10.2+£0.1 0.2+£0.1
XPS 4.6+0.1 ND2
Ti-W24h-C EDX 10.9%£0.2 0.4+0.1
XPS 48+0.1 ND2
Ti-E6h-C EDX 9.3+0.6 0.3+£0.2
XPS 6.9+0.1 ND2
Ti-E12h-C EDX 10.6 £0.2 0.3+£0.1
XPS 42 +01 ND2
Ti-E24h-C EDX 105%£0.2 0.4+0.1
XPS 53+0.1 ND2

Ti/Al TiOo (wt %) (d) (nm) XRD  Ref.

— — — (5]

16 £ 1 63+ 1 40+0.1 [28]
76+0.3 52+ 1

29 + 1 73 1 41+0.1 this paper
6.8+0.3 60 + 1

30+ 1 72 1 3.9+0.1 this paper
8.2+0.3 63+ 1

15+2 61+2 42+01 [28]
7.0+£0.3 51+1

20 £ 1 66 + 1 4.3+0.1 this paper
10.5+0.3 70 £ 1

10 1 50 +1 44 +0.1 this paper
6.3+£0.3 55+ 1

aThe Na 1s peak overlaps with the Ti LMM Auger peak, which impedes correct evaluation of the Na content.

131



spectrum consists of only one line at 54 ppm, which corre-
sponds to aluminum in regular tetrahedral sites of the zeolite
framework. As it was reported earlier for 2D mordenite pillared
by amorphous SiO,, obtained by hydrolysis of TEOT in water,
the removal of CTAB leads to a partial removal of Al from the
zeolite frameworks [5]. The same is observed for the TiO;-
loaded samples. An additional line at about 0 ppm corresponds
to extra-framework six-coordinated Al species [31-34], and the
relative content of this extra-framework Al does not depend
much on duration or medium of hydrolysis (about 20% for all
samples except Ti-E6h-C, for which it is 15%) and is mainly
determined by the mutual arrangement of the CTA" cations and
Al in the zeolite lamellae in the parent MOR-L compound. The
CTA™ cations are localized near [AlO4]” tetrahedra; the
removal of organics upon calcination results in a partial col-

lapse of the local zeolite structure.

lef
——Ti-W6h-C  20%
——Ti-W12h-C  22%
, ——Ti-W24h-C  22%
| Ti-E6h-C  15%
——Ti-E6h-C  22%
Ti-E24h-C  19%

| | ——MoRr-L 0%

120 80 40 0 -40

*’Al chemical shift (ppm)

Figure 2: 27Al MAS NMR spectra of the studied samples. The relative
integral intensity of the line at 0 ppm corresponding to extra-frame-
work Al species /gt is shown in the legend.

Figure 3 shows images of all studied composites. The scanning
electron microscopy (SEM) image of the initial lamellar
mordenite sample MOR-L is also shown for comparison. As
can be seen, MOR-L exhibits elongated plates up to 1 um long
and 0.1 pm wide, combined into stacks. After introduction of
TEOT followed by hydrolysis and calcination, all composites
have a similar morphology. Thin plates of about 0.5 pm in size
covered with nanoparticles of about 10 nm in size. The samples

Beilstein J. Nanotechnol. 2025, 16, 128—140.

obtained by hydrolysis in 70% ethanol solution exhibit a more
foam-like shape. Moreover, hydrolysis in 70% ethanol solution
for 24 h results in the formation of thin single-crystalline fibers

of mordenite.

Ti-W6h-C

Ti-E6h-C

Ti-W24h-C Ti-E24h=C

500 nm

500 nm

Figure 3: SEM images of the parent lamellar mordenite MOR-L
(bottom left) and TiO,-loaded samples. The bottom-right image shows
the formation of mordenite crystals in the Ti-E24h-C sample.

Al 2p, Ti 2p, and O 1s XPS studies

The XPS spectra of Al 2p, Ti 2p, and O 1s for the composites
are shown in Figure 4. Figure 4a and Figure 4c also show the
Al 2p and O 1s spectra of the starting MOR-L compound. No
perturbation is observed in the Si 2p region. The only peak at
104.0 eV, corresponding to Si 2p in MOR-L, is slightly shifted
towards a lower binding energy (103.3 eV) for all Ti-loaded
samples.

The Al 2p XPS spectra of the Ti-loaded composites show
differences compared to the initial MOR-L compound (peak at
75.5 eV). The peak is shifted towards lower binding energies
(74.6-74.8 eV), and a shoulder appears at 77.5-76.9 and
76.8-76.4 eV for Ti-WNh-C and Ti-ENh-C, respectively.
An exemplary decomposition of the Al 2p XPS spectrum
for Ti-W24h-C is shown in the inset of Figure 4a. For the
Ti-WNh-C series, the position of the additional peak strongly
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Figure 4: (a) Al 2p, (b) Ti 2p, and (c) decomposed O 1s XPS spectra of the Ti-loaded samples. The Al 2p and O 1s XPS spectra of the MOR-L com-
pound are given for comparison. The inset in (a) shows the decomposition of the Al 2p spectrum for Ti-W24h-C.

depends on the duration of hydrolysis (shift towards lower
binding energy with increasing hydrolysis time), whereas the
duration of hydrolysis in 70% ethanol solution has no signifi-
cant effect on the position of the additional peak, but only on its
intensity. This peak can be associated with extra-framework Al
species, which according to 27’A1 NMR amount to a total of
about 20% (Figure 2). For Ti-E24h-C, a low intensity peak
appears at 72.7 eV. This peak can be related to framework Al in
the 3D mordenite fibers, which are clearly seen in the SEM
image (Figure 3). It should be noted that very often in zeolites
the peak at 74.5-74.8 eV is attributed to the presence of Al,O3
[35,36]; however, as it will be shown further, this contradicts to
the 27A1 NMR spectra.

The Ti 2p XPS spectra of the Ti-WNh-C and Ti-ENh-C sam-
ples show peaks corresponding to Ti 2p;/, (464.6 eV) and
Ti 2p3/p (459.0 eV) transitions, indicating that Ti is in the
Ti(IV) state [37] (Figure 3b). To identify the interactions be-
tween TiO; nanoparticles and zeolite layers in the composites,
O 1s XPS spectra were analyzed (Figure 4c). The starting com-
pound MOR-L shows a characteristic peak of Si—O bonds
(533.2 eV) with a small shoulder at 531.3 eV, which can be at-
tributed to Si—O—Al. The introduction of TiO, shifts the Si—O
peak down to 532.4-532.6 eV, and a characteristic peak of
Ti—O bonds at 529.9 eV appears (for samples hydrolyzed in
70% ethanol solution for 24 h, it is shifted towards 530.3 eV).
The signals from Al-O and Al-OH, expected at 532 and
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533 eV, respectively, are evidently masked by a broad signal
from the Si—O bonds. The O 1s spectra also reveal the emer-
gence of a new O state at about 530.9-531.2 eV, which can be
assigned to the formation of Si—~O-Ti bonds [27]. A decrease of
the Si—O-Ti signal with the hydrolysis duration suggests that
the shortest hydrolysis time provides the most efficient immobi-
lization of TiO, nanoparticles on zeolites sheets. However, this
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conclusion is difficult to confirm quantitatively as Si—O—Al
bonds also may provide a contribution to this line.

Nitrogen sorption and thermogravimetric

studies

Figure 5a,b shows the N, adsorption/desorption isotherms of
the studied nanocomposites. They demonstrate features charac-
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Figure 5: (a, b) Nitrogen adsorption isotherms at 77 K, (c, d) pore size distribution and pore volume in calcined nanocomposites Ti-WNh-C (a, c) and
Ti-ENh-C (b, d); (e) t-plot for Ti-E6h-C with a linear fit in the t range from 0.33 to 0.6 nm.
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teristic of hierarchical porous structures possessing both micro-
and mesoporosity. At low pressure, there is a sharp gas absorp-
tion (isotherm I or II according to IUPAC classification); at in-
creasing pressure, the absorption continues and is accompanied
by a hysteresis loop (isotherm IV according to IUPAC classifi-
cation). For the series of Ti-WNh-C samples hydrolyzed in pure
water, the inflection point on the desorption curves appears
around P/Pg = 0.5, and it is followed by a broad hysteresis loop.
The shape of this loop mainly corresponds to bottle-shaped
pores (type H2, more precisely H2b, which corresponds to a
pore blocking effect but without percolation, which may also in-
dicate a narrow size distribution of pore cavities), with some
presence of slit-shaped pores (type H3). Hydrolysis in 70%
ethanol solution (i.e., Ti-ENh-C series) results in a wider distri-
bution of mesopores by size. Volume Vgjy and diameter Dgyyg
of the mesopores determined from the desorption branch of the
hysteresis loops are given in Table 2. The surface area Sggt of
the samples were calculated using adsorption data in the range
of relative pressures of 0.07-0.22. In addition, to estimate
micropore surface area and volume, we applied the 7-plot
method, which plots the adsorbed volume as a function of the
effective thickness (¢) of the adsorbed layer. For a correct trans-
formation of relative pressure (P/Pg) to ¢, we used the formulas
proposed in [38,39] for hierarchical microporous/mesoporous
zeolites. In this method, a linear fit at low thickness of adsor-
bate film (low relative pressure) provides the micropore volume
Vmicro (the intercept) and the mesopore plus external surface
area Smeso+ext (the slope). Then the micropore surface area can
be roughly estimated as follows [38]: Smicro = SBET — Smeso+ext-
An example of 7-plot analysis is shown in Figure Se. The pore
volumes and surface areas evaluated from #-plot are also listed
in Table 2.

According to the 7-plot analysis, the contribution of micropores
to the total pore volume does not exceed 10% and is even lower
for the sample hydrolyzed in water. As can be seen from
Figure Sc, hydrolysis in water leads to the formation of meso-

pores of about 3.8 nm in size with a mesopore volume of
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0.17 cm>/g. Increasing the hydrolysis time up to 12 h results in
a slight increase of mesopore size and volume (both evaluated
from BJH and #-plot methods) that correlates with a more de-
veloped surface area. However, prolongation of hydrolysis time
does not affect the textural properties of the resulting compos-
ites. With an increase hydrolysis duration in the presence of
ethanol, first, there is a sharp decrease in porosity. Then, there
is an increase to almost the same value as it was after the
minimum processing time, which may be due to the formation
of microporous zeolite. The decrease in specific surface area for
Ti-E12h-C compared to Ti-E6h-C is most likely due to the for-
mation of larger mesopores, which are not observed in
Ti-E6h-C and T-E24h-C.

It is interesting to note that the surface area of the studied com-
posites obtained by pillaring of lamellar mordenite with anatase
nanoparticles formed in the interlamellar space via hydrolysis is
very close to the one reported for TiO,/ZSM-5 composites ob-
tained by a related method (by adding the presynthesized zeolite
in the synthesis medium of TiO, and, vice versa, by adding pre-
synthesized TiO; in the synthesis medium of zeolite [27]),
lower than in a mechanical mixture of TiO, with microporous
zeolite, but higher than for composites obtained by a liquid
impregnation method [40].

Thermogravimetric (TG) profiles of the studied samples
together with the derivative thermogravimetric (DTG) curves
are shown in Figure 6. As can be seen, mass loss occurred in
two main steps, namely, the rapid desorption of surface water or
weakly bound water molecules in the temperature range of
40-100 °C and further mass loss in the temperature range of
100-300 °C, attributed to desorption of the remaining water
enclosed in voids and channels [41,42]. However, even at tem-
peratures above 300 °C, all samples exhibit a small peak in the
DTG curves at about 400 °C, which can be attributed either to
water molecules trapped in hardly accessible voids or, more
probably, to a removal of specific hydroxy groups [34]. More-

over, all samples except Ti-W4h-C show a linear mass loss

Table 2: Textural properties of the Ti-loaded samples from N, adsorption isotherms.

Sample Sget (M2/g) Smeso+ext (M2/9)  Smicro (M2/) VBu (cm®/g) Vimicro (€m3/g) Dgyy (nm)
Ti-W6h-C 134 131 3 0.17 0.004 3.8
Ti-W12h-C 178 178 0 0.22 0.005 4.0
Ti-W24h-C 178 170 8 0.19 0.007 4.1
Ti-E6h-C 268 226 42 0.29 0.022 4.1/6.02
Ti-E12h-C 183 179 4 0.26 0.005 4.1/7.28
Ti-E24h-C 259 241 18 0.29 0.015 4.1/6.02

8For the Ti-ENh-C series two pore diameter values correspond to two maxima in the pore size distribution curves.
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starting from 300 °C that is not reflected by DTG and can be at-
tributed to progressive dehydroxylation (for hydroxy groups
with a significant inhomogeneity) [41]. For the sample
Ti-W12h-C, this effect is most pronounced and corresponds to
about 7.6% of the total mass loss. The total mass loss Aw as
well as the mass loss below and above 300 °C (Aw; and Aw,,
respectively) are listed in Table 3. It should be noted that the
samples contain different amounts of TiO, (Table 1). Water is
mainly located in zeolite voids. Hence, for a more appropriate
determination of the amount of water by mass loss, we need to
take it into account. The mass losses below and above 300 °C,
recalculated assuming that they are due to the zeolite phase
alone, Aw|" and Aw,’, respectively are also listed in Table 3.

—Ti-W6h-C ——Ti-E6h-C
...... Ti-W12h-C ------Ti-E12h-C
............ Ti-W24h-C - Ti-E24h-C

100+
98- o
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Figure 6: TG and DTG profiles for the studied nanocomposites.
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As one can see, there is now obvious correlation between water
content determined from Aw;’ and the mesopore volume Vgjy
estimated from nitrogen adsorption. Despite the larger pore
volume and surface area, there is about the same amount of
water in the samples obtained by hydrolysis in 70% ethanol
solution and in pure water. Nevertheless, there is a strong corre-
lation between the water content Aw{’ and the amount of
hydroxy groups, Aw,'. This points out to a strong interaction of
nanoconfined water with hydroxy groups on the inner surface of
mesopores, a part of which formed upon calcination [6]. More-
over, the samples obtained in 70% ethanol solution may exhibit
different hydrophilic/hydrophobic properties than the samples
hydrolyzed in pure water. It is known that the hydrophilicity of
TiO, depends on the crystalline phase and surface composition,
but not on the size [43]. Moreover, it was found that introduc-
tion of TiO; into an amorphous siliceous matrix increases the
hydrophilicity of the material. However, as it was shown in
[44], the formation of a dense anatase phase has a strong influ-
ence on both the value of water adsorption energy and the dis-

tribution of water adsorption centers.

UV-vis spectrometry

To determine the bandgap energy E,, the Tauc method was
applied to the diffuse reflectance spectra. In this method, it is
assumed that the energy-dependent absorption coefficient a can

be written as

(cx-hv)l/n :B(hv—Eg), @)

where £ is the Planck constant, /v is the photon energy, and B is
a constant. The factor n depends on the nature of the electron
transition, that is, n = 1/2 for direct and n = 2 for indirect transi-
tion bandgaps. The Kubelka—Munk method allows one to trans-
form the reflectance spectra into the corresponding adsorption
spectra using the function

Table 3: Mass loss below (Awq, Aw4’) and above (Aws,, Aw,') 300 °C as directly determined from TG curves (Awq, Aw,) and recalculated account-
ing for TiO, content (Aw4’, Awy'). The total mass losses Aw and Aw’ are also provided.

Sample 40 °C<T<300°C

Awq (%) Awq' (%) Aws (%)
Ti-W6h-C 28+0.1 7603 0.3+0.1
Ti-W12h-C 3.9+01 14.4+0.3 0.7+0.1
Ti-W24h-C 43+0.1 15.3+0.3 1.3+£0.1
Ti-E6h-C 52+0.1 13.3+0.5 0.9+0.1
Ti-E12h-C 50x0.1 14.8+0.3 0.8+0.1
Ti-E24h-C 55+0.1 10.9+0.3 0.7+0.1

300 °C < T <1000 °C

300 °C < T <1000 °C

— Awy (%) Awy’ (%)
Ti-W6h-C 2.8+0.1 76£0.3
Ti-W12h-C 3.9+0.1 144103
Ti-W24h-C 43£0.1 153+ 0.3
Ti-E6h-C 52+0.1 13305
Ti-E12h-C 5.0+0.1 14.8+0.3
Ti-E24h-C 55+0.1 10.9£0.3
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F(R)=—=~—", (5)

K _(1-R)’
S 2R

where R is the reflectance of a thick uniform sample, and K and
S are the adsorption and scattering coefficients, respectively.
When F(R,) ~ a, by combing Equation 4 and Equation 5, one
obtains

(F(R)-hv)" = B(h-E,). ©)

Figure 7a shows the diffuse reflectance spectra of the prepared
TiO,/2D mordenite nanocomposite. All samples exhibit absorp-
tion edges near 400 nm due to the anatase TiO, bandgap
absorption. Figure 7b shows the reflectance spectra of the
studied nanocomposites transformed using Equation 6 with
n =2 (since TiO; is an indirect bandgap semiconductor). Semi-
conductor materials are characterized by a steep linear increase
in light absorption with increasing energy. The bandgap energy
can be estimated from the point of intersection of the x-axis of

the linear fit of the Tauc plot.

As one can see from Figure 7b, the Eg values for the studied
TiO,/2D mordenite nanocomposites are sensitive to the hydro-
lysis medium. The samples obtained by hydrolysis in water ex-
hibit Eg values of about 3.22 eV, which is close to the value of
bulk anatase [45,46]. Hydrolysis in 70% ethanol solution results
in higher E, values, about 3.27 eV, which are typical for ana-
tase nanoparticles [45].

It should be noticed that according to a number of studies, the

bandgap width in TiO,/zeolite composites depends both on the
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topology of the zeolite framework [47] and on the ratio be-
tween TiO; and zeolite [47,48]. Alvarez et al. [47] reported that
for TiO, deposited on mordenite during the TiO; sol-gel syn-
thesis in a ratio of 75:25, which is close to that in our work (i.e.,
between 50:50 and 70:30), leads to a noticeable increase in
the bandgap (3.47 eV) [47]. It should also be noted that
TiO,/zeolite composites that were obtained by either incorpo-
rating the presynthesized zeolite in the synthesis medium
of TiO; or incorporating presynthesized TiO; in the synthesis
medium of ZSM-5 [27] exhibit optical properties very similar to
those found in our work.

Conclusion

A series of pillared TiO,/2D mordenite nanocomposites were
successfully synthetized from the initial lamellar CTAB/2D
mordenite by introducing TEOT, hydrolyzing the resulting
composite in either water or 70% ethanol solution with hydroly-
sis reaction times of 6, 12, and 24 h, and subsequent calcination.
The main results of the comprehensive study of the obtained
composites can be summarized as follows. (1) A study of the
TEOT hydrolysis process was carried out, and it was found that
the properties of the samples depend significantly on the hydro-
lysis medium and the duration of the process. The hydrolysis of
TEOT in the interlamellar CTAB layers in all cases disrupts the
long-range ordering of zeolite lamellae. Ethanol allows one to
attenuate and slow down this process compared to pure water.
In samples prepared in 70% ethanol solution, the residual
ordering of the lamellar structure at the first stage of the process
is preserved to some extent, and the textural characteristics are
better compared to samples prepared in pure water. Further
calcination, regardless of the medium in which TEOT hydroly-
sis occurred, leads to the final disappearance of the long-range

ordering of zeolite lamellas. (2) According to XRD data, ana-
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Figure 7: (a) UV-vis diffuse reflectance spectra and (b) plots of (F(R)hv)/2 versus photon energy for calculation of bandgap energies of TiO,-loaded

mordenite.
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tase nanoparticles of about 4 nm in size form pillars separating
the mordenite layers, creating the mesoporosity observed in the
experiment. The textural properties of the samples strongly
depend on the hydrolysis medium. Hydrolysis in 70% ethanol
solution leads to a bimodal distribution of pore sizes, with peaks
at 4 and 6 nm, as well as to an increase in the volume of meso-
pores. (3) Hydrolysis in 70% ethanol solution for 24 h leads to
recrystallization of 2D mordenite and to the formation of thin
single-crystalline fibers of 3D mordenite. (4) Immobilization of
TiO; nanoparticles on the zeolite support was confirmed by
XPS. (5) Samples obtained by hydrolysis in water exhibit a
bandgap of 3.22 eV, which is close to that of bulk anatase.
Hydrolysis in 70% ethanol solution results to higher bandgap
values, around 3.27 eV, which are characteristic of anatase

nanoparticles.

Despite the still large bandgap, the immobilization of TiO; on
the zeolite matrix, combined with the mesopore structure im-
portant for high mass transfer properties, suggests that these
materials may be promising catalysts under flow conditions.
However, it is necessary to further search for parameters to
regulate the growth of nanoparticles in the interlayer space (e.g.,
the temperature of hydrolysis) and their morphology, as well as
to investigate the influence of synthesis conditions on the target
properties. Nevertheless, the successful application of zeolite
pillaring using an oxide material other than SiO, opens up a
wide range of opportunities for the development of new materi-

als for specific applications.

Experimental

The synthesis of nanocomposites was carried out similarly to
the method first proposed in [49] and used previously in [5,50]
for the insertion of SiO; nanopillars. The latter includes the
following steps: (1) synthesis of layered zeolite by self-
assembly using CTAB as an organic structural guiding agent
that creates regular mesopores, (2) introduction of TEOS mole-
cules into the interlayer space, (3) hydrolysis and formation of
pillars of amorphous SiO, separating the layers of two-dimen-
sional zeolite, and (4) calcination for the removal of organic
molecules. In this work, to obtain TiO,/2D mordenite compos-
ites (layers of two-dimensional mordenite separated by TiO;
pillars), the synthesis method was slightly adjusted and TEOS
was replaced by TEOT. This substitution, taking into account
the differences in the properties of these compounds, required
changes in both the reagents for hydrolysis (processes in pure
water and in 70% ethanol solution were compared) and in the
choice of process time intervals.

In the synthesis of TiO,/2D mordenite compounds, the layered
MOR-L sample obtained in step (1), was stirred in TEOT at a
mass ratio of 1:5 for 6 h at 25 °C. The sample was filtered off
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and then dried at 35 °C for 12 h. To hydrolyze TEOT that had
diffused into the CTAB layers and to obtain TiO, nanoparticles
in the interlamellar space, 1.0 g of TEOT-impregnated MOR-L
sample was stirred in either 10.0 g of distilled water or a 70%
ethanol-in-water solution, at 90 °C, for 6, 12, and 24 h. After
completion of the hydrolysis, the samples were filtered, washed
with distilled water, dried at 120 °C, and finally calcined at
550 °C for 4 h in air. The calcined (C) samples are labeled as
Ti-WNh-C and Ti-ENh-C with N = 6, 12, and 24 for materials
hydrolyzed in water (W) and 70% ethanol solution (E) for 6, 12,
or 24 h, respectively. The non-calcined samples are labeled as
Ti-WNh and Ti-ENh.

Powder XRD analysis was carried out on a Bruker D8
DISCOVER diffractometer with monochromatic Cu Ka radia-
tion. XRD patterns of the studied compounds were recorded in
the 26 range of 5-70° with a step width of 0.0302°. SAXS
patterns were recorded over a 20 scanning range of 0.2-7.0°
with a step width of 0.01°.

Elemental analysis and morphology of synthetized TiO,/2D
mordenite nanocomposites were probed by SEM-EDX using a
Zeiss Merlin microscope equipped with an Oxford Instruments
INCAx-act EDX console.

N sorption isotherms were recorded at 77 K using a Quadra-
Sorb SI instrument. Before analysis, samples were outgassed
under vacuum for 6 h at 300 °C. The surface areas were esti-
mated within the mBET method. Thermal gravimetric analysis
(TGA) was carried out using a Netzsch STA 449 F1 Jupiter
instrument in the temperature range of 40-990 °C at a heating

rate of 10 °C/min in an Ar flow of 90 mL/min.

27A1 MAS NMR spectra were recorded using a Bruker Avance
IIIWB 400 MHz solid-state NMR spectrometer (operating with
Topspin version 3.2) using a double-resonance 4 mm MAS
probe with a rotor speed of 12.5 kHz.

XPS spectra of the samples were taken using a Thermo Fisher
Scientific Escalab 250Xi spectrometer with non-monochro-
matic Al Ka radiation (photon energy 1486.6 eV). Bandgaps
energies were determined by diffuse reflectance spectroscopy
using a Lambda 1050 spectrophotometer (Perkin Elmer)
equipped with an integrating sphere in the spectral range of

200-700 nm. Barium sulfate (BaSOy4) was used as a reference.
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Abstract

Zeolitic materials incorporating mono- and bimetallic systems of nickel and cobalt were obtained from natural zeolite modified
with Ni%* and Co?* chloride solutions through traditional ion exchange (IE) and impregnation (Imp) processes. Special attention
was given to analyzing the cationic and anionic composition of the resulting materials. The catalytic potential was evaluated in the
selective hydrogenation of citral, focused on the formation of unsaturated alcohols. The IE process replaced mainly Ca2* and Na*
with Ni2* and Co?* cations in the zeolite phases (clinoptilolite and mordenite mix), while Imp resulted in higher metal content
(2.0-2.7%) but retained significant amounts of chloride (1.9-3.8%), as confirmed by XRD and temperature-programmed reduction.
The materials prepared by IE had negligible chloride content (0.02-0.07%), and their specific surface areas (138-146 m%/g) were
greater than those of the materials obtained by Imp (54-67 m2/g). The bimetallic systems exhibited enhanced reducibility of the
Co?* and Ni2* isolated cations, attributed to synergistic interactions that weakened the cation—framework binding. Catalytic activi-
ty tests showed that nickel species were primarily responsible for citronellal formation. Among all materials, the bimetallic CoNijg
catalyst, prepared by IE, was the only one to produce unsaturated alcohols, suggesting that synergistic Ni—Co interactions played a
role in their formation.
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Introduction

Numerous publications in the literature highlight zeolites modi-
fied with metallic species for various applications, leading to
the invention of new functional materials for sustainable devel-
opment, such as catalysts [1-3]. Among the various methods
used to modify zeolites, ion exchange is the most widely em-
ployed. Different ion exchange methods are known, such as ion
exchange in conventional solutions, in the solid phase with
molten salts, and with gaseous phases. Depending on the chosen
modification method, particularities regarding the elemental
composition and application of the resulting materials occur
[4-6]. Cu-Y zeolites were obtained by contacting Na—Y zeolite
and Cu(Il) nitrate solution, using two different methods,
namely, conventional solution ion exchange and incipient
wetness impregnation, followed by calcinations at 600 °C in air
[5]. The authors reported that, among both zeolites, the Cu—Y
material obtained by impregnation followed by calcination
exhibited a higher surface area and pore volume, which can
positively influence its potential application as a material to

reduce greenhouse gas emissions.

While most studies focus on monocationic exchange, multica-
tionic exchange has raised significant interest. The synergy of
properties in multicationic systems enables the creation of mate-
rials with enhanced properties compared to monocationic
zeolites, which is crucial for the development of advanced cata-
lysts and other materials [7-10]. Natural zeolites attract signifi-
cant attention because of their abundance, low cost, non-toxic
nature, and other valuable physical and chemical properties.

Modifying these materials with inexpensive metals leads to
low-cost catalysts for various different processes. The selective
hydrogenation of a,f-unsaturated aldehydes, such as citral, to
unsaturated alcohols is a crucial reaction for producing fine
chemicals, fragrances, and other high-value products [11]. The
catalysts preferred for this reaction are currently based on noble
metals because of their excellent performance [12,13]. Howev-
er, their high cost and scarcity requires strategies to reduce their
use or replace them with non-noble alternatives offering compa-

rable catalytic properties.

Despite extensive research on zeolite-supported transition metal
catalysts, their application to citral hydrogenation remains very
little explored [11]. Most recent studies focus on the selective
hydrogenation of related biomass-derived compounds, such as
furfural and cinnamaldehyde [3,14,15]. Zeolites modified with
nickel and cobalt have shown promising results in selective
hydrogenation reactions, owing to their high dispersion of
active sites and tunable acidity. For instance, a zeolite-sup-
ported Ni catalyst has demonstrated selectivity in furfural

hydrogenation by leveraging controlled acidity to prevent over-
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hydrogenation and optimize product yields [15]. Similarly,
Co-modified zeolites have been effectively used in cinnamalde-
hyde hydrogenation, where the balance between acidity and
metal dispersion facilitates the selective reduction of the car-
bonyl group while preserving other reactive sites [3].

Building on these insights, this work presents research on the
selective hydrogenation of citral using both monometallic and
bimetallic nickel and cobalt catalysts supported on natural
zeolite, which was modified with Ni%* and Co®* chloride solu-
tions through traditional ion exchange (IE) and impregnation
(Imp) processes. Emphasis is put on analyzing the cationic and
anionic composition of the materials resulting from both
methods and the catalytic performance in citral hydrogenation
with a focus on enhancing the formation of unsaturated alco-
hols.

Results and Discussion

Composition and characterization of the
materials

XRD patterns and a SEM micrograph of the starting zeolite
mineral (ZSA) are shown in Figure 1 and Figure 2, respectively.
The diffraction patterns are normalized and evidence the pres-
ence of mordenite and clinoptilolite—heulandite-type zeolites
through their main diffraction peaks indicated on the ZSA
graph. Other minor phases such as quartz are also present.

The SEM image shows a variety of crisscross crystals, which
have the morphology expected for the zeolite types evidenced
by XRD [16,17]. Very elongated crystals with acicular to
fibrous characteristics, associated with mordenite, can be ob-
served. Additionally, clinoptilolite-heulandite crystals with
slats and tabular morphology are present. The amounts of
clinoptilolite—heulandite and mordenite crystals displayed in the
SEM image correspond to the intensity order of these zeolites
shown in the XRD pattern (Figure 1). This indicates that
zeolitic mineral from the San Andrés deposit is mainly com-
posed of a mordenite and clinoptilolite—heulandite mixture.
Furthermore, the SEM micrographs reveal free spaces between
crystallites, contributing to the material’s porosity and meso-
porosity.

The XRD patterns of the materials obtained using both Imp and
IE showed that the framework of both zeolites remains largely
unchanged after the applied treatments. However, the materials
obtained by Imp exhibit new peaks, such as those observed at
16.1° and 39.3° in CoZy, at 29.5° in NiZyp, and at 28.5° in
CoNiZyyp. These peaks are attributed to impurities, such as

mixed metal chloride salts, deposited on the zeolite surface.
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Figure 1: XRD pattern of the starting zeolite mineral (ZSA) and the materials obtained through traditional ion exchange (IE) and impregnation (Imp)
methods. The Miller indexes (hkl) corresponding to the zeolite phases are shown in the pattern of the ZSA. Mor, HEU, and Q are associated to the
phases of mordenite, clinoptilolite—heulandite, and quartz, respectively.
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Figure 2: SEM micrograph of ZSA from the San Andrés deposit. Some HEU crystals are indicated by a, b, and ¢, where a and b exhibit tabular char-
acteristics while ¢ has slat morphology. Mordenite crystals, marked by d, e, and f, show acicular to fibrous shapes.
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Specifically, the peaks at 16.1° and 39.3° correspond to both
cobalt(IT) chloride (CoCl,-2H,0, card 96-900-9874) and
cobalt(Il) hydroxychloride (Co,CI(OH)3, card 96-231-0849).
The diffraction peak at 29.5° is associated with NiCl, (card
96-900-9133), but it could also be assigned to FeCl,
(lawrencite, card 96-901-9129) or CaCl,-2H,O (sinjarite, card
96-100-1836). The peak at 28.5° can be related to FeCl,-2H,0
(card 96-231-0808), NaCl (halite, card 96-900-0630), or
CaCl,04 (calcium hypochlorite, card 96-220-7380). The low
nickel and cobalt contents in the CoNiZyy,, material (Table 1)
may limit the detectability of diffraction peaks associated to
cobalt and nickel chloride salts on the zeolite support.

Table 1: Cobalt and nickel contents and Si/Al ratio values for the mate-
rials obtained through IE and Imp.

Sample Co, wt % Ni, wt % Si/Al
CoZ 1.54 +0.08 —_ 5.47
NiZg — 1.29 £ 0.1 5.20
CoNizg 0.97 £ 0.07 1.00+£0.08 547
CoZimp 256+020 — 5.35
NiZjmp — 2.71 £0.21 5.22
CoNiZjmp 1.16+0.08 0.87+0.06 5.17
ZSA — — 5.20

The contents of cobalt and nickel and other elements, as well as
the Si/Al ratios for the obtained materials are shown in Table 1
and/or Figure 3. The Si/Al ratio shows no significant change
(Table 1), indicating a high degree of stability for the clinoptilo-
lite—heulandite and mordenite phases after the applied hydro-
thermal treatments. Additionally, it can be observed that the Ni

and Co concentrations are generally higher in materials ob-
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tained through Imp compared to those produced via IE. Howev-
er, it is important to note that materials obtained by Imp tend to
have high chloride contents, whereas those produced by IE ex-
hibit negligible chloride levels (Figure 3). The chloride origi-
nates from the NiCl, and CoCl, solutions used in the treat-
ments, which remain as residues on the materials. The residual
solution may be retained through surface adsorption within the
porosity and mesoporosity formed between the zeolite crystal-
lites, as shown in the SEM image (Figure 2). To remove excess
solution, water washes are typically applied. The materials ob-
tained via IE underwent extensive washing with distilled water,
while those obtained via Imp were only lightly washed, leading
to the observed differences in chloride content. According to
this, there are color differences between the obtained materials
and the starting zeolitic mineral (see Figure S1 of Supporting
Information File 1), which are stronger in the materials ob-
tained by Imp due to their higher content of residual salts.

Figure 3 also presents the Na, K, Ca, and Mg contents for the
monometallic materials obtained from both treatments. Despite
the previously mentioned observations, both types of materials
(from IE and Imp) exhibit a reduction in Na, K, Ca, and Mg
levels compared to ZSA, with this decrease being more pro-
nounced in the materials obtained via IE. This suggests that in
both treatments an ion exchange process occurred between the
Ni2* and Co2* cations from solutions and the Ca2*, Na*, K*,
and Mg2* cations from the zeolite phases (mordenite and
clinoptilolite-heulandite) contented within ZSA, as represented
by Equation 1:

2 2
Ag+ - Z(S) + nM(;(—:{) = Mﬂ+ - Z(S) + 2AEZ;(—1), (])

45- [ NiZZCo +« CIl o Ca © Na ~ K o Mg
4.0—_ 4
3.5
3.0 E*]? - o
25] []1O
o\o | 7 O
1.5 ~
4 VA
1.0+
i 7,
0.54 O
0.0+ e
CoNiz_  ZSA

Niz, Niz_ Coz,  Coz,

CoNiz
Imp

Figure 3: Elemental composition determined by X-ray fluorescence of the materials obtained by IE and Imp.
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where Z() is the solid zeolite phase, and A™* denotes the Ca?™,
Na*, K*, and Mg?* cations within the zeolite. M2+(aq) repre-
sents the Ni%* and Co?* cations from the solution.

Table 2 presents the quantities of Co*, Ni2*

, and CI” in equiva-
lent moles per 100 g of each material, as well as the equivalent
mole ratio of CI~ anions relative to Co2*, Ni2*, and the
CoZ*—Ni?* mixture. These values were determined from the
elemental contents reported in Table 1 and Figure 3. It is
evident that the equivalent mole ratios are different from unity,
which suggests that these ions are not totally neutralizing their
charges (i.e., 2 equivalents of Cl™ per 1 equivalent of metal
cation (see M2" in Equation 1)). Moreover, in most cases they
are less than unity, which indicates that a portion of the Co?*
and NiZ* cations have not neutralized their positive charges
with CI™ anions. Instead, these cations likely neutralize their
charge with negative charges from the zeolite framework,
suggesting they occupy extra-framework cationic positions as
compensation cations. This observation aligns with the earlier
discussion that an ion exchange process occurred between these
metal cations and the cations from the zeolite phases (as repre-
sented in Equation 1). For samples obtained by impregnation,
the equivalent mole ratios are much higher mainly because of
the large amount of chloride remaining on the surface. Howev-
er, this does not mean that there are no Ni2* and Co?* cations
occupying exchange positions. Note that chloride can also form
salts with iron, sodium, and calcium cations leaving the zeolite,

as proven by XRD.

In line with expectations for a natural zeolite, the studied mate-
rials exhibited hybrid type-I/IV adsorption isotherms (see
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Figure S2 in Supporting Information File 1), indicating the pres-
ence of both microporous and mesoporous structures. The iso-
therms showed a hysteresis loop, which is associated with capil-
lary condensation within the materials’ pores and is expected to
be more pronounced in HEU than in Mor. This can be attri-
buted to the smaller channel diameter of HEU (maximum
opening of 0.31 x 0.75 nm?) compared to Mor (maximum
opening of 0.70 x 0.65 nm2). Additionally, the kinetic diameter
of a nitrogen molecule (0.36 nm) is closer to the HEU channel

diameter, further influencing the observed behavior.

Table 3 displays the specific surface area (SSA) and microp-
orous volume (Viicro) Values determined for the obtained mate-
rials. It is evident that all materials acquired through Imp have
lower SSA and Vijcro Values compared to those obtained via IE.
This reduction is attributed to the presence of more adsorbed
salts (chlorides) on the materials’ surface, which is in agree-
ment with the XRD results.

Conversely, the SSA and V., values for materials obtained
by IE are higher than those of ZSA. This increase is consistent
with expectations [17,18], as the ion exchange and water
washing treatments effectively clean the materials’ surface,
thereby enhancing the available surface area and porosity
(microporosity) for adsorption.

The temperature-programmed reduction (TPR) profiles of the
materials obtained by both methods are shown in Figure 4.
These profiles vary significantly depending on the used modifi-
cation method. It has been reported that the cations supported
on zeolites can be thermally reduced by hydrogen, which is

Table 2: Equivalent mole values of Co2*, Ni2*, and CI- per 100 g of material (equiv/100 g) and the equivalent mole ratio (CI-/M4*) of CI~ anions rela-
tive to metal cations (Co2*, Ni2*, and Co2*~Ni* mixture) of materials obtained by IE and Imp.

Sample Co2*, equiv/100 g Ni2*, equiv/100 g CI-, equiv/100 g Cl~/M2+
CoZe 0.052 + 0.003 — 8.60 + 0.47 x 10~ 0.0165
NiZ g — 0.0438 + 0.0033 569+ 0.34 x 104 0.0130
CoNiZe 0.032 £ 0.0023 0.034 £ 0.0027 1.90 £0.13 x 1074 0.0287
CoZimp 0.086 + 0.0067 — 0.1080 = 0.0097 1.2558
NiZimp — 0.092 + 0.0071 0.0891 = 0.0071 0.9684
CoNiZmp 0.039 + 0.0026 0.029 + 0.002 0.0541 + 0.0037 0.7955

Table 3: Specific surface area (SSA) and microporous volume (Vpmicro) Of the ZSA and the materials obtained using IE and Imp.

Sample ZSA CoZg CoZimp
SSA (m?/g) 134 138 67
Vimicro (cm3/g)  0.0316 0.0326 0.0015

NiZg NiZ|mp CoNiZg CONiZ|mp
146 54 142 64
0.0385 0.0067 0.0439 0.0139
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Figure 4: TPR profiles for the mono- and bimetallic materials obtained by (a) Imp and (b) IE.

influenced by the nature of co-cations present [19-22]. The TPR
profiles display hydrogen consumption peaks at different tem-
peratures, corresponding to the reduction of the nickel and
cobalt cations arranged on the zeolite support. The TPR profiles
of materials prepared via Imp show a greater number of hydro-
gen consumption peaks compared to those obtained by IE. Two
peaks appeared centered at 170 °C and 500 °C for CoZjg, while
CoZjyp exhibits hydrogen consumption in the 150-350 °C
range and three additional peaks centered at 390 (intense), 410,
and 515 °C. Similarly, NiZjg exhibits two peaks at 380 (low)
and 450 °C, whereas NiZpy,, displays three peaks at 150, 410,
and 500 °C. Regarding the bimetallic systems, CoNiZg shows
three peaks at 170, 380, and 500 °C, while CoNiZImp shows
five peaks at 170, 310, 350 (intense), 420, and 500 °C. In line
with the elemental composition (Figure 3, Table 1 and Table 2),
the textural parameters (Table 2) and previous discussions,
hydrogen consumptions peaks can be attributed to the reduc-
tion of cobalt and nickel cations present as both isolated cations
(compensation cations in extra-framework ionic positions) and
chloride salts adsorbed on the zeolitic support. This distinction
explains the differences between the TPR profiles. Thus, mate-
rials obtained by IE exhibit peaks associated only with isolated
cations, while materials obtained by Imp show peaks linked to
both isolated cations and chlorides.

Careful analysis of the profiles suggests that isolated Co%*
cations in extra-framework ionic positions undergo two hydro-
gen consumption events for their complete reduction, that is,
one at 170 °C and another one in the 500-515 °C region. Simi-
larly, isolated Ni2* cations in these positions experience two
reduction events, namely, one at 380 °C and another one in the

450-500 °C region. This behavior is consistent across both

modification methods and is observed in both monometallic and
bimetallic systems. Beside this, the reduction of isolated cations
is thermally favored in the bimetallic systems. Note that the in-
tensity of the 380 °C peak, associated with isolated Ni2* cation
reduction, increases in bimetallic CoNiZjg compared to
monometallic NiZjg. Furthermore, the reduction of isolated
Co?* cations that takes place at 510 °C in the monometallic
CoZjg is shifted to a lower temperature (500 °C) in the
bimetallic CoNiZjg. This suggests a mutual synergistic influ-
ence between Ni?* and Co?* cations with each facilitating the
reduction of the other, likely due to a weakening of the interac-
tion between isolated cations and the zeolite framework.

In bimetallic systems, Ni** and Co®* cations compete for extra-
framework cationic positions in the zeolite phases. As a result,
these cations occupy positions where their interaction with the
zeolite framework is diminished compared to monometallic
system, facilitating their reduction at lower temperature.

Catalytic test in citral hydrogenation

The main pathway of citral hydrogenation is illustrated in
Figure 5, and the corresponding results are presented in
Figure 6. Catalysts were tested as obtained, that is, without prior
thermal activation. Although the conversion of citral after 3 h of
reaction is relatively low for all catalysts, it indicates that the
active sites are accessible to citral molecules. Overall, citral
hydrogenation and the formation of citronellal are higher for
catalysts containing nickel compared to those containing cobalt
(Figure 6). This suggests that the most active catalytic sites for
the conversion of citral to citronellal are associated with nickel
species. Notably, the bimetallic CoNiZ, catalyst is the only one

to show activity for the hydrogenation of citral to the unsatu-
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rated alcohols geraniol and nerol (Figure 5), albeit in small
quantities. In contrast, the bimetallic CoNiZyy,, shows lower
citral conversion, with no formation of unsaturated alcohols
detected. This discrepancy between the bimetallic catalysts may
be attributed to differences in ionic species, as well as variation
in specific surface area (Table 3) and nickel content (Table 1
and Figure 3). The CoNiZg catalyst has higher values for both
parameters compared to CoNiZyy,,. Additional factors contrib-
uting to these differences will be discussed later.

Ha
T
CH,OH
o ]
e

citronellol

CHO

X CHO H2/ citronellal
QA X

CH,OH
(Z+E) |
geraniol (Z) + nerol (E)

Figure 5: Main pathways of citral hydrogenation.

The catalytic activity of the CoNiZg catalyst in the selective
hydrogenation of citral to unsaturated alcohols (geraniol and
nerol) can be attributed to a synergistic interaction between
cobalt and nickel species. These active species are likely associ-
ated with isolated cations or those formed during the hydroge-
nation process. For this reaction to proceed effectively, citral

16
14

COZImp CoZe NiZImp

1

N
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N (=]

H

N

k Citral conversion & Citronellal
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and hydrogen must interact directly with the active catalytic

2+ cations located in extra-

centers, such as isolated Ni
framework cationic positions in the zeolite channels. Given
that citral has a molecular diameter of around 0.3 nm, it
can enter the channels of clinoptilolite (maximum opening
of 0.31 x 0.75 nm) and mordenite (maximum opening of
0.70 x 0.65 nm), particularly the latter because of the larger
channel diameter. The diffusion of reactants (citral and hydro-
gen) through the zeolite channels is expected to be favored by a
higher specific surface area and unobstructed channel entrances.
This is consistent with the superior surface area of CoNiZg and
the presence of impurities of mixed metal chloride salts on the
surface of CoNiZImp, as evidenced by elemental analysis, XRD,
and TPR profiles.

In order to improve these results, the CoNiZ;g catalyst was sub-
jected to in situ reduction at 500 °C for 2 h under H, flow prior
to the catalytic test. However, this high reduction temperature
resulted to be deleterious to the catalytic performance. While
the catalytic performance of CoNiZjg in the selective hydroge-
nation of citral to unsaturated alcohols remains low, the ability
of this material to produce such alcohols indicates its potential.
Future work will focus on optimizing the reduction temperature
as lower reduction temperatures are expected to enhance perfor-
mance. These findings will be addressed in subsequent studies.

Conclusion

A detailed investigation was conducted on zeolitic materials
featuring mono- and bimetallic systems of nickel and cobalt,
derived from natural zeolite rich in clinoptilolite and mordenite.
These materials were prepared using Ni2* and Co2* chloride
solutions through traditional ion exchange (IE) and impregna-

NiZe CoNiZmp CoNiZe

B Unsaturated Alcohols

Figure 6: Citral hydrogenation results on the mono- and bimetallic catalyst materials obtained by IE and Imp.
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tion (Imp) methods. The Imp-prepared materials exhibited
higher nickel and cobalt contents but also contained significant
amounts of chlorides. Conversely, the IE-prepared materials
showed negligible chloride content and larger specific surface
areas. These differences were attributed to the substantial pres-
ence of chloride salts adsorbed on the surface of the Imp-pre-
pared materials, as evidenced by XRD analysis. This also
impacted the TPR profiles, with the Imp-prepared materials
displaying hydrogen consumption patterns different from those
of the IE-prepared materials. The TPR profiles further revealed
that the thermal reduction of isolated Co* and NiZ* ions
(compensation cations in extra-framework ionic positions) was
facilitated in the bimetallic systems, likely because of the syner-
getic interaction of multiple species and a reduced interaction
between the cations and the zeolite framework. In line with
these findings, the catalytic performance of the materials in the
selective hydrogenation of citral showed marked differences.
The most active catalytic sites for converting citral to citronellal
were associated with nickel species. Among the catalysts, the
bimetallic CoNijg material, prepared by IE, emerged as the
most promising. It was the only catalyst to exhibit activity for
the hydrogenation of citral to form unsaturated alcohols,
suggesting a synergistic interaction between cobalt and nickel
species. The active species are likely associated with isolated
cations or those formed during the hydrogenation process.

This work highlights the potential of bimetallic CoNiZz mate-
rials as efficient catalysts for selective hydrogenation reactions,
paving the way for further optimization and exploration of simi-
lar catalytic systems.

Experimental

Material and methods

Natural zeolite from the San Andrés deposit in Cuba, with a
particle size range of 40—160 um, was used. This zeolitic mate-
rial consists primarily of mordenite and clinoptilolite-type
zeolites (around 80%), along with minor accompanying phases
(quartz, montmorillonite, feldspar) [23]. It underwent a purifica-
tion process following a method similar to one described previ-
ously [18]. Its elemental chemical composition in oxide form is
65.7% Si0y, 11.4% Al,03, 3.4% CaO, 2.4% Na,0, 1.3% K50,
1.1% MgO, and 2.6% Fe;03. For simplicity, this purified
zeolite is referred to as ZSA.

Monometallic (CoZ and NiZ) and bimetallic (CoNiZ) systems
of nickel and cobalt were prepared from ZSA with NiCl,,
CoCl,, and mixed NiCl,/CoCl; solutions through both IE and
Imp. The mixed NiCl,/CoCl; solution was prepared by combin-
ing equal volumes of NiCl, and CoCl, solutions. The NiCl, and
CoCl, used were reagent-grade, supplied by Sigma-Aldrich,
St. Louis, MO, USA.
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The IE processes were performed at 80 °C with reflux for 24 h,
using a total of 2 milliequivalents of the corresponding cations
(Ni?*, Co?*, and Ni?*/Co?*) in solution per gram of ZSA and
1 g/10 mL solid/solution ratio. The solid phases were washed
with distilled water to remove chloride ions and oven-dried at
110 °C.

The Imp processes were conducted using a total of 6% of corre-
sponding metals (Ni, Co, and Ni/Co) per gram of ZSA and solu-
tions with total metal contents of 0.2 mol/L. Both the ZSA and
the solutions were heated to 80 °C before being mixed. After
24 h, the solid phases were separated, lightly washed with
distilled water, and oven-dried at 110 °C.

Characterization

The elemental composition of ZSA and the modified materials
from both treatments was determined using X-ray fluorescence
analysis, performed with a ZETIUM PANalytical system. To
characterize the specific surface area and pore structure of the
materials, they were analyzed using Micro-Active software for
TriStar II Plus instruments. Approximately 200 mg of each
sample was degassed at 30 °C for 30 min and then at 250 °C for
4 h before surface area measurements via nitrogen adsorption at
77 K. The initial natural zeolite samples were also examined via
powder X-ray diffraction (XRD) and scanning electron micros-
copy (SEM).

XRD patterns were recorded using a PW 1218 diffractometer
(Philips, Almelo, Netherlands) equipped with a curved graphite
monochromator and Cu Ka radiation (A = 1.5406 A). Data were
collected at a scan speed of 2°/min with a step size of 0.05°.
SEM images were acquired using a FEI Nova NanoSEM 450
electron microscope. For this purpose, samples were mounted
on holders and coated with a thin layer of gold prior to observa-

tion.

Temperature-programmed reduction (TPR) analyses were per-
formed on an AutoChem 2910 instrument (Micromeritics,
USA) equipped with a thermal conductivity detector (TCD).
The procedure for TPR involved heating the sample in a
1.0 vol % Hy/Ar gas mixture at a flow rate of 30 mL/min, from
room temperature to 600 °C, at a ramp rate of 5 °C/min. Hydro-
gen uptake was monitored using the TCD.

Catalytic test in citral hydrogenation

In a manner analogous to [24], the hydrogenation of citral was
conducted in a 250 mL autoclave equipped with a magnetic
stirrer and a temperature control unit. The catalysts (400 mg)
were immersed in 90 mL of isopropanol and transferred into the
autoclave. The reactor was first purged with nitrogen and then

with hydrogen before raising the temperature to 130 °C. A mix-
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ture of 3 mL citral and 10 mL isopropanol was then introduced
into the reactor via a cylinder under 75 bar of hydrogen pres-
sure. Time zero was considered at this point. During the catalyt-
ic test, the reaction was carried out under constant pressure
using a pressure control system. After various reaction times,
liquid samples were manually collected and analyzed by gas
chromatography to determine conversion and selectivity values.

It is opportune to outline that preliminary experiments [25] con-
ducted under various stirring conditions, catalyst loadings, and
grain sizes confirmed the absence of both external and internal
diffusion limitations.

Supporting Information

Supporting Information File 1

Additional figures.

[https://www .beilstein-journals.org/bjnano/content/
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Abstract

Nanomechanical maps to test the mechanical response of the outer envelope of Pseudomonas aeruginosa were obtained utilizing
atomic force microscopy in force-volume mode in the low range of loading forces when exposed to hypotonic (Milli-Q water),
isotonic (PBS), and hypertonic (0.5 M NaCl) solutions. Imaging and mechanical testing showed that bacteria are highly resilient to
deformation and can withstand repetitive indentations in the range of 500 pN. Analysis of force spectra revealed that although there
are differences in the mechanical response within the first stages of nanoindentation, similar values in the slopes of the curves re-
flected a stable stiffness of about kg = 20 mN/m and turgor pressures of Py = 12.1 kPa. Interestingly, a change in the nonlinear
regime of the force curves and a gradual increase in maximal deformation by the AFM tip from hypotonic to hypertonic solutions
suggest a softening of the outer envelope, which we associate with intense dehydration and membrane separation between inner and
outer envelopes. Application of a contact mechanics model to account for the minute differences in mechanical behavior upon de-
formation provided Young’s moduli in the range of 0.7-1.1 kPa. Implications of the presented results with previously reported data

in the literature are discussed.
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Introduction

Pseudomonas aeruginosa (PA) is a Gram-negative bacterium
belonging to the Pseudomonas genus. It is well known for its
versatility and adaptability in various environments, as it can be
found in multiple habitats, including soil, water, plants, and
animals. It can also prosper in artificial environments such as
metal or plastic pipes and medical devices [1-5]. Although PA
is part of the normal microbiota of the skin and mucous
membranes of many healthy individuals, it can cause serious
opportunistic infections in the respiratory and urinary tracts and
during wound healing in people with weakened immune
systems or in hospitalized patients [6-8]. As a Gram-negative
bacterium, PA is characterized by a distinctive cell wall
structure constituted by a thin peptidoglycan layer enclosed by
an outer membrane which contains lipopolysaccharides (LPS)
[9-11]. The outer membrane also contains numerous proteins,
lipoproteins, and channels contributing to its selective
permeability [12,13]. Also integrated into the outer membrane,
specific tension-activated channel proteins are responsible
for the osmoregulation of the membrane envelope and
its protection from threatening conditions such as severe
osmotic downshocks, which can lead to an excessive
increase in the membrane tension resulting in rupture [14,15].
The mechanosensitive (MS) family of channel proteins
have been identified as the main efflux pumps required
by PA to regulate the exit of osmolytes and reduce the
membrane tension to acceptable life-compatible values.
Therefore, the type and density of these MS channels triggered
at different threshold values of membrane tension determine the
survival capacity of the bacteria under drastic changes in
osmotic pressure [16-20]. PA is also known to use other
channel proteins to overcome the attack by antibiotics via
rapid extrusion of the uptaken drugs, which confers remarkable
resistance to this pathogen [21-34]. To hinder this difficulty,
natural and synthetic molecular inhibitors with high binding
affinity towards these channel proteins have been proposed [25-
32]. Likewise, the application of silver and copper nanoparti-
cles to block these molecular pores has been reported
for PA and other bacteria as well [33-37]. In the latter cases, a
direct consequence of this highly controlled membrane
permeability is that membrane tension and rigidity are
two intertwined physical parameters with a dynamic behavior
dictated by the internal turgor pressure of the bacteria during
swelling or plasmolysis. Therefore, understanding the
dynamics of their mechanical response due to changes in
external conditions or exposure to specific molecular agents is
critical in generating strategies to control their undesired propa-
gation.

Atomic force microscopy (AFM) is a powerful, sensitive tech-

nique that scans the surface topography of a sample with an
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ultra-sharp tip while monitoring the interaction forces between
this tip and the sample at the nanoscale. The force applied by
the AFM tip on the sample is controlled by monitoring the
deflection of an extremity of a micrometer mechanical lever
onto which the tip is attached. In the study of pathogens, AFM
excels in providing high-resolution topographic images while
measurements are performed in solution in a fluid chamber
under controlled environmental conditions. Thus, critical struc-
tural changes on the lifestyle of the pathogen can be investigat-
ed [38-42]. Beyond imaging, AFM force spectroscopy capabili-
ties are essential to extract material properties of the investigat-
ed sample [11,43,44]. The force—volume (FV) mode allows for
mapping surface physical parameters of the analyzed sample via
controlled nanoindentations on a pre-programmed grid on the
sample surface [44-47]. In conventional scanning modes (e.g.,
contact and tapping) the changes in displacement by the piezo-
electric element are gathered in order to maintain a constant
cantilever deflection or amplitude while a surface is scanned
line by line Conversely, in FV quantitative information is
extracted after analysis of a force—separation curve obtained
from a performed nanoindentation. Therefore, the pre-
programed grid in FV defines the amount of information
(number of nanoindentations per scanned line) taken from
the sample surface and also its resolution. Typical parameters
obtained using the FV mode are the height, stiffness, adhesion,
elasticity modulus, and dissipation of the sample. The
mentioned parameters derived from force—separation curves
are analyzed and mapped in real time as shown below in
Figure 1. In the present study, we investigated the mechanical
response of the outer membrane of PA at the single bacterium
level in FV mode when exposed to relevant osmolarity
conditions. Of particular interest was the extraction and
comparison of nanomechanical maps obtained in the low range
of loading forces to quantify its morphology, membrane
stiffness, Young’s modulus of elasticity and adhesion when PA
was tested in hypotonic (Milli-Q water), isotonic (0.1 M phos-
phate buffered solution), and hypertonic (0.5 M NaCl) solu-
tions.

Materials and Methods

Bacterial culture

The strain of Pseudomonas aeruginosa (ATCC® 27853 ™) was
reactivated by transferring it to Mueller—Hinton broth and incu-
bating it for 24 h at a temperature of 37 °C. Subsequently, it
was cultured on Mueller—Hinton agar and again incubated for
24 h under the same conditions. Isolated colonies of PA were
collected using a calibrated loop and suspended in 5 mL of
phosphate buffer supplemented with 50 pL of Mueller—Hinton
broth. The suspension was vortexed for 10 s before its prepara-

tion for AFM analysis.
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Figure 1: Schematic representation of the force—volume approach to quantify nanomechanical interactions with the atomic force microscope. A) A
pre-selected grid that indicates the multiple specific points the AFM tip follows to perform individual indentations with a predefined maximal loading
force. B) Drawing that shows how the tip indents on the sample surface in approach/retraction cycles, from which quantitative information such as
height, stiffness, Young’s modulus, and adhesion are extracted. In C), a schematic illustration of a representative force—separation curve taken on a
deformable sample shows the profile of the interaction of the AFM tip with the sample surface and its contact point, maximal deformation, and adhe-
sion force. Created in BioRender. Garcia-torres, L. (2025) https://BioRender.com/zpchrmj. This content is not subject to CC BY 4.0.

Sample preparation for atomic force

microscopy

For AFM, the sample was initially firmly adhered to a substrate
for subsequent scanning, with the tip first used to identify the
objects of study on the surface. In this case, PA in suspension
was adhered to a solid mica substrate, previously cleaved with
regular adhesive tape, and coated with 5 uL of the cationic
polymer poly-L-lysine (PLL, MW 40 kDa, Sigma-Aldrich). The
drop of PLL was not allowed to dry but incubated for 10 min,
and then the surfaces were repeatedly rinsed with Milli-Q water
to allow the formation of a thin film. This coating promotes
bacterial adhesion through short-range electrostatic and hydro-
phobic interactions. Before deposition on the PLL-coated sub-
strate, the bacterial suspension was centrifuged at 2500 rpm for
3 min, and the resulting supernatant was removed. The bacteria
were then resuspended in 150 puL of PBS to increase their con-
centration and before the previous deposition of 5 uL on the
PLL-coated substrate. A liquid cell was assembled to measure
changes in bacterial membrane rigidity response when transi-
tioning between different solutions. Once inside the fluid cell
chamber, bacteria were imaged and tested in PBS solution and
then exposed to the desired osmolarity conditions for investiga-
tion. The applied solutions were ultrapure water (Milli-Q),
phosphate-buffered saline solution (PBS), and 0.5 M sodium
chloride. Bacteria were first analyzed in tapping mode to deter-
mine their location and observe their morphology. Following
this, the FV mode was used to create maps, and indentations at
higher force loads were also performed using the point-and-
shoot tool.

Atomic force microscopy measurements
The surface analysis and mechanical characterization of living

bacteria was performed with an AFM Multimode 8 from Bruker

with a NanoScope V controller operated in fluid conditions
throughout all experiments, using a pre-assembled fluid
chamber with the appropriate solutions within a sealed O-ring.
The instrument was operated in contact mode using MLCT
probes from Bruker, cantilever D with a nominal spring con-
stant of 0.03 N/m, and tip radius of 20-60 nm as provided by
the manufacturer (Bruker), to study the morphological features
of bacteria under different tested conditions. The deflection set
point was adjusted during the measurement to optimize imaging
conditions. Nanoindentations were performed using a maximum
loading force of 500 pN for each nanoindentation applied in a
pre-programmed grid of 48 points per line to quantify surface
interactions and the mechanical response of bacteria. This
allowed us to simultaneously acquire maps with enough resolu-
tion on the sample surface to identify individual bacteria and
obtain the mechanical response from the membrane rigidity
within a reversible regime. The advantage of mapping bacteria
at low loading forces is that surface interactions between the tip
and cell membrane can be analyzed, and information related to
its adhesion or surface charge could be revealed with minimum
damage to the mechanical integrity of the cell membrane.
Before each experiment in FV mode, the cantilever was cali-
brated using the thermal-noise method which is integrated in the
multimode AFM software and is briefly described next. First,
the optical-lever sensitivity (OLS) of the cantilever was
extracted. A force—distance curve was taken on a clean (previ-
ously cleaved) mica surface and a linear fit to the approach trace
within the region following contact was performed to obtain the
OLS from its slope. Afterwards, the cantilever was withdrawn
above the surface and a thermal tune was performed to obtain
the spectrum of the cantilever. A Lorentzian fit was then per-
formed to the obtained peak and finally the cantilever constant

was calculated.
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To take into account any potential change in the dimensions of
PA at different osmolarities, the cross section tool from the
NanoScope software was used to measure the long (length) and
short (width) axes of the bacteria after being tested in FV mode.
At least 20 bacteria were measured for each investigated condi-
tion. In AFM, the half-width distance is usually reported to take
into account the influence of the AFM tip due its curvature
close to the apex. A single measurement was taken along the
length of each bacteria, while three measurements were per-
formed and averaged to take its width. This is presented below
in Figure 2A and Figure 2B.

All obtained images, FV maps, and force—distance curves were
analyzed with the NanoScope analysis software 1.7 from
Bruker. Once data for nanomechanical mapping at low loading
forces was extracted, it was also attempted to produce maps at
high loading forces of about 3 nN, as described below in the
results section.

Results
Before any nanoindentation measurements were performed,

bacteria were first localized on the surface of poly-L-lysine-
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m
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coated mica. Supporting Information File 1, Figure S1 shows
some 3D images of PA taken in contact mode when in PBS.
Bacteria and the substrate can be observed. For a straightfor-
ward interpretation using quantitative nanomechanics in FV
mode, the object to be mechanically tested must be clearly
distinguished from a rigid substrate used as background. In this
case, the thin layer of PLL (1-2 nm) on mica is expected to
provide such background. Regions especially crowded with
bacteria were intentionally avoided when applying FV. The
capacity of AFM as a quantitative analysis tool when operated
in FV mode is illustrated in Figure 1. Once a region has been
selected with conventional AFM imaging, a grid is defined with
a special resolution of points per line and tip velocity upon ap-
proach/retraction (see Figure 1A). Each approach/retraction
cycle to a maximum load generates a force—separation curve
analyzed in real time by the software. A color-coded map is ob-
tained according to the physical parameters extracted from the
curve, as shown in Figure 1B,C.

Figure 2 shows an FV image of the topography or height
channel for several individual PA bacteria on the substrate. An

estimation of the size of PA by AFM was made using the cross-
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Figure 2: Mapping living bacteria with force—volume AFM. A) 2D height image of Pseudomonas aeruginosa obtained in FV mode where pixels indicat-
ing the location of single nanoindentations can be easily discerned. B) Cross-section profiles taken from both main axes of the bacteria shown in A)
with dashed lines for length (blue) and width (red). C) 3D reconstruction of the image shown in A) shows how FV can also accurately represent the to-
pography of the sample. D) Dimensions of PA obtained from AFM in different measured osmolarity conditions.
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section tool along both axes to obtain its length, width, and
height, as shown in Figure 2A and 2B. With a resolution of 48
points or pixels per line, FV can also provide accurate morpho-
logical measurements for bacteria, as shown in the 3D recon-
struction in Figure 2C (see also Supporting Information File 1,
Figure S2). These measurements were taken for bacteria in the
three investigated conditions (i.e., Milli-Q water, PBS, and
0.5 M NaCl) and the results are shown in Figure 2D. Larger
values for the length and width of the bacteria are expected in
AFM measurements when compared to other experimental
techniques such as optical microscopy or electron microscopy.
This is due to the fact that the finite size of the tip apex intro-

Beilstein J. Nanotechnol. 2025, 16, 1171-1183.

duces an overestimation in the lateral dimensions of the imaged
object but not of its height, where AFM excels in accuracy.
From the plot in Figure 2D, we can observe that while its height
remains around the same value of 500-700 nm, the change of
its width shows a slight trend towards shrinkage of PA from
hypotonic to hypertonic conditions. This might be a conse-
quence or a first sign of readjustment of the cell volume when
the adhered bacteria are abruptly exposed to different osmotic

pressures.

In Figure 3, maps for three of the main physical parameters,
height (h), stiffness (k), and Young’s modulus (Y) obtained in

Height

b

A

g
(L)
2
9
§

0.5 M NacCl

2.0 ym

mmm ") Stiffness mmmmR Y. Modulus T

B ¥

2.0 um 2.0 pum

Figure 3: Nanomechanical maps of PA were obtained in FV mode for the three investigated conditions with a maximal loading force of 500 pN. The
physical parameters shown are height (A, D, G), stiffness (B, E, H), and Young’s modulus (C, F, I). As observed, PA is identified on the surface in
contrast with the background due to its different interaction with the AFM tip under the same loading force. Measuring conditions are given as rows,

while colored scales for each extracted parameter are shown as columns.
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FV, are shown as columns, while the measuring conditions are
given as rows. For the height channel in the first column, the
identification of individual bacterium is possible even when
they are aggregated. As expected, PA appears brighter than the
substrate plane since the offset of the color-coded scale has
been set for the best contrast and clarity for both. Bacteria
appear dark to a brighter background for stiffness and Young’s
modulus. In these cases, the offset in the color-coded scales has
been set to 0-35 mN/m and 0-5 MPa, respectively, for an easier
and more direct interpretation of the obtained values. The stiff-
ness is obtained from the slope of the curve during compres-
sion by the AFM tip from the point of contact (Cp) until it
reaches its maximum predefined loading force. For this reason,
the rigidity of the underlying substrate can be assumed to be-
have as an impenetrable substrate for the range of the applied
loads. In the present case, the rigidity of muscovite mica repre-
sents a good approximation for the last assumption. However,
the thin polymer layer of PLL applied to enhance the adhesion
of PA is expected to introduce a certain but rather small degree
of mechanical resistance. Visually, from the maps in the column
for stiffness, it is difficult to discern a difference in the bright-
ness on the surface of PA from the hypotonic (Milli-Q water) to
isotonic (PBS) and finally to the hypertonic solution (0.5 M
NaCl). Nonetheless, in the case of Young’s modulus, bacteria in
the maps seem to become slightly darker with the increase in

ionic strength.

Contrary to stiffness, the map for Young’s modulus is extracted
after a mechanics model has been chosen in the analysis soft-
ware and the appropriate parameters between the AFM tip and
sample have been given. Although the apex of the tip used in
this case is not a perfect cone, and the radius of the tip is about
10% of that of PA, analysis of the force response obtained in
the force curves suggests that the Sneddon model provides a
better description for the induced deformation than that of the
Hertz model for the case when a spherical tip indents on an
elastic planar half-space. Under the frame of the Sneddon
model, a rigid conical indenter pushes a planar elastic semi-
space characterized by a particular elastic modulus Y. The
Sneddon model then provides a relation between the applied
force load (F), the induced deformation (J), and the modulus of
elasticity (Y) of the tested material in the following way:

B 2Ytan(oc)82

with a as the half angle distended by the apex of the AFM tip,
and v is a unitless factor known as the Poisson ratio, which

F(3)

takes values between O and 0.5. In the present study, we use

v = 0.49, as usually reported for biological samples [48,49].
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Figure 4A shows the approach component of representative
force—separation curves obtained on PLL and PA for each in-
vestigated condition for a maximal loading force of 500 pN.
These curves show the mechanical response from the polymer
layer on the mica surface and the outer membrane of PA. From
the black line, it is easy to observe how the tip, upon contact,
almost immediately attains full compression on the PLL layer,
and no further deformation can be observed as the slope of the
curve almost reaches verticality. The necessary deformation
depth required to fully compress the PLL layer was 1-3 nm. An
obvious difference in the force response is obtained on PA
(blue, red, and green lines). For these low regimes of loading
forces, it can be observed that the force response is nonlinear
within the first 70 pN for Milli-Q water and about 100 pN for
PBS. For 0.5 M NaCl, the curve remains nonlinear up to about
250 pN. For the maximal applied loading force of 500 pN, a
maximal attained membrane deformation 8,,,x occurred at 55,
80, and 145 nm for Milli-Q water, PBS, and 0.5 M NaCl, re-
spectively. Consequently, we observed a clear increase in the
maximal induced deformation with an increase in the osmo-
larity. For this extent of induced deformation, the outer enve-
lope of PA showed a reversible behavior in the mechanical
response. Figure 4B shows a schematic representation of the
AFM tip indenting on the outer membrane of PA and its
maximum deformation 8,,x. A fit to the obtained force
response using the Sneddon model in the NanoScope software
for the curves shown in A) is given in Supporting Information
File 1, Figure S3. These representative force curves have been
selected from nanoindentations captured along the middle
region of the longer axis of the bacteria in FV maps. This is of
central importance since it was observed that the force response
drastically changes according to the direction of the scanning in
relation to the orientation of the bacteria. Especially at the
edges, the influence of the finite 3D size and angle of the AFM
tip became evident because indentation can take place perpen-
dicularly, along the longer axis of PA, or in an intermediate di-
agonal direction of the bacterial body, which ultimately signifi-
cantly alters the profile of the obtained force response. In
Figure 4C,D, histograms from FV maps for the obtained values
for k and Y are given for the case of Milli-Q water. The rest of
the data is given in Supporting Information File 1, Figure S4.
Although expected, a main feature in the obtained histograms
for k and Y for all measured samples was the presence of
bimodal distributions, which reflects the mechanical response
from a homogeneous substrate coated at some percentage with
bacteria. Therefore, one distribution corresponded to the me-
chanical response from the PLL-coated mica, while the other to
PA. In the case of stiffness, both distributions appear Gaussian,
with the substrate stiffness (kg) at higher values than that for the
bacteria (k). Nevertheless, for Young’s modulus, only the distri-

bution arising from the substrate (Y) is Gaussian, while the one
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Figure 4: Degree of compression by nanoindentations in FV mode at low loading forces of 500 pN. In A) representative force—separation curves were
obtained from the force response of PA indented under different tested conditions. Force curves were taken from the middle region of the bacteria to
minimize variations arising from the finite size of the AFM tip interacting at the edges of the bacterial body. A control curve next to the bacteria is also
shown as a reference for deformation (black line). In B), a drawing illustrates the outer membrane compression by the AFM tip (Created in BioRender.
Garcia-torres, L. (2025) https://BioRender.com/gynnOnv. This content is not subject to CC BY 4.0.). In C) and D), histograms for the stiffness and
Young’s modulus values obtained from a map taken in FV mode in Milli-Q are shown, respectively.

for the bacteria (Y) at lower values resembles a lognormal distri-
bution. Supporting Information File 1, Figure S4 fits the ob-
tained experimental data with Gaussian and lognormal distribu-
tions to obtain mean values. The obtained §,,,x shows that in
this low range of loading forces, the membrane rigidity is tested
beyond the thickness of the bacterial outer cell wall, which, ac-
cording to cryo-electron tomography, is about 25-30 nm [50].
In Table 1, the mean value obtained for the stiffness and
Young’s modulus from the distributions are given and com-
pared with mean values of kpp and Ypp intentionally selected
from the middle regions of PA. The corresponding mean values
for the maximum deformation or penetration d,,, attained by
the AFM tip during compression on the central region of the
bacteria, are also given. Table 1 shows that the mechanical
resistance to deformation reflected in the stiffness remained
almost unchanged when the mean values obtained from distri-

butions for the different measuring conditions were compared.

However, they differ from the mean values obtained from the
middle region of bacteria. This accounts for the mechanical
stability of the outer membrane of PA once a certain osmotic
pressure is set. We can observe that mean values for k£ and Y ob-
tained from the distributions were smaller than those obtained
from the middle region of PA. This comparison also indicates
how, in a nanoindentation map, the distribution overshadows
the mean value taken where the geometrical conditions are
usually preferred during mechanical testing since their number
is just a small fraction of the entire set of indentations per-
formed along a map. For mean values obtained along the central
region of the bacteria, the stiffness also remained relatively un-
changed for the different tested conditions. Still, we see a slight
trend towards lower values from hypotonic to hypertonic solu-
tions for the Young's modulus. This observation will be dis-
cussed below in the discussion section regarding the applica-

tion of the mechanics model. Opposite to the Young’s modulus,
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Table 1: Mean values for stiffness and Young’s modulus obtained from distributions in FV maps and from the central region of PA.

Solutions k (mN/m) Y (MPa) kpa (MN/m) Ypa (MPa) Omax (Nm)
from distributions from distributions from the middle from the middle from the middle
region of PA region of PA region of PA
Milli-Q 8.83+0.46 0.51 £ 0.07 21.3+49 1.13+0.38 51.74 £ 10.94
PBS 9.32 £ 3.69 0.5+0.08 17.6 £ 5.28 0.93 £0.39 88.5 +17.47
0.5 M NaCl 74+017 0.14 £ 0.01 23.2+5.36 0.69 + 0.44 92.15 +27.85

the mean maximal induced deformation upon compression d,ax
increases in the presence of a higher salt concentration.

Supporting Information File 1, Figures S5 and S6 show maps
for the adhesion force between the AFM tip interacting with the
substrate and bacteria. In Supporting Information File 1, Figure
S5A-F a clear contrast in the adhesion force between the
bacteria and the substrate can be observed for the case of Milli-
Q water, where it was possible to quantify the adhesion force to
the AFM tip as shown in the cross-sections in C) and F). When
salt is introduced into the system, the contrast in the map is
almost entirely lost, strongly suggesting that the electrostatic
surface forces have been screened by the presence of ions, as
shown in Figure S6 of Supporting Information File 1.

Extension
—— Retraction

Finally, in Figure 5A and 5B, it was demonstrated how applying
repetitive compressions via nanoindentations at high loading
forces in hypertonic solution led to the destruction of previ-
ously imaged bacteria. In Figure 5A, a region heavily coated
with PA was mapped in 0.5 M NaCl with FV with 500 pN as
the maximum loading force, and in Figure 5B, the same region
was imaged under the same conditions but with a maximal
loading force of 3000 pN. A complete loss of identifiable bacte-
rial structures is obtained. These results demonstrate the inca-
pacity of PA to maintain the structural integrity of the outer
membrane when exposed to larger loads within the time scale of
the present experiment, as shown in the force curve in

Figure 5C. The maximal force that the membrane could with-

stand before rupture was 2.1 £ 0.5 nN.

-200 0

200 400 600

Separation (nm)

Figure 5: Force—volume maps were obtained at low A) and high B) loading forces in the same scanned region. The image clearly shows the entire
destruction of previously mapped bacteria. C) A representative force—separation curve on PA where a drastic drop in the force is detected at about

2.5nN.
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Discussion

Based on the FV mode of AFM, the results presented here test
the mechanical resilience of bacteria as a whole under different
conditions of external osmotic pressure with repetitive nanoin-
dentations. It was observed that histograms for the obtained
physical parameters from nanoindentation maps provide a full
picture of the landscape being imaged. However, they can
obscure relevant mean values when there is a geometry-depend-
ent interaction between the AFM tip and the sample. From the
many individual nanoindentations across the bacteria surfaces
along each scanned line, only a few test the central region of
interest, where mechanics models can better estimate the
rigidity or elastic modulus. The different orientations of the rod-
shaped morphology of PA on the substrate while being scanned
by the quasi-conical AFM tip with a particular apex half-angle
provide a broader spectrum of values on the nanoindentation
map. Consequently, meaningful data is present but hidden
within the statistical set. For this reason, mean values extracted
from histograms were compared with data taken by point
nanoindentations from the central region of the long axes of
bacteria. Further analysis of these force curves is the focus of
the following discussion. Upon compression by the AFM tip,
PA showed two main regimes directly after contact. A first non-
linear regime following the contact point is commonly associat-
ed with the elastic response of the outer envelope. At the same
time, for deeper deformations, a linear behavior in the force
curve reflects the magnitude of internal turgor pressure P; [S1].
It is worth mentioning that for our case, only a handful of force
curves, particularly in Milli-Q, presented a long tail upon ap-
proach, which frequently makes it difficult to identify the posi-
tion of the contact point. This has been previously reported in
other nanoindentation studies on bacteria, and its origin has
been related to the action of repulsive electrostatic forces with
long Debye screening lengths [44,52]. Our results obtained for
the changes in the mechanical response of PA in the low defor-
mation range under different external osmotic pressures are
summarized in the parameters of stiffness (k), Young’s modulus
(Y), and maximal induced deformation (8,,x) (see Table 1).
These results suggest that the mean values for stiffness remain
almost unchanged for the tested conditions. However, mean
values obtained for Young’s modulus show a shallow trend to
decrease with higher osmolarities, particularly when point
nanoindentations were used. On the other hand, a clear increase
in the penetration depth 3,4 is observed for higher osmolari-
ties. This behavior of k and Y can be understood, considering
the observed change in curvature in the force curves at the
beginning of the indentation process and before the curve ap-
proaches linearity. The Sneddon model used here to extract the
elasticity modulus is sensitive to these changes in curvature
even when the slope within the linear regime at the final stage

of the trace remains almost unchanged. The increase in 8y«
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(Figure 4a) from 55 to 145 nm accounts not only for this
susceptibility of the outer envelope to deform at high osmolari-
ties but also shows how the slope barely changes before it
reaches the force threshold of 500 pN. These results are inter-
preted as follows. For the three investigated osmolarity levels,
bacteria do not seem to be disrupted or damaged, at least from a
morphological point of view when imaged in the low regime of
loading forces or from its mechanical response to external de-
formation as given in the force curves. Consequently, these
results suggest that in each tested solution, the tension exhib-
ited by the outer envelope reflects the differences in the internal
osmotic pressure built within the bacterial cell wall once the
corresponding protein channels mitigate any threatening condi-
tions to the integrity of the membrane (e.g., exceeding internal
pressures due to drastic osmotic downshocks or shriveling
caused by sudden shrinkage of the membrane in hypertonic
solution). During exposure to a hypotonic solution, membrane
lysis by osmotic shock is prevented by the rapid reaction of the
MS channels, which act as safety valves which open as soon as
the internal P, causes an increase in the tension of the envelope
above a specific threshold value. Then, it rapidly releases
contained osmolytes to deflate the internal pressure and avoid
membrane rupture. Using forward light scattering experiments,
Cetiner et al. reported that the time required for PA to reach an
equilibrium state after osmolyte release when exposed to drastic
osmotic downshocks was about 150 ms [14]. In our experi-
ments, PA was tested in different conditions after the solution
was exchanged in situ in the liquid chamber of the AFM and
allowed to settle. This time was about 5 min; therefore, is quite
above the reaction time of PA to complete the osmolyte release.
In our study, measurements were performed once these tension-
triggered channels had already dissipated the exceeding internal
pressure and reduced membrane tension below the activation
threshold. On the other hand, a pronounced efflux of water
leaves the bacterial body in hypertonic solutions. It drastically
reduces the internal Py, resulting in severe dehydration of
macromolecules inside the bacteria and the inner membrane
envelopes. Lewenza et al. reported the treatment of PA with
high salt concentrations and showed that PA develops plasmol-
ysis bays due to shriveling in hypertonic solutions [53]. These
bays are generated by a separation between the inner and outer
membrane envelopes due to water depletion. As a protective
countermeasure of PA against osmotic upshock to avoid
collapse by shrinkage, it is known that cationic ions such as K*
are imported by special protein transporters and accumulated by
bacteria to maintain homeostasis against hazardous external
concentrations of sodium ions [54]. Also, other accumulated or
internally synthesized osmoprotectants such as N-acetylgluta-
minylglutamine (NAGGN) and glutamate contribute to its
survival under critical hypertonic solutions, while hydrophilins

are also believed to confer protection [55]. Analysis of our force
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curves with maximal loading forces of 500 pN in hypotonic and
hypertonic solutions yielded mean values for the maximum
penetration depths (dy,,x) of about 52 and 92 nm, respectively.
In contrast, for PBS, an intermediate value was obtained.
Considering the above information regarding the states of
swelling or plasmolysis, our results for the stiffening and soft-
ening of the outer envelope can be explained in terms of the
internal pressure P;. Although membrane rigidity is an intrinsic
property of the two-dimensional material, membrane tension is
not. Instead, membrane tension depends on the forces acting on
the membrane, which is directly influenced by the internal
turgor pressure [56]. As depicted in the force curves for the case
of hypotonic solution, the combination of a high curvature with
shorter d,,x strongly indicates a higher membrane tension as a
result of osmolyte release in the final equilibrium phase by the
MS channels, which is consistent with values similar or slightly
above to those obtained in PBS. Meanwhile, in the hypertonic
solution, the curvature at the beginning of the curve is lower,
and further deformation is required to attain the linear behavior.
Based on our force spectroscopy results and reported fluores-
cence microscopy images showing plasmolysis bays in PA
under hypertonic conditions, we speculate that this mechanical
response is explained by the detachment between the outer and
inner bacterial envelope caused by dehydration [53]. A loose
outer envelope that has lost its tight connection with the inner
envelope due to severe water depletion could provide a consis-
tent explanation for the lower mechanical resistance or soft-
ening observed during the first steps of deformation. Conse-
quently, additional deformation would be necessary before
reaching the mechanical resistance transmitted from the inner
envelope.

As stated above, the contribution to the steepness in the linear
regime in the force curves reflects the P. In our study, PA
seems to keep its mechanical response within the same values in
hypotonic and hypertonic solutions, which shows its mechani-
cal fitness after the equilibration process to some extent. The
elastic deformation of PA in the frame of AFM nanoindenta-
tion can be modeled as the simultaneous compression of two
spring elements in series with different stiffness, where the
system cantilever+tip with stiffness k., compresses PA with
stiffness kpa. Thus, in a force curve, the slope in the linear
region represents the effective action of both springs acting
together, which can be expressed as k.. Applying Hooke’s law
for a system of two springs being compressed in series and
solving for kpa, we obtain kp = (Keant - Kefp) - (keant = kegt) ™!
[57]. Table 1 shows the mean values obtained from this calcula-
tion once the effective stiffness values were extracted from the
force curves. Measurements and a detailed analysis of mem-
brane deformation by AFM nanoindentations on the Gram-

negative bacterium Magnetospirillum gryphiswaldense were
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first published by Arnoldi and Boulbitch [51,58]. Their study
revealed a stiffness value for the membrane in the
0.04-0.07 N/m range. Their theoretical analysis allowed them
to use this value to estimate turgor pressures within the
85-150 kPa range. To avoid the complex mathematical analy-
sis of that first study on membrane elasticity, Yao and
coworkers presented a tension-dominated model to derive the
internal turgor pressure [52] of the Gram-positive and negative
bacterium from the linear region of the slope obtained from
force curves during deformation. For Gram-negative bacteria,
they found that P; increases an order of magnitude when
bacteria are tested in distilled water (=1.9 x 10° Pa) compared
with growth medium (0.1-0.12 X 105 Pa). Under the frame-
work of the tension-dominated model developed by Yao and
coworkers for rod-shaped bacteria such as PA, we can estimate
Py in our present study. Considering a mean height for PA of
about 600 nm, an inner radius of 250 nm, which considers the
presence of the double membrane in Gram-negative bacteria,
and a mean stiffness of kg = 20 mN/m, we obtained a turgor
pressure of P, = 12.1 kPa. This obtained value for P, is in the
same order as that reported by Yao for the growth medium. The
higher value they reported for the stiffness in distilled water
directly impacted the estimation of Py, as all other parameters
were practically unchanged. We do not observe this substantial
difference in stiffness between PBS and Milli-Q water in our
measurements. Aware that both studies were performed with a
similar experimental setup using a fluid chamber in the AFM,
we can argue that time scales between measurements and be-
tween solutions were similar. We cannot explain the steeper
slope reported in distilled water in that study. Furthermore, ac-
cording to Cetiner et al., a rapid osmolyte release takes place
within the first 150 ms following dilution, which should not
only decelerate swelling but also return membrane tension
below a threshold value during cell equilibration [14]. On the
other hand, our reported values for Young’s modulus seem to
capture the combined features in the force curve, meaning the
curved region and the linear response. Altogether, our study
suggests that the induced nanoindentations reflect different
states of tension of the outer envelope at shallow deformations
for the different tested solutions. Still, a similar stiffness arising
from the remaining contents dominates for larger deformations.
We associate this membrane tension and mechanical response
with the equilibration time of the bacteria once MS channels

have dissipated the osmotic gradient.

Care must be taken when quantifying the strength of adhesion
forces via repetitive nanoindentations with the AFM because
the risk of tip contamination is always present, and also because
the sensitive nature of the intermolecular forces during the
measuring conditions (pH, ionic strength, temperature, etc.) can

easily affect their magnitude. This was reflected in the obtained
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adhesion maps (see Figures S5 and S6 of Supporting Informa-
tion File 1). In Milli-Q water, it is well known that a silicon
nitride AFM tip is negatively charged. Consequently, upon
close contact, a negatively charged AFM tip will experience on
one side an attractive force towards a positively charged sur-
face given by the cationic PLL and on the other side a repulsive
force arising from the negatively charged bacterial membrane.
In Milli-Q water, electrostatic double-layer forces strongly en-
hance the magnitude of adhesion forces at close range. This
effect can be observed in the force curve shown as the control in
Figure 4A taken in Milli-Q water on the substrate coated with
PLL. The black line shows the presence of a jump-in, indicat-
ing the existence of a pulling force ~15-20 nm before contact.
The obvious contrast in the map of the adhesion channels
together with the cross-sections shown in Supporting Informa-
tion File 1, Figure S5 indicate the magnitude of Fo. On PA, a
negative F 5 or repulsion of about 25 pN was obtained, while a
positive adhesion F 5 of about 50 pN on the PLL coat was
measured. These results are consistent with the information
gained by E-potential measurements of PA when measured in
Milli-Q water, where a negative surface charge for PA of about
—25 mV was obtained (data not shown). Introducing salts
into the solution resulted in the electrostatic screening of the
double-layer forces, which resulted in the cancelation of
long-range forces upon approach. The implication of this is
shown in the adhesion maps of Supporting Information File 1,
Figure S6, where a loss in the strength of adhesion forces
started to occur in PBS while in 0.5 M NaCl it was even more
pronounced.

Conclusion

We performed shallow (500 pN) nanoindentations to quantify
the changes in rigidity of the outer cell wall of Pseudomonas
aeruginosa in hypotonic, isotonic, and hypertonic conditions.
Force—volume AFM demonstrated its capacity for testing the
mechanical properties of multiple bacteria at once. This me-
chanical nanoscale mapping allowed us to successfully discrim-
inate the minute variations in the surface topography of bacteria
(h), their mechanical resistance to external deformation (k), an
estimation of their elasticity modulus (Y), and their adhesive be-
havior towards the AFM tip to the substrate (o). Generated
maps from nanoindentations indicated that PA tolerates drastic
changes in osmotic pressure from isotonic (0.35 Osm) to hypo-
tonic (<0.05 Osm) or hypertonic (1 Osm) solutions without
showing serious structural or morphological damage of the bac-
terial bodies. Deformation of PA by a pseudo-conical tip
resulted in force curves with two main features, mainly a first
nonlinear region we associated with the magnitude of mem-
brane tension followed by a linear region related to the internal
turgor pressure. Our results showed that for the time scale of

our experiments, the stiffness given by the linear regime of the
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curves did not significantly change the range of tested osmolari-
ties. Application of previously developed models for AFM
nanoindentation that relate the stiffness of a rod-shaped bacteria
under deformation to its internal turgor pressure was used. The
obtained values were consistent with those reported for Gram-
negative bacteria in growth medium but inconsistent with those
reported in hypotonic solutions. We argue that osmotic shock
and potential cell lysis are prevented by the rapid reaction of
MS channels to low osmolarities, which also decreases mem-
brane tension. Decompression of exceeding internal pressures
within PA is then reduced, and obtained values for kpa and P,
represent the equilibration phase of PA which counteracts
exceeding swelling. This demonstrates the remarkable dynamic
capacity of the MS channels to rapidly mitigate hazardous
internal pressures in highly diluted solutions. Therefore, we
expect high membrane tension values to occur but in a very
narrow period (within 100 ms after exposure), making it chal-
lenging to monitor AFM experiments. However, it was ob-
served that the nonlinear region was affected by changes in
osmolarity, providing a soft mechanical response for hyper-
tonic solutions. We conclude that this initial weak mechanical
response to deformation originates from a loose outer mem-
brane due to dehydration, known as plasmolysis bays. Despite
this, PA still provided a considerable mechanical response
consistent with an internal turgor pressure for larger deforma-
tions. These investigations using nanomechanical mapping with
FV AFM unravel fine mechanical parameters of very resilient
bacteria with high adaptability to diverse environments. They
also highlight the potential of the experimental approach to
study the activity of rationally designed molecular channel in-
hibitors that can specifically bind channel proteins.
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Abstract

Upconversion nanoparticles (UCNPs) are well-known for their high efficiency, photostability, near-infrared excitation, and ability
to estimate temperature through ratiometric imaging of two thermally coupled fluorescence bands. This work demonstrates the
feasibility of volumetric temperature mapping in internal biological systems using light-sheet fluorescence microscopy and lipid-
coated UCNPs as nanothermometry markers. This approach enables real-time thermal mapping with both high spatial and temporal
resolution at the cellular and subcellular levels. To validate the method, we performed 3D temperature imaging on fixed
Caenorhabditis elegans (C. elegans) after UCNP ingestion. The proposed technique represents a cutting-edge method for accurate
3D analysis of temperature-driven biological processes. It holds significant potential for applications in living organisms, offering a

non-invasive tool to monitor intracellular and organ-specific temperature dynamics.
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Introduction

Biological processes involving energy exchange often manifest
as temperature fluctuations. Materials sought to measure such
changes should exhibit high sensitivity, accuracy, high
spatiotemporal resolution, good biocompatibility, low cytotox-
icity, and stable optical and chemical properties. Additionally,
given the conditions commonly presented in biological samples,
these materials should also remain unaffected by changes in pH,
concentration, ionic strength, and viscosity [1]. Traditional ther-
mometers are macroscopic devices with several disadvantages,
including limited sensitivity and low accuracy, and are general-
ly restricted to contact surface measurements [2]. Beyond
fundamental processes, temperature also serves as a key bio-
marker for pathological conditions such as cancer. Localized
hyperthermia often arises from dysregulated metabolism (i.e.,
the Warburg effect) [3,4] and chaotic vasculature that impairs
heat dissipation [5,6]. These factors can create thermal gradi-
ents of 0.5-2.0 °C between tumors and healthy tissue, with even
greater differences at the subcellular level [7-9]. Consequently,
the ability to map temperature with high spatial resolution is a
critical tool for probing disease mechanisms, potentially aiding
in diagnostics and therapeutic evaluation. To address these limi-
tations, luminescent nanomaterial-based thermometers (LNTSs)
have emerged as promising alternatives for biological and non-
biological applications. LNTs rely on the emission properties of
a fluorophore and its thermal dependence to measure tempera-
ture changes, which can be measured as variations in the emis-
sion intensity [10-13] and lifetime [8,14-16], spectral shift [17],
as well as intensity ratios [18-29] and polarization anisotropy
[30,31].

In biological applications involving fluorescent nanothermom-

etry, light-tissue interactions must be carefully considered for
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an accurate temperature measurement. To address this, a wide
range of luminescent materials have been developed, including
nanodiamonds [32], quantum dots [17,28], nanodots [11,13,33],
fluorescent-based molecular systems [1,8,34], and lanthanide
(Ln3+)—doped materials [10,35-37]. Among all these alterna-
tives, lanthanide-doped materials offer a distinct advantage:
upconversion (UC) fluorescence, enabling the conversion of
low-energy excitation (longer wavelengths) into high-energy
emission (shorter wavelengths). This is particularly advanta-
geous for biomedical applications, as it eliminates the need for
ultraviolet or visible excitation, which can cause photo-
bleaching and phototoxicity [38]. The ladder-like energy level

3* jons enable efficient photon UC of near-infra-

structure of Ln
red (NIR) light, even with moderate excitation intensities
(1-103 W-cm™2) attainable with gas-based lamps or continuous

wave lasers [39].

Temperature measurements using Ln3*-doped nanomaterials
have mainly focused on using UC nanoparticles (UCNPs),
which are inorganic crystalline structures, typically composed
of sodium yttrium fluoride (NaYF,4) co-doped with rare-earth
(RE) ions like ytterbium (Yb3*), erbium (Er3*), and gadolinium
(Gd3*). These RE ions act as sensitizers and emitters, allowing
for photonic UC of multiple NIR photons into visible lumines-
cence [38]. As an example, in the NaYF4:Er3*/Yb3* composite
(such as that used in this work), the NaYF, crystal matrix is
co-doped with Yb3* acting as the sensitizer to enhance the NIR
absorption cross section, whereas the Er3* ion acts as the
emitter, as depicted in Figure 1.

When UCNPs of this composite are irradiated with 980 nm NIR

light, they emit two thermally coupled green fluorescence bands

IR light
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Figure 1: Characteristic UC fluorescent emission spectra of NaYF4:Er3*/Yb3* in the green region when irradiated with 980 nm laser light. Insets: UC
process scheme (right). Schematic representation of the energy transfer between Yb3+ and Er3+ ions and the UC emission in an upconversion nano-

particle UCNP (left).
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at 525 and 550 nm. These bands arise from the 2H; 1/2—>4II5/2
(blue) and 4S5/, —%1;5/2 (purple) transitions of Er3* ions, re-
spectively [39-41]. Thermally coupled bands, defined as bands
separated by less than 2000 cm™! (<0.248 eV), favor a higher-
level population with an increase in thermal energy, thereby
enabling temperature-sensitive fluorescence emission [42]. For
the NaYE4:Er3*/Yb3* composite, the energy bands (2H,/, and
4S4)5) are separated by approximately 866 cm™!; they are thus
thermally coupled, and the ratio of their intensities provides a
reliable means for temperature monitoring. This approach is
known as the fluorescence intensity ratio (FIR), described math-
ematically as:

FIR = —1525 = Cexp(—_AEj, D

where I555 and I55q are the integrated intensities of the two fluo-
rescence bands centered at 525 and 550 nm, respectively; AE is
the energy difference between the Hy, s, and 4S4/2 levels, k is
Boltzmann’s constant (0.695 cm™'-K™!), T is the absolute tem-
perature in Kelvin (K), and C is a constant associated with the
host material and determined by the degeneracy of the coupled
energy levels, emission frequencies, and spontaneous radiation
transition rates [43].

The FIR-based technique has been widely used for optical ther-
mometry given its inherent advantages, including noise cancel-
lation capabilities, real-time temperature sensing, and high
sensitivity [44]. These features make FIR-based thermometry
appealing for remote optical measurements in biological appli-
cations. Indeed, upon imaging the thermally coupled fluores-
cent bands emitted by UCNPs with microscopy techniques,
precise temperature measurements within biological systems
can be readily obtained. For instance, Vetrone et al. [36] used
UCNP@PEI as nanothermometers for two-dimensional (2D)
temperature mapping inside Hella cells. Similarly, Pifiol and
co-workers [20] used the FIR of Ln3* (Sm, Eu)-bearing poly-
meric micelles to achieve real-time 2D temperature maps of
breast metastatic adenocarcinoma cells. Di et al. [45] used func-
tionalized UCNPs to monitor mitochondrial thermal dynamics
in HeLa cells, and Wang et al. [37] used core—shell UCNPs to
monitor temperature and imaging inside and outside onion cells
simultaneously. These studies underscore the versatility and
potential of UCNP-based thermometry for non-invasive, precise

temperature measurements and cell imaging.

Despite these advancements, most approaches rely on 2D
imaging or point-scanning spectroscopic methods to generate
temperature maps, which are limited in axial resolution and

acquisition speed when applied to thick or heterogeneous bio-
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logical samples. Earlier studies using luminescent nanother-
mometers have demonstrated spatially resolved, yet essentially
planar, temperature mapping in transparent or thin systems
[24,25]. More recently, efforts in luminescence-based 3D ther-
mometry at the cellular scale [46,47] have explored volumetric
temperature sensing through fluorescence-lifetime or UC
nanothermometry. However, these approaches remain limited
by point-by-point scanning, shallow penetration depth, and
narrow fields of view (typically below 100 um), restricting their
applicability to intact organisms. Beyond these demonstrations,
recent reviews [48,49] emphasize that achieving true 3D lumi-
nescence thermometry remains a major challenge as most
implementations rely on complex instrumentation and confined
imaging volumes. Therefore, extending nanothermometry
toward fast, high-resolution volumetric mapping represents an
essential step for advancing non-invasive thermal imaging in

living biological systems.

We recently demonstrated the feasibility of combining light-
sheet fluorescence microscopy (LSFM) with UC micro- and
nanocomposites for volumetric temperature mapping across
scales ranging from tens of micrometers to millimeters [40].
LSFM decouples excitation and detection, illuminating only the
focal plane and thereby minimizing photobleaching and
photothermal effects while enabling rapid volumetric acquisi-
tion. The present work aims to extend this technique to larger
biological specimens, specifically C. elegans, an optically trans-
parent model organism ideally suited for LSFM due to its
simple “tube-within-a-tube” anatomy and clearly defined
internal organs. When the nematode is fed with lipid-coated
UCNPs, the nanoparticles localize within its digestive tract,
acting as thermosensitive markers and enabling voxel-resolved,
real-time 3D thermal mapping with exceptional spatial and
temporal resolution [45,50,51], revealing internal temperature
gradients inaccessible with 2D imaging. The results reported
herein highlight the potential of LSFM and FIR-based ther-
mometry as a non-invasive method for precise temperature

mapping in living organisms.

Materials and Methods

Lipid-wrapped UCNPs

Due to their highly hydrophobic nature, commercial
NaYF,:Yb3*/Er3* UCNPs (Sigma-Aldrich, No. 900556 1 ML)
were coated with lipids to enhance their water dispersibility.
This lipid coating (UCNPs@lipids) was applied using a modi-
fied thin-film hydration method based on Rojas-Gutierrez’s pro-
cedure [52]. Based on the size distribution and concentration of
the nanoparticles (10 mg-mL™'), a lipid layer was formed with
DOPS, cholesterol, and DMPC at a molar ratio of 64:29:7. The
three lipids were dispersed in chloroform and mixed with
100 pL of UCNPs in a round-bottomed flask. The resulting
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mixture was then evaporated under a constant flow of N; gas
while stirring in a circular motion for 30 min. After solvent
evaporation, 2 mL of Milli-Q water were added to the flask for
rehydration overnight at 4 °C. The resulting water-dispersible
UCNPs@lipids solution had a UCNP concentration of
1 mg-mL~! and was stored at room temperature for subsequent
use and characterization. Evidence of obtaining such a water-
dispersible solution was previously reported in [40]. Figure 2
compares the as-purchased nanoparticles dispersed in toluene
with the lipid-functionalized UCNPs (inset), revealing a size
distribution of approximately 15-20 nm. Because the lipid shell
is an ultrathin organic layer (2-3 nm) with low electron
contrast, no distinct morphological differences are expected be-
tween coated and uncoated nanoparticles in TEM images; how-
ever, the success of the coating is confirmed by the stable
dispersion of UCNPs in water, which prevents aggregation.

C. elegans culture and maintenance

The nematodes used in our experiments, N2 wild-type C.
elegans, were cultivated on nematode growth medium (NGM)
plates previously seeded with E. coli OP50. Nematode transfer
was performed every two days, moving a chunk of agar from a
three-to-five-day-old plate to a new NGM plate seeded with

Beilstein J. Nanotechnol. 2025, 16, 2306—2316.

E. coli. The nematodes were cultivated at room temperature
(=23 °C).

C. elegans feeding with UCNPs

To feed the nematodes with UCNPs, ten to twelve nematodes,
each approximately 1 mm in length, were selected and individu-
ally transferred from a three-day-old cultivation plate to a fresh
small NGM plate (35 mm in diameter) that was not seeded with
E. coli OP50. The nematodes transfer was gently conducted
using a stereomicroscope (ZEISS, Stemi 2000) equipped with a
transmitted light source and thin tweezers. After the transfer,
50 pL of the UCNPs@lipids solution was carefully dropped
onto the plate and spread to cover most of the plate. Before
imaging, the nematodes were left in contact with the
UCNPs@lipids solutions for approximately 17 h.

Samples used for temperature mapping

Two types of samples were prepared in our experiments, one
for FIR-temperature calibration and the other for internal tem-
perature mapping in nematodes. The first sample, S1, was an
agarose phantom with lipid-coated UCNPs, as reported in [40].
It consisted of a mixture of 250 pL of UCNPs@lipids solution
and 250 pL of 2% low-melting agarose gel. A few microliters

Figure 2: TEM micrograph of as-bought UCNPs dispersed in toluene. Inset: functionalized UCNPs@lipids dispersed in Milli-Q water. Scale bar:

50 nm.
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of the liquid mixture were drawn into a fluorinated ethylene
propylene (FEP) tube and solidified 30 min before imaging. The
second sample, S2, consisted of a single UC-fed C. elegans
immersed in agarose mixed with UCNPs@lipids. After feeding
with UCNPs@lipids, live nematodes were placed into a drop of
2% low-melting agarose gel containing UCNPs@lipids and
then fixed with 4% paraformaldehyde (PFA). The nematodes
were oriented with their mouth and tail positioned at the ends of
the FEP tube and left to solidify for 30 min before imaging. The
FEP tubes were inserted into a capillary tube for structural
support to mount the samples. Using a metal plunger, the sam-
ples were drawn into the exposed end of the FEP tube, as illus-
trated in Figure 3.

Light sheet microscopy

The LSFM setup is described in [40]. Here, the NIR excitation
at 980 nm was provided by a fiber Bragg grating-stabilized laser
(JDSU, 2900 Series), with collimated light focused onto the
back focal plane of a 4x/0.13 NA excitation objective (Nikon,
PlanFluor) using a 250 mm cylindrical lens (Thorlabs,
LJ1267RM-A). The excitation objective generated the light
sheet in the sample’s xy-plane, with a capillary glass mounted
on an xyz-motorized stage (Thorlabs, 3-axis NanoMax) for
depth imaging. Images were captured using a CMOS camera
(Hamamatsu, ORCA-Flash4.0) with a 10x/0.3 NA water
immersion objective (Nikon, PlanFluor) and tube lens,
achieving a 1.3 x 1.3 mm? FOV and ~1.3 um axial resolution.
Two interferometric filters (Thorlabs, MF510-40, and MF559-
34) isolated the 525 and 550 nm UC fluorescence bands, while
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a bandpass filter (Thorlabs, FESH-0650) blocked the excitation
light.

To heat the immersed sample, a custom-made immersion
chamber was used to house the capillary tube. The chamber
featured a temperature-controlled water recirculation system
consisting of a peristaltic pump (KF Technology, NE-9000), a
solution heater (Warner Instruments, Hamden), and a tempera-
ture controller (Warner Instruments, TC-324C). This setup
enabled precise control from 25 to 50 °C with 0.2 °C accuracy.

Results and Discussion
Three-dimensional calibration curves

To accurately quantify temperature variations, a precise calibra-
tion curve must be established. Two UCNPs@lipids samples
(S1) were prepared for FIR calibration, with concentrations of
0.5 and 2.5 mg-mL~!. Figure 4a presents the three-dimensional
reconstruction of the UC fluorescence signal at 550 nm for the
higher concentration (2.5 mg-mL~!) sample. The image reveals
the characteristic aggregation of lipid-coated UCNPs, forming
macroliposomes of approximately 30 pm diameter within the
agarose gel. A corresponding volumetric image was also
acquired at the 525 nm band (not shown) to compute the FIR.
Pairs of these images were taken at different temperatures to
establish the temperature-dependent FIR calibration. For each

sample, approximately 25 macroliposomes were analyzed.

Although the FIR response follows a Boltzmann-type exponen-
tial temperature dependence (see Equation 1), our previous

...Attached to a xyz-
motorized stage
A

...to CMOS camera

\3

..IR

1 excitation

“a._heating elements

Figure 3: General scheme of the sample mounting holder used for temperature mapping in the light sheet microscopy system. The numbers in the
figure stand for cylindrical optics (1), sample (2), collection objective (3), and optical filter set (4). Figure 3 was adapted from [40] (© 2023 D. Barron-
Ortiz et al., published by MDPI, distributed under the terms of the Creative Commons Attribution 4.0 International License,

https://creativecommons.org/licenses/by/4.0).
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work demonstrated that within the 25-50 °C interval in
NaYE4:Yb3*/Er3*systems, the FIR behavior of lipid-coated
UCNPs can be well approximated by a linear dependence with a
slope of m ~ 0.003 °C~! [40]. This finding is consistent with
earlier experimental results showing a linear response up to
100 °C [44], confirming the robustness of this relationship
across a broad thermal range. In the present study, the calibra-
tion was restricted to 25-33 °C to match the physiological tem-
perature range of C. elegans and to evaluate the method’s sensi-
tivity in detecting subtle temperature variations relevant to bio-

logical processes.

The resulting temperature-dependent FIR response is illustrated
in Figure 4b, covering the 25-33 °C range, with measurements
taken at 2 °C intervals. This temperature range was chosen
because (i) it remains below the high-stress temperature
threshold of C. elegans (>35 °C) [53] and (ii) it falls within the
linear, high-sensitivity region of the NaYF,4:Yb/Er nanoparticle
thermometric response (20—-100 °C) [44]. The black diamonds
denote the combined mean values of both concentrations. A
linear fit of the calibration curve (solid black line) was obtained
for both UCNPs@lipids concentrations. The results closely

(d) Relative sensitivity (S;). (a, b) where measured from 25 to 33 °C.

align with Barron-Ortiz et al.’s previously reported calibration
curve [40], showing a slope of m = 0.33 °C~!.

The resolution performance of the optical thermometer is
assessed through its absolute (S,) and relative (S;) thermal
sensitivities [35,54]. These are defined as:

OFIR
s =2 >
\ ‘ar @)
S =234 100%. 3
" FIR ° )

The absolute sensitivity (S,) quantifies the FIR response to a
1 °C temperature change, and the relative sensitivity (S;) de-
scribes the FIR rate of change as a percentage of its value.
Notice that the complex nature of the dynamic UC process, par-
ticularly at higher temperatures, can influence the temperature-
sensing properties of UCNPs [37,42]. However, even within the
physiological temperature range (30-50 °C), other UC pro-

cesses such as thermal quenching, shifts in the Boltzmann dis-
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tribution, and cross-relaxation, can also affect temperature
sensing [37,54]. These effects may introduce variations in the
FIR calibration, requiring careful evaluation for accurate ther-
mometry [35,55]. This concern is particularly relevant in Er3*-
based FIR thermometry as its sensitivity strongly depends on
the energy gap between thermally coupled levels [42]. In our
results, these effects are minimized, as the FIR calibration ex-
hibits a consistent and linear temperature dependence over the
25-33 °C range, with no significant deviations from the ex-
pected response. This suggests that our UCNP system provides
reliable temperature measurements, effectively mitigating
potential distortions from UC artifacts. To demonstrate this, we
calculated the thermal sensitivities S, and S; using Equation 2
and 3, based on the calibration obtained from the curve of
Figure 4b. The calculated sensitivities are included in
Figure 4c,d, showing that over the 25 to 33 °C temperature
range, the absolute sensitivity S, varied between 3.35 X 1073
and 8.89 x 1073 °C~! (Figure 4c), while the relative sensitivity
S, ranged from 1.0 to 2.78%-°C~! (Figure 4d). The largest
values, S, = 8.89 x 1073 °C™! and S, = 2.78%-°C!, were ob-
served at 25 °C, with a decreasing trend as the temperature in-
creased. It is important to note that the relative sensitivity
remained above the 0.5%-C~! threshold, a benchmark for high-
performance nanothermometry applications [55]. This confirms
previous studies showing that the temperature-dependent elec-

3. AF b) I525nm
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tronic 4S83/,—2H 5 transitions in Er3* provide optimal sensi-
tivity within the 30-50 °C range, making them highly suitable
for biological applications [42].

C. elegans internal temperature

measurement

After evaluating the 3D temperature sensing capability of
UCNPs@lipids, we applied this technique to measure the
internal temperature within fixed C. elegans nematodes. The
worms were fed with the UCNPs@lipids solution at a
1 mg-mL~! concentration, consistent with imaging and toxicity
studies [56].

Figure 5 illustrates the workflow for obtaining temperature
maps. The process begins with identifying the nematode
through its autofluorescence under 488 nm light-sheet excita-
tion, highlighting key anatomical structures such as the pharynx
and intestinal tract (Figure 5a). A z-stack is then acquired in
steps of 2 um to cover the whole volume of the nematode. Once
the nematode is located, it is irradiated with a 980 nm NIR light
sheet, and two emission filters (Thorlabs, MF510-40, and
MF559-34) are used sequentially to collect the UC fluores-
cence bands centered at 525 and 550 nm. Figure 5b and
Figure 5c show, respectively, the z-projections of the average
fluorescence intensities for these bands. The FIR is then calcu-

o AF+FIR
Mouth «—— &

Pharynx { .
4

Temperature

Figure 5: Temperature map inside of C. elegans. (a) Shows the autofluorescence in cyan, (b, c) Upconversion fluorescence images of the 525 and
550 nm emission bands at 25 °C. (d) FIR map. (e) The temperature map of C. elegans shows the FIR as a red-hot map and autofluorescence in
cyan. The temperature signals are primarily localized within the intestinal lumen. Scale line: 100 um. Temperature scale bar: to the left, FIR from 0 to
1, to the right, temperature, as a reference, 0.333 corresponds at approximately 28.8 °C.
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lated plane-by plane, and the corresponding temperature map is
generated using the calibration curve of Figure 4b. Figure Se
presents the z-axis projection of the FIR as a red-hot tempera-
ture map overlaid with the nematode’s autofluorescence (cyan),
which delineates its morphology across the entire volume. The
C. elegans intestine is a simple, tubular organ composed of 20
epithelial cells arranged into nine rings (int1-int9), spanning
approximately 80% of the worm’s body length.

The lumen, located centrally within these rings, is lined
with microvilli that facilitate nutrient uptake and particle
retention [57]. Figure Sb—d shows the fluorescence emission
throughout the intestinal structure post-ingestion, indicating
UCNP accumulation within the lumen. This localization is
strongly influenced by surface chemistry. The anionic character
of our DOPS-rich lipid coating likely leads to electrostatic
repulsion with the negatively charged glycocalyx of the
intestinal cell membranes, thereby hindering endocytosis [58].
This contrasts with cationic coatings like polyethyleneimine
(PEI), which promote endocytosis and lead to UCNP internal-
ization into intestinal cells [59]. This observation is consistent
with Chen et al. [50], who reported internalization of PEI-
capped UCNPs into both the gut cavity and intestinal cells.
They attributed UCNP uptake within the gut cavity to the favor-
able nanoparticle dispersibility and cellular internalization to
endocytosis, facilitated by electrostatic interactions between the
cationic PEI coating and negatively charged cell surfaces. The
positive charge of PEI can be enhanced at lower pH levels, such
as those found in parts of the C. elegans digestive tract [60],
potentially promoting further endocytosis. In contrast, the
UCNPs@lipids nanoparticles are negatively charged (due to
abundant DOPS) and were observed in the intestine but not
clearly within the intestinal cells. This suggests that endo-
cytosis of these nanoparticles is sensitive to the specific capping
ligand. Consequently, we attribute the recorded temperature dis-
tributions mainly to the luminal environment rather than intra-
cellular regions, indicating that surface chemistry governs not
only nanoparticle uptake but also the spatial interpretation of
the thermal maps. This distinction is crucial, as it means our
thermal maps report on the temperature within the digestive
tract lumen, which may be influenced by ingested material and
microbial activity, rather than the metabolic heat production of
the intestinal cells themselves. To probe intracellular tempera-
tures, a surface coating engineered for active cellular uptake

would be required.

Conclusion

We successfully demonstrated volumetric temperature measure-
ments in C. elegans by combining LSFM with lipid-coated
NaYF4:Yb3*/Er3* upconversion nanoparticles. The lipid

coating strategy proved crucial, enhancing biocompatibility

Beilstein J. Nanotechnol. 2025, 16, 2306-2316.

and colloidal stability while enabling precise localization of
the thermal probes within the nematode's digestive tract.
Our calibration achieved excellent thermal sensitivity (up to
8.9 x 1073 °C~! absolute and 2.8%-°C~! relative), well above
the benchmark for high-performance nanothermometry.

While our experiments focused on fixed biological specimens,
the 980 nm wavelength excitation and millisecond-scale slice
acquisition inherent to LSFM make real-time thermometry in
living organisms entirely feasible. This capability would enable
monitoring metabolic or stress-induced temperature fluctua-
tions at the single-organ level and evaluating thermal side
effects of optogenetic, photothermal, or pharmacological treat-
ments. Although our experiments used fixed C. elegans, the
present study was conceived as a proof of concept to demon-
strate the feasibility of volumetric FIR thermometry in biologi-
cal systems using LSFM. In this context, PFA fixation is
applied externally and primarily affects the nematode’s outer
tissues. Aldehyde fixatives act at the organism’s surface with-
out significantly altering the internal optical environment where
the UC nanoparticles are located. Because upconversion lumi-
nescence arises from lanthanide ions shielded within the nano-
particle matrix, its emission is largely insensitive to minor
dielectric or chemical variations in the surrounding medium
[61]. Therefore, the overall influence of fixation on the re-

corded fluorescence and thermal response is negligible [62].

Extending this method to live imaging presents additional chal-
lenges related to the simultaneous acquisition of the thermally
coupled emission bands. Sequential filter exchange limits the
frame rate when using a single detector, whereas dual-camera
configurations require precise spatial registration to avoid pixel
mismatches and artifacts in the FIR calculation. To mitigate
these limitations, we are currently developing an alternative ap-
proach based on color CMOS detection, which retrieves the
spectral intensity from a single RGB image and eliminates the
need for mechanical filter switching. This strategy, though
beyond the scope of the present work, is expected to enable true
real-time 3D nanothermometry in vivo. Future work will also
focus on engineering UCNP coatings for specific subcellular
targeting to further expand the biological applicability of this
technique.

The readily transferable nature of both the lipid-coating ap-
proach and the optical setup establishes a practical foundation
for extending this technique to other small model organisms,
organoids, or individual mammalian cells. In summary, LSFM-
enabled upconversion nanothermometry emerges as a powerful,
non-invasive platform for probing spatiotemporal temperature
dynamics across diverse biomedical applications, from cellular

metabolism to organ-specific stress responses.
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