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Almost ever since the advent of the microelectronics adventure,

silicon-based MOSFET (metal–oxide–semiconductor field-

effect transistor) technology has been largely dominant.

However, for a few years now this technology has exhibited

some fundamental limitations in tackling the increasingly chal-

lenging issues of miniaturization and improvements in

processing speed and power consumption. Hence, new inor-

ganic semiconductor materials (Ge, InGaAs, InP, InSb, GaN,

GaSb, SiC, etc.) and new architectures (multiple-gate FETs,

nanowire T-FETs, etc.) are being progressively introduced.

These new materials are mainly introduced due to their

increased mobility (to boost the processing speed of the

devices), and the new architectures are required to reduce the

junction leakage (and hence reduce the power consumption).

These architectures are typically three-dimensional, and with

the continuous decrease of dimensions, they also represent

extremely confined volumes in which statistical and quantum

effects start to play an increasing role. The entirely successful

application of these new materials and architectures towards

realizable technologies is facing some challenges. The most

significant one is probably the impact of defects linked to

growth processes and to the presence of stress. Indeed, the pres-

ence of different semiconductor materials with different lattice

dimensions leads to crystalline defects, threading dislocations,

and microtwins that affect the diffusion of dopants and the ma-

terial mobility (due to scattering). When growth is performed in

narrow trenches, dislocations are trapped within the confined

volume (aspect-ratio trapping) and, theoretically, defect-free

layers can be obtained. However, even if an apparently defect-

free layer is obtained, the polar nature of the complex com-

pound materials implies that antiphase boundaries can still be

formed, which potentially represent important charge and

recombination centers.

Beyond the standard logic/memory applications there is a very

strong increase in “More than Moore” developments targeting

energy (photovoltaic, energy storage), imaging (e.g., quantitat-
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ive medical imaging), sensor/actuators linked to CMOS-base

circuitry, biochips, etc. The utilization of graphene in order to

process high mobility (both for holes and electrons) field-effect

transistors is also being intensively studied.

In all these cases, metrology is a challenge, and no universal

solution is identifiable. Moreover in many cases it becomes also

very difficult to establish a complete assessment of accuracy,

precision and spatial resolution due to a lack of appropriate 3-D

standards and comparative metrology.

The development of high-performance devices (high speed and

density, low consumption) is not the only objective of the elec-

tronic industry. The need for low-cost devices processed indus-

trially on flexible and light substrates over very large surfaces

has led to the emergence of electronic components based on

organic semiconductors. The organic materials used nowadays

are typically made of single molecules in highly ordered assem-

blies or of polymeric semiconductors in thin films. In recent

years, an extensive set of organic-based prototypes (transistors,

sensors, electrochromic devices, biosensors, photodiodes,

photovoltaic cells, etc.) have been developed, demonstrating the

strong potential of these materials. However, the advent of

commercial applications often requires important break-

throughs towards more efficient and stable organic photo-

voltaic devices. This implies reduced exciton diffusion lengths

(and thus more efficient collection) through the fabrication of

an entangled mixture of the acceptor–donor layers, the addition

of light scattering nanoparticles or metallic nanoparticles (spec-

trum harvesting through plasmonics) in the active layer or even

wavelength convertors based on metal nanoparticles with a dye

to shift the wavelengths. Improving the lifetime of organic solar

cells requires incorporating optically transparent inorganic

barriers in between the polymer films to prevent moisture pene-

tration.

Unfortunately, these organic systems represent an even more

challenging metrological problem as compared to their inor-

ganic counterparts, as it no longer suffices to determine the

atomic and electrical distributions, but one is also faced with the

additional, equally important problem to trace, on the

nanometer scale, the chemical configuration and the polymeric

information.

It is therefore important to develop and improve two- and three-

dimensional characterization techniques that can be utilized on

both organic and inorganic semiconductors. These techniques

should allow determination of the carrier/dopant distribution

with an excellent sensitivity and repeatability (within 3 to 5%)

with nanometer spatial resolution (subnanometer in inorganic

and below 10 nm in organic) over a broad dynamic range (up to

five decades). Ideally, they should also be able to probe the

elemental distribution and to provide information on chemical

bonding.

In this Thematic Series, we present the work of various leading

labs in developing such techniques. Targeting 2-D/3-D resolu-

tion, one inevitably needs to look at scanning probe techniques

that can be proclaimed to be dominant for electrical characteri-

zation and atomic probes that can be viewed as the ultimate in

terms of compositional analysis.

At the same time we need to recognize that, notwithstanding the

past efforts and achievements, there remains a considerable

knowledge and performance gap between the state-of-the-art

metrology and the future metrology requirements. Hence also

some simulation work is presented in this Thematic Series.

Pierre Eyben

Leuven, April 2013
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Abstract
Numerical simulations of current–voltage curves in electron-only devices are used to discuss the influence of charged defects on the

information derived from fitting space-charge-limited current models to the data. Charged, acceptor-like defects lead to barriers

impeding the flow of electrons in electron-only devices and therefore lead to a reduced current that is similar to the situation where

the device has a built-in voltage. This reduced current will lead to an underestimation of the mobilities and an overestimation of

characteristic tail slopes if analytical equations are used to analyze the data. Correcting for the barrier created by the charged defects

can, however, be a successful way to still be able to obtain reasonably accurate mobility values.

180

Introduction
A frequently used method to analyze charge carrier transport in

organic semiconductors is based on space-charge-limited cur-

rent measurements performed on single carrier devices [1-14].

These devices consist of two contacts that are either both elec-

tron-injecting or both hole-injecting, meaning that the

current–voltage curve of these devices is not determined by the

recombination of electrons and holes in the volume of the

device [15] but instead by the mobility and concentration of

carriers and the electric field in the device. If a device with two

electron injecting contacts were doped to be sufficiently n-type

that the electron concentration were determined by the doping

and not by the injected charges in a certain range of voltages,

the current–voltage curve in that range would be essentially

ohmic, and the conductivity of the system would depend on

mobility and electron concentration [16,17]. If the electron-only

device were, however, undoped and the injection at the contacts

efficient, the current density J would to a first approximation

not depend on the equilibrium electron concentration anymore.

Instead J would just depend on the mobility μ, which is typi-

cally the only unknown parameter, as well as the voltage V, the

device thickness d and the permittivity ε = ε0εr and would

ideally follow the Mott–Gurney law [18,19]
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(1)

Here ε0 is the vacuum permittivity and εr is the relative permit-

tivity. The Mott–Gurney law is frequently used to determine the

mobility of organic semiconductors used for light emitting

diodes and solar cells. However, its derivation uses three

assumptions that are often not applicable in organic semicon-

ductors, namely that the device is trap-free, that diffusion is

negligible and that the electric field at the injecting contact is

zero. All three assumptions are in general not correct, in par-

ticular the assumption that there are no charged defects in

organic semiconductors [20-26]. While there have been numer-

ous attempts to develop models to take traps in unipolar devices

into account [27-31], nearly all of them still rely on drift as the

only transport mechanism. However, traps will often lead to a

situation where diffusion currents cannot be neglected anymore,

which makes analytical approximations for this situation prob-

lematic [7,10,13].

In this article numerical simulations are used to show how the

presence of traps leads to deviations from the analytical equa-

tions typically used to analyze single-carrier current–voltage

curves. I will focus on acceptor-like traps in electron-only

devices, i.e., situations where the traps are negatively charged

when below the Fermi level. These negative charges will be-

have like p-type dopants and create a barrier for electrons. The

electrons first have to diffuse over the barrier created by the

negatively charged defects before they drift to the other contact.

This barrier leads to an exponential increase of current with

voltage for low voltages similar to the situation in a bipolar

diode with a nonzero built-in voltage. To understand the influ-

ence of the trap-induced barrier on the interpretation of

current–voltage curves, current–voltage curves are simulated

for different concentrations of traps using a drift–diffusion

solver, and then analytical equations are fitted to the simulated

curves to compare the apparent mobility and density of states

derived from the fit to the ones that were used as input for the

drift–diffusion simulation. The results of the simulations show

that using analytical equations in electron-only devices with

substantial concentrations of negatively charged defects can

result in strongly underestimated mobilities and overestimated

width of the exponentially decaying density of states.

Details of the simulation
The simulations are performed by using a commercial device

simulator called Advanced Semiconductor Analysis (ASA) that

was developed by the group of M. Zeman at the TU Delft

(Netherlands) [32,33]. The software solves the Poisson equation

(2)

and the continuity equations for the electrons and holes

(3)

(4)

Here, q is the elementary charge, φ is the electrical potential, ρ

is the space charge, x the spatial coordinate, n and p the free

electron and hole concentrations, F the electric field,

Dn,p the diffusion constant, and Jn and Jp are the electron and

the hole current. Note that the classical Einstein relation

(Dn,p = kT/q μn,p) is used to connect the diffusion constant and

the mobility. The Einstein relation is applicable even in disor-

dered semiconductors if the continuity equations are expressed

in terms of free carriers, as has been done here. The occupation

of the traps follows Shockley–Read–Hall statistics and is

described in detail in [34-36]. I use a Gaussian distribution of

traps

(5)

with a peak energy ET at midgap and a width of σΤ = 100 meV

similar to the values used by Nicolai et al. [13]. The total trap

concentration NT was varied in the simulations. It is assumed

that the defects are acceptor-like defects, i.e., that the defect is

negatively charged if occupied with an electron and neutral

when empty. The opposite situation would be a donor-like

effect that is positively charged when empty (occupied by a

hole) and neutral when occupied with an electron. The ratio-

nale of using acceptor-like defects is that many organic semi-

conductors are known to be p-type, i.e., to have acceptor like

defects, and to show improved transport after compensation of

the p-type dopants with n-type dopants [8,23,26,37,38].

Because organic semiconductors are generally disordered ma-

terials, it is important to investigate the effects of energetic

disorder on the results of our simulations. In order to take the

effect of disorder into account, a multiple trapping model

together with exponential band tails is used in some simula-

tions (Figure 3 and Figure 5, see below). The energy-dependent

densities of states NCBT and NVBT of these tails follow
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(6)

for the conduction-band tail and

(7)

for the valence-band tail. Here, N0 is a prefactor with the unit

1/(cm3·eV) and defines the concentration of tail states per

volume and energy interval at the conduction band and valence

band edge EC and EV. The conduction band tail is assumed to

consist of acceptor-like defects and the valence band tail of

donor-like defects [34,39]. It is assumed that the mobility of

electrons is zero below the conduction band edge and has a

constant value above, i.e., the influence from Poole–Frenkel

type effects is neglected for simplicity. The slope of the tails is

given by Ech and assumed to be the same for the conduction and

valence band in all cases. The boundary conditions at the

contacts are defined by keeping the distance between conduc-

tion band edge and Fermi level constant at 0.1 eV for both

contacts. Both contacts have high (105 cm/s) recombination

velocities for electrons and holes (cf. [40] for an exact defini-

tion of the boundary conditions).

Results and Discussion
The influence of diffusion on the
current–voltage curves
To understand the effect of charged defects on the

current–voltage curve of electron-only devices it is most

instructive to compare the simulated current–voltage curves

with band diagrams. Figure 1 compares the situation with and

without acceptor-like traps and depicts both the current–voltage

curves as well as the band diagrams at V = 1 V forward bias

(electrons are injected on the right and extracted on the left).

Table 1 gives the parameters used for the simulations. Both

simulated current–voltage curves are compared to the analyt-

ical equation (Mott–Gurney law) given by Equation 1. Interest-

ingly, already the simulation without any traps is only well

reproduced by the Mott–Gurney law at higher voltages, while

its slope tends to be more ohmic (~V) than space-charge-limited

(~V2) at lower voltages. This phenomenon has been described

in the past [41] and is related to the movement of the virtual

cathode (the point of zero electric field) as a function of voltage.

Figure 1b shows that the point of zero field is close to but not at

the cathode, even in the cases without traps. In the derivation of

the Mott–Gurney law it is assumed that the point of zero elec-

tric field is fixed at the actual cathode, which has previously

been shown to be incorrect [10].

Figure 1: (a) Current–voltage curves of a device with and without
charged acceptor-like defects with a total concentration NT =
1017 cm−3 and a Gaussian width of σ = 100 meV are compared to the
Mott–Gurney law (Equation 1). Band diagram of the device (b) without
charged defects and (c) with charged defects. The acceptor-like
defects in (c) create a barrier (indicated with a light red background)
due to their negative charge. The diffusion of electrons up the barrier
causes the reduced current in (a).

The most obvious effect, however, is that the current–voltage

curve of the device with traps is strongly reduced at low volt-

ages relative to both the simulation without traps and the

Mott–Gurney law. This is due to the barrier formed by the

charged defects as highlighted by the light red background in

the band diagram in Figure 1c. The traps are essentially always

below the quasi Fermi levels for electrons and holes and will

therefore be occupied with electrons. The space charge of the

electrons on the traps creates an electrostatic barrier (high-

lighted in red) close to the injecting contact that impedes the

flow of electrons from the injecting cathode at x = d towards the
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Table 1: All the parameters used in the simulations, if not stated otherwise. For the definition of the capture coefficients see Figure 2 in [39]. The
contact barrier is the distance between the Fermi level and conduction band edge at both contacts. This value is kept constant for all simulations
except for the one with Vbi = 1 V in Figure 2, where the contact barrier at the cathode (x = d) is 0.1 eV and the contact barrier at the anode (x = 0) is
1.1 eV. The relative permittivity used in all simulations is εr = 3.8 and the capture coefficient for the Gaussian defect is 10−10 cm3·s−1 for electrons and
holes.

no tails with tails

figure no. 1–4 3,5

mobility μ0 [cm2/Vs] 10−4 10−3

effective density of states NC = NV [cm−3] 1020 1020

density of tail states N0 [eV−1cm−3] 0 1020

characteristic tail slope Ech [meV] 0 variable or 50

capture coefficients (tails)

βn
+ [cm3·s−1] 0 10−12

βp
0 [cm3·s−1] 0 10−10

βp
− [cm3·s−1] 0 10−12

βn
0 [cm3·s−1] 0 10−10

band gap Eg [eV] 2.0 2.0
thickness d [nm] 100 100
surface recombination velocity S [cm/s] 105 105

contact barrier φb [meV] 0.1 0.1

electron extracting contact at x = 0. The existence of this barrier

means that more voltage has to be applied to achieve the same

current flow than without the barrier. Thus, the current at a

given voltage is reduced as seen in Figure 1a. In this context, it

is not important where the energy level of the defect is; as long

as it is an acceptor-like defect that is energetically below the

quasi Fermi levels for electrons and holes, the behavior will be

the same. However, when the Gaussian distribution of defects is

close to the quasi Fermi level at a given voltage only part of the

distribution will be occupied by electrons and therefore only

part of the distribution will contribute to the band bending.

Apart from acceptor-like defects, also nonzero built-in voltages

can lead to a situation where diffusion currents dominate the

current–voltage curve at low voltages. Figure 2a shows the cur-

rent–voltage curves of a device with a built-in voltage Vbi = 1 V

as compared to the current–voltage curve of the device with

traps that has been shown already in Figure 1. The built-in

voltage is created by setting the distance EC − EF = 1.1 eV at

the extracting contact while keeping EC − EF = 0.1 eV at the

injecting contact. In both cases, the qualitative behavior is

similar with a strongly reduced current at low voltages. The

band diagrams in Figure 2b and Figure 2c are now depicted at

short circuit and show that the shape of the barrier is completely

different in both cases but the height correlates with the amount

of reduction in current. The barrier in the case of the asym-

metric contacts is 1 V and leads to a stronger reduction in cur-

rent at low voltages than the smaller barrier in the case of the

symmetric contacts with traps.

The determination of mobilities using analyt-
ical equations
This comparison between two types of barriers is relevant

because the built-in voltage is often not known precisely [11]

and it is customary to correct for its influence by using V − Vbi

as the voltage axis [4,5]. At first, this seems like a problem,

because with the built-in voltage as a free parameter, it might be

possible to erroneously assign the influence of a trap to a higher

Vbi. To investigate that problem drift–diffusion simulations

were performed for a device with Vbi = 0 but with a varying

concentration of trap states, and the resulting current–voltage

curves were fitted to the Murgatroyd equation [19]

(8)

that is frequently used to determine the mobility of organic

semiconductors [9,42]. Here the parameter β controls the field

dependence of the current that is meant to describe the

Poole–Frenkel effect. However, in practice the factor β may be

affected by the influence of traps and trap-induced diffusion

currents. For the simulations shown in Figure 3 (see below), the

voltage Veff is defined as Veff = V − Vbi with Vbi being a fit para-

meter to understand the situation when the influence of traps is

erroneously attributed to an increased Vbi.

Figure 3 shows the mobility resulting from the fit of Equation 8

to the numerical simulation normalized to the value that was
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Figure 2: (a) Current–voltage curves of a device with charged
acceptor-like defects and a built-in voltage Vbi = 0 V (as in Figure 1a)
and a device with no defects but a built-in voltage Vbi = 1 V are
compared to the Mott–Gurney law (Equation 1). Band diagram of the
device (b) without charged defects and Vbi = 1 V and (c) with charged
defects and Vbi = 0 V. Both band diagrams are depicted at short circuit.

used as input for the simulation (μ = μn = μp = 10−4 cm2/Vs).

Note that the results hardly change when changing the mobility

in the range typical for organic semiconductors, therefore the

absolute value of the mobility is of limited importance in this

context. The simulated device is an electron-only device with a

thickness of 100 nm. See Table 1 for the parameters used in the

simulation. The first data set (line + filled squares) assumes that

there are no exponential tails and it leads to a nearly perfect

reproduction of the actual mobility. Thus, although the correc-

tion for Vbi is completely nonphysical the fitted mobilities are

very close to the ones used as input for the simulations. Even in

a case where there are exponential tails in addition to the vari-

able concentration of midgap defects (line + open triangles), the

correction for Vbi leads to a reasonably well approximated value

for the mobility. Although there is a mismatch between fitted

mobility and real mobility, this mismatch is only weakly depen-

dent on the concentration of traps and not unexpected given that

the Murgatroyd equation was not developed to deal with expo-

nential tails. Note that in the case with exponential tails, the

mobility is an effective value calculated as

(9)

where μ0 is the band mobility of the free electrons, n is the

concentration of free electrons and ntail the concentration of

electrons trapped in the conduction band tail. The voltage at

which the carrier concentrations are evaluated was arbitrarily

chosen as V = 1 V. This effective value takes into account that

only a part of the electrons is able to move and another part is

trapped in the shallow tail states.

Figure 3: Normalized mobility obtained by fitting the Murgatroyd equa-
tion to the simulated current–voltage curves of electron-only devices
as a function of the concentration of midgap defects. The fitted mobility
is normalized to the actual mobility that is used as an input parameter
in the simulation and the built-in voltage in Equation 8 is a free para-
meter. The actual built-in voltage used as input for the simulated cur-
rent–voltage curves is zero. The comparison between fitted and actual
mobility is done for two situations, one (lines + filled squares) with only
a variable concentration of midgap defects and one (lines + open trian-
gles) with the same variable concentration of defects and additional
exponential tails.

If the built-in voltage in the fit of Equation 8 is set to the

correct value of zero, obtaining the correct mobility using the

Murgatroyd equation becomes impossible at high trap concen-

trations. Figure 4a shows the normalized mobility as a function

of trap concentration for two different voltage ranges in which

the Murgatroyd equation is fitted to the simulated data. Because

the analytical equation neglects the predominant effect of diffu-

sion at low voltages and high defect concentrations, the fits

predict mobilities that are a strong function of defect concentra-

tion and that change dramatically depending on the voltage

range that is analyzed. There are two voltage ranges in which

the Murgatroyd equation can lead to a reasonable fit to the data.
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For high voltages V > 1 V (see Figure 4b), the influence of

space charge on the current–voltage curves is relatively weak

and the Murgatroyd equation gives a good fit with a moderate

uncertainty in mobility (one order of magnitude for a trap

density NT = 1017 cm−3). For low voltages V < 1 V, the expo-

nential dependence of current density on  can lead to a

good fit by using high values of β and extremely low values of

the mobility μ as shown in Figure 4c. In an ideal case with

Vbi = 0 and a negligible series resistance it would not be

possible to fit the whole range of voltages from around 0.1 V to

V >> 1 V well by using the Murgatroyd equation. However, as

shown in Supporting Information File 1, when correcting for

series resistances the shape of a fit using the Murgatroyd equa-

tion can look very similar to a simulation with charged defects.

The result that good fits are possible if data is corrected for a

voltage barrier means that the physical situations of having an

actual built-in voltage (see Figure 2b) and having a concentra-

tion of traps that leads to a barrier for majority-carrier transport

(Figure 2c) are similar in their effect on the current–voltage

curve. In both cases, the device behaves like a series connec-

tion of a diode-like element (the barrier) and a space-charge-

limited current regime. Correcting the voltage axis for the effec-

tive barrier will in both cases allow us to isolate the contribu-

tion from the space-charge-limited current regime. In this

context it may therefore be more important to understand that

there may be different origins of voltage barriers (the contacts

or the properties of the bulk), than to actually use a different

strategy to analyze the data in terms of mobilities. In addition,

the results suggest that any data analysis based on interpreting

the diffusion currents at low forward voltages in order to deter-

mine properties of traps [7,13] needs to exercise care in

attributing the diffusion to bulk or contact effects (see Figure S1

in Supporting Information File 1). To discriminate between

barriers due to bulk or contact effects, forward and reverse bias

current–voltage curves should be analyzed. Because bulk

effects would be symmetric while contact effects are not (see

Figure S2 in Supporting Information File 1), the reverse-bias

current–voltage curve may be used to determine the built-in

voltage. An alternative method could be to measure the capaci-

tance of the single-carrier device and analyze it as suggested by

van Mensfoort and Coehoorn [43].

The determination of characteristic tail slopes
from current–voltage curves
Although space-charge-limited current measurements are most

frequently used to measure mobilities in organic semiconduc-

tors, there have been attempts to use the slope of the

current–voltage curve on a log–log plot as a measure of the

density of localized states. The density of localized states is an

important property of the material, affecting both transport

Figure 4: Normalized mobility as a function of defect concentration if
the built-in voltage in Equation 8 is set to 0. Now, no correction for the
barrier created by the charged defects is done and the mobility is
underestimated at high trap concentrations. Because the
current–voltage curve is affected by the traps mostly at low voltages,
the mobility resulting from the fit will depend strongly on the range
used for fitting. Reasonable fit quality is either reached if the fit is done
for higher voltages V > 1 V or for lower V < 1 V. (b) and (c) show the
fits (lines) to the drift–diffusion simulations (symbols) for the two
different fitting ranges. Every second datapoint in (a) is presented in
(b) and (c).

[44,45] and recombination [36,39,46-57], and one that can

change as a function of device processing and during device de-

gradation [55]. Usually, an exponential tail of states is assumed
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that is characterized by a characteristic energy Ech as defined in

Equation 6 and Equation 7. Then, analytical equations are used,

as for instance the one by Mark and Helfrich [28]. While the

analytical approximations usually vary in their prefactors, they

agree on the proportionality between current and voltage that

follows [1,27,29,31,58]

(10)

where

(11)

This approximation, however, still requires diffusion currents to

be negligible. Thus, it is useful to look at the relation between

the tail slope that is used as input for the model and

the tail slope determined from a fit of Equation 10 to the cur-

rent–voltage curve. Figure 5 depicts this comparison for

different values of the concentration of midgap defects. The

more defects the system contains, the more diffusion will be

relevant. Diffusion currents however, as shown in Figure 1a and

Figure 2a, lead to a steeper increase of current with voltage than

predicted by the Mott–Gurney law. This steep increase of cur-

rent will be interpreted as a high value of m and therefore Ech,

when fitting Equation 10 to the data. Thus, for higher concen-

trations of charged acceptor-like defects, the tail slope deter-

mined by the fit (see Supporting Information File 1 for the fits

and simulations) will overestimate the real tail slope. However,

for intermediate and low concentrations of charged defects,

Equation 10 actually underestimates the tail slope showing that

even in intrinsic devices, the approximations of negligible diffu-

sion and zero field at the cathode are not correct and lead to

deviations between a full numerical model and the analytical

approximation.

Conclusion
It has been shown that charged acceptor-like defects lead to

barriers in electron-only devices that increase the relevance of

diffusion currents. Because diffusion currents are always

neglected when analytical equations are used to analyze either

the mobility μ or the slope Ech of an exponential band tail from

single carrier devices, these defects will lead to incorrect results.

Interestingly, when the voltage is corrected for a current-inde-

pendent barrier, as is often done in practice to correct for a

nonzero built-in voltage, the error in the mobility determined by

fitting of an analytical equation and the one used as input for the

simulation is low. In contrast, when the data is uncorrected, the

mobility will both depend strongly on the voltage range of the

fit and the concentration of charged defects. For instance, defect

concentrations of NT = 1017 cm−3 can lead to a fitted mobility

Figure 5: Comparison of the characteristic energy Ech,fit obtained by
fitting Equation 10 to simulated current–voltage curves of electron-only
devices assuming the characteristic energy Ech of the tail states that
was used as input in the simulation. A high concentration of defects
(NT = 1017 cm−3) leads to a reduction of the current as shown in
Figure 1a, which implies a much steeper slope of the curve in a certain
voltage range. This will then be interpreted as a broader tail slope by
Equation 10. If the concentration of defects is zero or low, Equation 10
will however underestimate the tail slope. The voltage range for the fits
is 1 V < V < 8 V for the case with NT = 1017 cm−3 and 0.1 V < V < 8 V
for all other cases.

that is several orders of magnitude smaller than the actual

mobility. In case of the determination of the tail slope from the

current–voltage curve of electron-only devices, a higher

concentration of acceptor-like defects will lead to an overesti-

mation and a lower concentration to an underestimation of the

actual tail slope. Here it is important to note that even without

any charged defects, the tail slope is not particularly well repro-

duced by the typically used analytical equations.

Supporting Information
Figure S1 shows the similarity between current–voltage

curves affected by (i) a nonzero built-in voltage and (ii)

space charge due to charged defects. The effect of built-in

voltage on forward- and reverse-bias current–voltage

curves is shown in Figure S2. Figure S3 discusses the effect

of series resistances of fitting current–voltage curves with

the Murgatroyd equation. Figures S4 to Figure S6 are the

fits used to create Figure 5.

Supporting Information File 1
Additional simulations.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-4-18-S1.pdf]
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Abstract
Background: ZnO nanostructures are promising candidates for the development of novel electronic devices due to their unique

electrical and optical properties. Here, photoconductive atomic force microscopy (PC-AFM) has been applied to investigate tran-

sient photoconductivity and photocurrent spectra of upright-standing ZnO nanorods (NRs). With a view to evaluate the electronic

properties of the NRs and to get information on recombination kinetics, we have also performed time-resolved photoluminescence

measurements macroscopically.

Results: Persistent photoconductivity from single ZnO NRs was observed for about 1800 s and was studied with the help of

photocurrent spectroscopy, which was recorded locally. The photocurrent spectra recorded from single ZnO NRs revealed that the

minimum photon energy sufficient for photocurrent excitation is 3.1 eV. This value is at least 100 meV lower than the band-gap

energy determined from the photoluminescence experiments.

Conclusion: The obtained results suggest that the photoresponse in ZnO NRs under ambient conditions originates preferentially

from photoexcitation of charge carriers localized at defect states and dominates over the oxygen photodesorption mechanism. Our

findings are in agreement with previous theoretical predictions based on density functional theory calculations as well as with

earlier experiments carried out at variable oxygen pressure.
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Introduction
One-dimensional ZnO nanostructures, so called ZnO nanorods

(NRs), exhibit technological potential for many device applica-

tions. Having a wide band gap (3.37 eV at room temperature)

and high exciton binding energy (60 meV) and being piezoelec-

tric, ZnO is one of the most promising semiconductor materials.

Fields of application include solar cells [1-4], piezo-actuators

[5], energy harvesting devices [6], and photosensors [7-16].

A common feature of wide-band-gap semiconductors, such as

ZnO, GaN, etc., is the presence of deep levels in the forbidden

gap. The appearance of such levels as well as the density of

electronic states associated with them depends on the number of

defects within a semiconductor and is determined very often by

the growth conditions [17,18]. The number of defects in ZnO is

also known to be dependent on a post-growth sample treatment

and even storage time [19], which may substantially alter its

properties. Besides that, a diverse range of electronic properties

appears in response to different surface conditions. The surface

conductivity of ZnO is highly dependent on the presence of

adsorbates [20-23]. Such surface defects serve as binding sites

for chemisorption processes and may contribute to the scat-

tering and trapping of carriers [24], which lower the intrinsic

conductivity of the material. Moreover, the exposure of ZnO

surfaces to light irradiation induces photodesorption of oxygen

molecules from the surface [22], which leads in turn to a rise of

conductivity. Therefore, the photoresponse in ZnO is very often

considered as an exclusively surface-induced process whereas

the role of the bulk properties is negligible. It has been shown

recently that the phenomenon of persistent photoconductivity in

ZnO can also be attributed to the presence of oxygen vacancies

in the bulk [25]. Thus, more precise confirmation of the origin

of this phenomenon is required and the characterization of

single, separated as-grown ZnO NRs is of great importance.

In this work, we focus on the investigation of opto-electronic

properties of single as-grown ZnO NRs by means of conduc-

tive force microscopy (C-AFM) and photoconductive atomic

force microscopy (PC-AFM) techniques. C-AFM allows simul-

taneous but independent probing of the topography and elec-

trical properties at the nanoscale [26] and is well suited to study

the electric peculiarities of semiconductor nanostructures [27-

29] and ZnO NRs in particular [30,31]. The capability of

C-AFM to characterize local photocurrents has already been

demonstrated more than a decade ago [32]. Recently, a similar

approach of so called PC-AFM has been used to map local

photocurrents in different types of solar cells [33-36] and to

perform local, AFM-based photocurrent spectroscopy [37,38].

In contrast to the first setups where the sample was illuminated

through the substrate [32-34,38], we use here a configuration of

PC-AFM where the sample is illuminated from the top as

already successfully applied to Si and SiGe nanostructures

[39,40]. Such a scheme allows us to stay away from any limita-

tions imposed by the substrate. Here, we employ this technique

to study the electrical transport in individual upright standing

ZnO NRs grown by thermal evaporation [41]. The results

obtained together with those of time-resolved photolumines-

cence (PL) suggest that the photoresponse in ZnO NRs origi-

nates preferentially from the photoexcitation of charge carriers

from defect-localized states. The experimental findings are in

good agreement with previous theoretical predictions based on

density functional theory calculations [42] and will be discussed

on the basis of the presence of oxygen vacancies.

Experimental
ZnO nanorods were grown by thermal evaporation of Zn in dry

argon flow following a procedure described in more detail else-

where [41]. The morphology of the resulting arrays of upright

standing ZnO NRs was precharacterized by means of scanning

electron microscopy (SEM) and intermittent contact mode AFM

using PPP-NCHR™ probes from Nanosensors™ with a

cantilever resonance frequency of approximately 330 kHz, a

tip-curvature radius smaller than 10 nm, and a half-cone angle

at the tip apex of about 10°. The applied forces have to be tuned

carefully to avoid breaking the ZnO NRs [30,43]. For all experi-

ments we used fresh probes as received from the provider

without any additional treatment. Load-induced tip changes

during the experiments could be ruled out by subsequent

measurement of 2.5 nm high para-hexaphenyl islands grown on

SiO2 as a reference [44].

The local photoelectric properties of the NRs were investigated

using an MFP3D™ AFM from Asylum Research equipped with

the standard ORCA™ module which allows one to carry out

C-AFM experiments and to measure currents in the range of

1 pA to 20 nA. We also used an external amplifier (Model 1211

from DL Instruments) in order to extend the range of measured

currents during the investigation of transient photoconductivity

and photocurrent spectroscopy. Unlike the ORCA module, the

setup with an external amplifier does not provide the possibility

of voltage ramping. Therefore, the current-to-voltage curves

were exclusively measured with the ORCA module in the

limited range of ±20 nA. In order to carry out PC-AFM experi-

ments, the setup was extended with an external illumination

system, which consists of a 150 W Xenon lamp (white-light

source) connected to an Omni-λ 150 monochromator (LOT-

Oriel, wavelength continuously tunable from about 300 nm to

over 1 μm), an optical fiber, and several collimating lenses. A

calibration curve, which accounts for both the transmittance of

the optical system and the emission spectrum of the light
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source, was recorded and used for the correction of the

photocurrent spectra. The illumination from the AFM feedback

laser diode, which has a wavelength of ≈850 nm, was also

coupled to the illumination system. Nevertheless, the illumina-

tion at this wavelength does not affect the measurement since its

wavelength lies in the region of transparency for ZnO.

We employed two different setups for measuring PC-AFM,

which are described in the following. All measurements were

carried out under ambient conditions on as-grown samples. The

current–voltage (I–V) characteristics were recorded at the

sample surface, which was under illumination directly from the

optical fiber placed at an angle of about 15 to 20° with respect

to the surface. For these measurements, we used a standard

ORCA™ C-AFM holder and conductive diamond-coated

DCP11™ probes from NT-MDT with a force constant of

≈5.5 N/m. The tip height for probes of this type is

ca. 15–20 μm, which implies a restriction to the angle of illumi-

nation to the aforementioned 15–20° with respect to the sample

surface due to shadowing. The illumination at large angle of

incidence causes also an increase in the reflection from the

surface, therefore the photoresponse is significantly suppressed

in this configuration of illumination.

For the investigation of transient photocurrent and photocurrent

spectroscopy from single upright-standing ZnO NRs, the

following procedure was employed. ZnO NRs were located in

intermittent contact mode, and then the system was switched to

contact mode AFM for the investigation of the transient

photocurrent behavior of ZnO NRs. The loading force during

the transient PC-AFM characterization was on the order of

20–30 nN, which is sufficient to establish a stable contact, but

does not result in NR bending. For these experiments, we used

Pt coated ATEC-CONTPt™ probes [45] with the force constant

k = 0.02–0.75 N/m, and with the tip (tip-curvature radius

smaller than 20 nm) located at the very end of the cantilever and

visible from the top. As is depicted in Figure 1, the use of such

conductive probes allows illumination of the ZnO NRs through

the AFM’s optical system from the top.

To find the optimal probe location and to avoid possible probe

damage, we performed imaging of the sample surface with the

slow scan axis of the AFM switched off. After stable condi-

tions were achieved, the conductive ATEC-CONTPt probe was

located on the top facet of one of the upright-standing NRs, and

the sample bias was applied. The photocurrent was recorded

over a long period of time (ca. 3 h) at a sample bias of

Usmp = −10 V. Such a high bias was applied to ensure a well

detectable response. In order to determine the rise and decay

time constants, we applied several cycles of illumination using

white light (full spectrum) of the Xe lamp at 150 W.

Figure 1: Schematic drawing of the PC-AFM setup. The sample in the
present configuration was illuminated from the top side and biased.
Use of ATEC-CONTPt™ probes helps to avoid shadowing by the
cantilever.

The optical properties of ZnO NRs have been characterized

macroscopically by means of time-resolved photoluminescence

(TR-PL). The conventional steady-state PL and TR-PL were

measured at 300 K. The monochromator used for both types of

PL experiments has a linear dispersion of 0.8 nm/mm and was

equipped with a photomultiplier tube as photodetector. The

setup for the TR-PL experiments utilizes a stroboscopic oscillo-

scope with 0.1 ns gating registration system. As a source of

optical excitation for PL measurements, we used the 337.1 nm

emission line of a nitrogen laser with a pulse duration of 8 ns

and a repetition rate of 100 Hz. PL emission was detected

during the laser excitation pulse either at the leading edge of the

laser excitation pulse (starting from ≈0.7 ns after the pulse

onset), or at the trailing edge of the laser pulse after a variable

delay time with respect to the onset of the laser pulse.

Results
As it is determined from the AFM image and the SEM micro-

graph presented in Figure 2a, the ZnO NR diameters vary in a

wide range from 150 nm to 1.2 μm, whereas the rod lengths are

≈1.5 μm. Their cross-sectional shape is hexagonal; frequently it

is even a regular hexagon. Their orientation is normal to the

substrate surface with about 4% of the NRs deviating from the

normal within about ±30°. Photoluminescence spectra of a ZnO

NR array recorded using the 337 nm line of a pulsed nitrogen

laser are presented in Figure 2b. The red curve shows the

steady-state PL spectrum, each point on the plot averages the

PL signal measured over approximately one second. The blue

curve represents a TR-PL spectrum where each point was

measured in a time frame from 0 to 0.7 ns from the moment of

excitation.

Figure 3 shows the influence of illumination on the I–V charac-

teristics of a single upright-standing ZnO NR. The dark and
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Figure 2: (a) 5 μm × 5 μm intermittent contact mode AFM image and SEM micrograph (inset) of ZnO nanorods grown by thermal evaporation, (b)
time-resolved (blue curve) and integral (red curve) PL spectra from the array of upright standing ZnO nanorods, of photoluminescence obtained at
300 K.

illuminated I–V characteristics were both recorded with 30 s

delay between the measurements, the voltage was applied to the

substrate and ramped forth and back with a rate of 20 V/s. The

I–V curve was first measured in the dark, then under illumina-

tion. A repetition of this sequence after an additional delay of

ca. 10 min did not yield any changes in the characteristics.

Figure 3: Current–voltage characteristics of dark (green curve,
dashed) and illuminated state (red curve, solid) recorded from a single
upright-standing ZnO nanorod by using a standard ±20 nA range
amplifier. The illuminated characteristic was recorded by shining white
light (150 W Xe lamp) at an angle of ca. 15–20° onto the sample. The
arrows at the bottom indicate the direction of the voltage ramp.

Both, illuminated and dark characteristics demonstrate recti-

fying behavior with a rather significant deviation of the reverse

current from the zero level. Moreover, the reverse current in

both cases demonstrates a linear dependence on the applied

voltage, which can be attributed to the photoexcitation of charge

carriers from the valence band to a defect-perturbed host state

(PHS, depicted as transition (3) in Figure 6, see below). The I–V

characteristics recorded from ZnO NRs under illumination are

degenerated with high currents at reverse (positive) sample bias,

which indicates an increase of the charge-carrier concentration.

The rectifying I–V characteristics are associated with the

Schottky contact between AFM tip and ZnO NR. The Schottky

barrier heights (SBHs) were estimated, using the same method

as applied in [31], to be 0.22 ± 0.06 eV for the dark and

0.18 ± 0.06 eV for the illuminated case. The corresponding

ideality factor was ≈2.2 in both cases.

In Figure 4, we present the PC-AFM results for a single ZnO

NR under illumination from the top using the setup shown in

Figure 1. Here, a bias of Usmp = −10 V has been applied to the

substrate and the current was measured as a function of time in

the dark and under illumination. For illumination, the full spec-

trum of the Xe-lamp was used. The transient photocurrent curve

recorded during the first cycle of the illumination is shown in

Figure 4a. The bias was applied at time 0, which caused a

current jump from 0 to 12 mA, followed by an exponential

current decrease (blue shaded area in Figure 4a), which can be

fitted well by:

(1)

where t is time, τ is the decay time constant, t0 is the decay time

offset, I0 and C1 are the offset and amplitude of the current

decay, respectively. The time constant of the dark current decay

after the initial application of sample bias was determined to be

τ ≈ 18 s.

The illumination of the sample surface for the first cycle was

started at t = 75 s and stopped at t = 300 s when the current was

saturated. After the illumination was switched on, the photocur-
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Figure 4: (a) Photocurrent rise and relaxation during the first cycle of the experiment. The bias of −10 V was applied at 0 s, the blue shaded area indi-
cates the initial dark current decay. After the illumination was switched on the photocurrent rose in two steps, which are separated on the figure by
vertical dashed lines and marked as I and II. (b) Several cycles of the illumination; the sample bias is −10 V, the source of illumination is a 150 W Xe
lamp (white-light source). The periods under illumination are marked by the yellow shaded areas. (c), (d) First two steps of the photocurrent increase,
marked as I and II in (a), fitted by Equation 2 (red curves).

rent raised in two steps. Each step of this raise is best approxi-

mated by the so called logistic equation:

(2)

where p is a number that can take various real values, increasing

with p = 1.5 for the first step, t0 is the rise-time offset, and Ii

and If are the initial and final current levels. These first two

steps of the photocurrent increase marked as I and II in

Figure 4a fitted by Equation 2 (red curves) are presented in

Figure 4c and Figure 4d, respectively. Surprisingly, the

photocurrent persisted at about the level of saturation from

t = 500 s to t = 1835 s (marked by the horizontal dashed line in

Figure 4a). There are instabilities in the form of pronounced

current spikes and slumps, which appear randomly and origi-

nate likely from mechanical instabilities in the tip-to-sample

contact. At t = 1835 s the current abruptly decreases, which

again can be well fitted by Equation 1. In this case the best fit

yields a decay time constant of τ ≈ 163 s.

Figure 4b shows in addition to the first cycle further cycles of

illumination of the sample and corresponding transient

photocurrent behavior. During all cycles, excluding the first

one, the photocurrent raised, reached the saturation level, and

stayed there until the illumination was switched off. The expo-

nential current decrease in each cycle is well fitted by

Equation 1 resulting in an average decay time constant of τ =

140 ± 20 s, and the corresponding average raise time constant,

also determined from Equation 1, is equal to τ = 20 ± 9 s. The

slow return of the dark current value after illumination, known

as persistent photoconductivity, has frequently been reported for

ZnO material [22,46]. Interestingly, the saturation level is

decreasing in time. When fitted, by using again Equation 1 (red

curve in Figure 4b), it gives a decay time constant of τ ≈ 1400 s

for the saturation level. The transient photocurrent experiments

performed on a single separated NR provide information about

the characteristic rise and decay time of the photoresponse. An

interesting peculiarity of the transient photocurrent measured at

different ZnO NRs is the already mentioned observation that the

current initially stays at the saturation level during the first

cycle of the illumination, even when illumination is switched

off, and then rapidly decays. In principle, this behavior can be

caused by several mechanisms, such as water dissociation and

desorption, recharging of defects, etc. We believe that this

phenomenon should be considered as a current-induced electro-

chemical process as we will argue in the discussion.
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In order to gain insight into the electronic structure of single

upright standing ZnO NRs, we measured the spectral character-

istics of the photocurrent by means of PC-AFM. The result of

these measurements at a sample bias of −10 V is presented in

Figure 5. The photocurrent spectra were measured starting from

longer wavelengths with a time delay varying in the range from

30 s to 2 min between acquisition of two neighboring data

points. This time delay was sufficient to account for the time

needed for photocurrent saturation. Each data point in the

photocurrent spectrum represents the average value of

100 points measured at 1 kHz acquisition rate. In addition to the

measured data (Figure 5a), we present also the extrapolation of

the normalized spectrum to IPN ·  = 0 (Figure 5b). The latter

provides the energy corresponding to the transition involved in

the photocarrier generation process. Interestingly, it has been

found that the NRs are already sensitive to illumination with a

wavelength of 400 nm, i.e., with a corresponding photon energy

of 3.1 eV which is smaller than the band gap of ZnO (3.37 eV).

Figure 5: (a) The photoconductivity spectral response from a single
upright standing ZnO NR recorded using a 150 W Xe lamp connected
to the monochromator. The sample bias was −10 V. (b) The quantum
efficiency of light conversion linearized in coordinates 
versus . The dashed line represents extrapolation of the linearized
region until the intersection with the x-axis.

Discussion
The standard model to explain the photoresponse in ZnO

involves the photodesorption of oxygen molecules [22].

Adsorption of oxygen on the ZnO surface causes the capture of

electrons leading to the formation of a negatively charged layer

and a depletion region near the surface. The presence of

adsorbed oxygen introduces a trap surface state within the band

gap. The probability of population of this state drops with an

increasing amount of oxygen adsorbed on the surface. As a

result, the process of electron transport from the bulk to the

surface is also becoming slower. The level of saturation is

achieved when the energy of the trap state reaches the Fermi

level due to the band bending. It is generally assumed that when

the surface is exposed to light with photon energies higher than

the band gap in ZnO, electron–hole pairs are created [22]. Then,

the holes move toward the surface in the electric field of the

surface depletion region and recombine with the electrons there

. This results in an excess of electrons,

which were generated by the light absorption contributing to the

photocurrent when the sample is biased. This model implies

also that the photoconductivity in ZnO is limited to the funda-

mental absorption range (i.e., for photon energies higher than

the band gap). For photon energies smaller than the band gap,

the conductivity could increase only at the expense of photoex-

cited electrons from defect levels. This process excludes the

generation of free holes and photodesorption due to the recom-

bination of free holes with trapped electrons on the oxygen

molecules. Moreover, the slow kinetics of the photocurrent

decay, even under high oxygen partial pressures, is not

explained satisfactorily by this model. The photocurrent spec-

trum presented in Figure 5a reveals that the sample becomes

photosensitive at ≈400 nm (3.1 eV). To estimate a band-gap

energy that could be compared with the values derived from the

PL experiments, we normalized the data presented in Figure 5a

taking into account the emission spectrum of our light source

(i.e., we switched to the presentation of the characteristic of

quantum efficiency of light conversion). A linearization of the

data by plotting in coordinates  versus , where the

IPN is the normalized photocurrent for incident photons of

energy , is presented in Figure 5b. An extrapolation of the

linear region marked by the dashed line in Figure 5b yields the

transition energies involved in the photocarrier generation

process. The obtained value Emin ≈ 3.1 eV is the minimum

photon energy sufficient for the photoexcitation of mobile

charge carriers.

The value of 3.1 eV turned out to be at least 100 meV lower

than the band gap energy determined from the PL experiments

as will be discussed in the following. The TR-PL spectra

presented in Figure 2b reveal both band-edge and defect emis-

sion. There a strong peak at 383 nm (3.2 eV), which occurs
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within 0.7 ns after onset of the excitation pulse can be attrib-

uted to the emission of localized excitons. Therefore, the

absorption of light with photon energies of 3.2 eV and higher

may lead to the generation of excitons with possible subsequent

dissociation into free charge carriers. The broad band visible in

Figure 2b (integral spectrum) with the maximum at 504 nm is

commonly attributed to the presence of oxygen vacancies [17].

The crystalline quality can be estimated by a simple compari-

son of the intensities of the exciton peak and defect band. From

the PL measurements we conclude that the generation of elec-

tron–hole pairs at room temperature becomes possible with a

photon energy  ≥ 3.2 eV under the formation of free exci-

tons, indicative of the possible presence of oxygen vacancies.

Based on the latter findings, we conclude that the experimen-

tally observed photocurrent cannot be simply explained by

band-to-band transition with subsequent electron–hole pair

generation and oxygen desorption, as assumed in the standard

model [22].

A theoretical explanation of the persistent photoconductivity in

ZnO, which also explains the lowering of the minimum photon

energy, has been provided by Lany and Zunger on the basis of

density functional theory calculations [42]. The corresponding

energy-level diagram also accounting for the band bending due

to surface states is presented in Figure 6. The model involves a

two-step process where an oxygen vacancy VO changes its state

from nonconductive (α-configuration of defect localized state

(DLS), ) to conductive (β-configuration of DLS, )

with the subsequent appearance of a PHS below the conduction

band minimum under illumination. Recently, this model was

also supported by experiments carried out under different

oxygen levels [10]. The electrons from the energy level that

corresponds to the α-configuration are photoexcited to the

conduction band contributing to the photocurrent. The exis-

tence of the PHS state implies also a trapping of the mobile

charge carriers in this state. The transition back to the noncon-

ductive state requires a simultaneous thermal activation of the

electrons from the PHS state to the conduction band and

capturing them back at the defect. Both conditions, thermal

excitation from the PHS and capture by the DLS, have to be

fulfilled simultaneously, which implies slow kinetics for the

photocurrent decay. The presence of the PHS state makes a

transition from the valence band to the PHS state possible,

which leads to the formation of holes and therefore to an

increase in p-type conductivity under illumination. In fact, both

experimental observations, i.e., the photoresponse for illumina-

tion at wavelengths from 400 nm on (Figure 5) as well as the

increased p-type conductivity upon light exposure (Figure 3),

are consistent with the model of Lany and Zunger provided the

presence of defect states around 100 meV above the ZnO

valence band edge.

Figure 6: Schematic energy-level diagram of ZnO taking into account
the existence of theoretically predicted [42] α- and β-type configura-
tions of oxygen vacancies. The processes of electron–hole pair gener-
ation via band-to-band absorption, charge carrier photoexcitation from
a defect localized state (DLS) and to a perturbed host state (PHS) of
an oxygen vacancy are marked as (1), (2) and (3), respectively.

Indeed it has been demonstrated and discussed in a recent paper

[47] that the difference between the nominal band gap

Eg = 3.37 eV at 300 K known for ZnO and the optically deter-

mined band gap values , being at least 100 meV smaller,

indicates the presence of optically active defects in all ZnO

samples investigated. This means that the corresponding defects

are characterized by this energetic amount from either the

valence or conduction band within the band gap. The true

nature of these defects still has to be determined and may

depend on the method of crystal growth. Thereby, an involve-

ment of hydrogen cannot be excluded and should at least be

considered as well [43,47].

A further point to discuss is the observed transient current

behavior. Especially, the deviation of the current evolution

during the first cycle of illumination compared to the succes-

sive illumination cycles is puzzling. When the illumination was

switched off after the initial light exposure, the current

remained fluctuating around the level of saturation (marked by

the dashed line in Figure 4a) for about 21.6 min and then

dropped exponentially. Although we observe this behavior

reproducibly for different NRs, we can still only speculate on

the origin of this phenomenon. In fact several contributions may

occur. Initially, the ZnO surface under the AFM tip is covered

with adsorbates such as water and oxygen. Under the applied

conditions, the water layer may be several monolayers thick.

Once the current rises the initial surface conditions will be

changed due to electrochemical processes, electromigration and

local power dissipation. One of the major changes will be a

reduction of the water present due to thermal desorption. On the
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one hand, this changes the contact properties significantly and

on the other hand, the contact becomes more stable. Obviously,

this situation occurs only in the first cycle. For all successive

illumination cycles the exponential current decrease set in

immediately when the light was switched off. Additionally, a

decrease of the photocurrent saturation level with an increasing

number of illumination cycles is observed. Such a behavior

might be explained by different mechanisms. The pronounced

current fluctuations around the current saturation level are most

likely caused by contact instabilities, even though the experi-

ments were carried out in a regime where the tip loading force

should be sufficient to provide a stable contact.

It should also be noted that the current level is in the μA range,

which leads to a considerable power dissipation and heating of

the contact between AFM tip and NR. For the applied contact

forces, the effective contact radius between AFM tip and ZnO

NR can be estimated to be rC ≈ 1.6 nm [48-53]. Assuming that

most of the applied potential drops across the AFM-tip–NR

contact, the average dissipated power at the contact is

P = U · I ≈ 0.25 mW. Since the effective contact radius is small

compared to the radius of curvature of the AFM tip (≈20 nm),

the contact region may be modeled as a flat disc with diameter

2rC and the NR as a semi-infinite solid (NR diameter >> 2rC).

For this case, ΔT ≈ 0.5 · P/(kth · 4rC) = 195 K [54], with the

thermal conductivity of ZnO, kth(ZnO) ≈ 100 W·m−1·K−1 [51].

The factor 0.5 was introduced to take into account that a part of

the energy dissipated at the contact is conducted via the tip.

This means that local NR temperatures of at least 495 K can be

expected. Further evidence for a pronounced temperature

increase at the contact point can be found by comparing the

SBHs obtained in a previous study [31]. There, an amplifier

with higher gain, allowing lower currents, was used. The SBH

between a diamond coated tip and the ZnO NR was determined

to be 0.54 eV. The large difference between the 0.22 eV found

here and the 0.54 eV can be simply explained by a higher junc-

tion temperature induced by the higher current. On the one

hand, this “heating” affects the surface properties due to

increased desorption, and on the other hand it might lead to a

local annealing of the nanorod. Since the resulting annealing

takes place in an oxygen-rich environment, a decrease of the

ZnO oxygen vacancies near the contact region is possible. It has

been shown recently that annealing at temperatures below

700 K already has an effect on the structural and optical prop-

erties of ZnO [55,56]. This could be responsible for the

quenching of the saturation current with increasing number of

illumination repetitions (indicated by the red curve in

Figure 4b). Within the size range of the NRs investigated here,

no indication of a size-dependent photoresponse was noticed.

A systematic study on the size dependence has not been

performed yet and is a topic for future investigations.

Conclusion
A novel PC-AFM technique enabling sample illumination from

the top has been implemented to study the optoelectronic prop-

erties of individual upright-standing ZnO nanorods under

ambient conditions. The corresponding photocurrent spectrum

revealed that the minimum photon energy sufficient for

photocurrent excitation is 3.1 eV. This value turns out to be at

least 100 meV lower than the band-gap energy determined from

macroscopic photoluminescence experiments. This is inconsis-

tent with the frequently applied model for ZnO photoconduc-

tivity involving electron–hole pair generation by light induced

band-to-band excitation and subsequent oxygen desorption as a

surface process [22]. We suggest instead that the observed

peculiarities of photoconductivity under ambient conditions can

be attributed to the presence of defect states in the band gap. In

fact, our findings support theoretical predictions based on

density functional theory calculations [42], which state the pres-

ence of oxygen defect states above the valence band edge. Our

observations also agree well with earlier experiments carried

out at variable oxygen pressure [10]. The observed transient

photocurrent may also be related to the local annealing of

oxygen defects due to power-dissipation heating at the nanocon-

tact formed between the ZnO NR and the conductive AFM tip.
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Abstract
Chemical vapour deposition (CVD) on catalytic metals is one of main approaches for high-quality graphene growth over large

areas. However, a subsequent transfer step to an insulating substrate is required in order to use the graphene for electronic applica-

tions. This step can severely affect both the structural integrity and the electronic properties of the graphene membrane. In this

paper, we investigated the morphological and electrical properties of CVD graphene transferred onto SiO2 and on a polymeric sub-

strate (poly(ethylene-2,6-naphthalene dicarboxylate), briefly PEN), suitable for microelectronics and flexible electronics applica-

tions, respectively. The electrical properties (sheet resistance, mobility, carrier density) of the transferred graphene as well as the

specific contact resistance of metal contacts onto graphene were investigated by using properly designed test patterns. While a sheet

resistance Rsh ≈ 1.7 kΩ/sq and a specific contact resistance ρc ≈ 15 kΩ·μm have been measured for graphene transferred onto SiO2,

about 2.3× higher Rsh and about 8× higher ρc values were obtained for graphene on PEN. High-resolution current mapping by

torsion resonant conductive atomic force microscopy (TRCAFM) provided an insight into the nanoscale mechanisms responsible

for the very high ρc in the case of graphene on PEN, showing a ca. 10× smaller “effective” area for current injection than in the case

of graphene on SiO2.
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Introduction
Graphene is the single layer of graphite and can be described as

a 2D crystal of sp2 hybridised carbon atoms in a honeycomb

lattice [1]. Its electrical and optical characteristics are mainly

related to the peculiar energy band structure, i.e., to the linear

dispersion relation and to the zero band gap. For neutral

(undoped) graphene the Fermi level is coincident with the Dirac

point, that is, the intersection point between the valence and the

conduction band. From these properties originate the high

intrinsic field-effect mobility [2-4] of graphene, its high thermal

conductivity [5], and its optical transparency [6].

Due to its excellent mobility, graphene has been proposed as a

channel material in high-frequency devices operating in the

100 GHz to terahertz range [7]. Thanks to the very high specific

capacitance, it is an excellent candidate for fabricating

highly efficient supercapacitors [8]. Furthermore, the unique

combination between high optical transparency (≈97%) in

a wide range of wavelengths (from near IR to near UV), high

conductivity, and excellent flexibility, make it the ideal

candidate as a transparent electrode for flat-panel displays, for

OLEDs, and for the next generation of flexible organic solar

cells [9,10].

Currently, the most used method of graphene production for

basic studies is the mechanical exfoliation of graphite [1],

which was the first method to obtain graphene under ambient

laboratory conditions. This method yields graphene fragments

of excellent crystalline quality, but of small size (1–100 μm)

and which are randomly distributed on the substrate. Carrier

mobilities >105 cm2·V−1·s−1 have been measured on exfoliated

graphene flakes suspended between electrodes [4], whereas

values from 10,000 to 30,000 cm2·V−1·s−1 are obtained for

flakes on common dielectric substrates [11]. As a matter of fact,

future applications in large-scale electronics will require wafer-

scale sheets of graphene that can be deterministically placed on

a substrate.

Other methods, such as epitaxial graphene growth by controlled

graphitization of silicon carbide [12-15] and by chemical

vapour deposition (CVD) on catalytic metals [9], are more suit-

able for large-area applications, as has been demonstrated in the

past few years.

Considering the case of CVD, the two main catalytic metals

used for graphene growth are nickel and copper [16]. In the case

of CVD growth on copper foils, due to the extremely

low solubility of carbon in the solid metal, the graphene

formation is purely a surface process and this allows one

to obtain single-layer graphene on a very large fraction

(above 90%) of the metal surface [17]. In order to use CVD-

grown graphene for electronic applications, the graphene

membrane must be transferred to a properly chosen insulating

substrate [18].

A commonly used method to transfer graphene grown on

copper foil onto the target substrate is the use of a resist film

deposited on the graphene surface, which is used as a support

during the etching of the underlying Cu foil. After the etching

process, the graphene membrane attached to the resist scaffold

is mechanically attached to the target substrate and the resist is

eliminated. There are two crucial points in this transfer tech-

nique: (i) promoting the adhesion of graphene onto the target

substrate; and (ii) cleaning the transferred graphene from resist

residues.

The first issue is especially critical, because a bad compatibility

between graphene and the substrate typically causes the forma-

tion of macroscopic defects (cracks) or folding of the graphene

membrane when placed onto the substrate. Several aspects can

influence the surface adhesion between graphene and the sub-

strate, including the substrate roughness and the surface energy.

Though a complete understanding of this issue has not yet been

achieved, it can be argued that, due to the inherent hydrophobic

character of graphene, the adhesion of large-area membranes

can be favoured on substrates with a similar hydrophobic

character.

Resist and, more generally, polymeric residues adsorbed onto

graphene are known to severely degrade graphene transport

properties [19]. However, a complete cleaning of the trans-

ferred graphene from those residues is particularly difficult,

because it requires thermal treatments at temperatures of up to

400 °C in vacuum [19] or under reducing (N2/H2 or Ar/H2)

ambient conditions [20]. Such high thermal budgets are not

compatible with some substrates of interest for future graphene

electronics, such as the flexible polymeric ones.

In this paper, the transfer and electrical properties of CVD-

grown graphene on different substrates have been addressed. In

particular, two substrates of interest for electronic applications

were taken into consideration:

1. SiO2 (300 nm thick) thermally grown on Si, for its large-

scale use in microelectronics;

2. poly(ethylene-2,6-naphthalene dicarboxylate) or PEN, a

transparent polymer analogue to the more common PET,

but with stronger mechanical resistance, higher degrad-

ation temperature and higher chemical inertness in acid

and alkaline conditions, which can be useful for trans-

parent and flexible electronic applications.
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Figure 1: As-grown graphene on a copper foil: (a) Optical image, (b) Raman Spectroscopy, (c) AFM morphology and (d) phase.

The electronic properties of the transferred graphene have been

characterized both at the macro- and nanoscale, by using prop-

erly fabricated test patterns and conductive atomic force

microscopy, respectively. This characterization provided an

insight into the different electronic properties of graphene trans-

ferred to the two kinds of substrates.

Graphene growth and transfer
Graphene was grown by CVD on ca. 25 μm thick polycrys-

talline copper foils at a temperature of 1000 °C by using

CH4/H2 as precursors. In Figure 1a an optical microscopy

image of the Cu surface after graphene growth is reported,

showing the typical size of Cu grains, ranging from about 20 to

200 μm. The graphene membrane, uniformly covering the Cu

foil, is mostly composed of a single layer of graphene (over

90% of the surface area), while bilayers or multilayers can be

typically found at Cu grain boundaries. A representative Raman

spectrum on the Cu surface is reported in Figure 1b, showing

the characteristic G peak (at ≈1580 cm−1) and 2D peak (at

≈2640 cm−1) of the graphitic material. In particular, the high

ratio of the 2D versus G peak and the symmetric character of

the 2D peak (fitted by a single Lorentzian component with

FWHM ≈ 38 cm−1, as shown in the insert of Figure 1b) are

consistent with the presence of a single layer of graphene. The

D peak (at ≈1320 cm−1) indicates the presence of a certain

density of defects in the as-grown material. Morphology and

phase images of as-grown graphene on Cu, obtained by tapping

mode atomic force microscopy (AFM), are also reported in

Figure 1c and Figure 1d. In particular, from the phase image it

is possible to see the presence of peculiar corrugations (wrin-

kles) in the graphene membrane over the copper foil. The origin

of these corrugations will be discussed in the following.

Graphene transfer onto silicon dioxide
The graphene membrane was transferred from the Cu foil onto a

Si wafer coated by 300 nm thick thermally grown SiO2. This

oxide thickness was properly selected because it ensures the

best optical contrast between bare SiO2 regions and regions

coated by the monoatomic thick membrane, due to an effect of

constructive optical interference [21].

Since as-grown SiO2 typically exhibits a hydrophilic behaviour

(as shown by contact-angle measurements, yielding values of

10 ± 2°), before graphene transfer proper surface treatments

were performed to achieve a partially hydrophobic character

(with contact-angle values of 52 ± 2°). The chemical status of

the SiO2 surface before graphene transfer was also character-

ized by X-ray photoelectron spectroscopy (XPS) measurements.

In Figure 2a the optical image of a large-area (cm2) graphene

membrane transferred onto SiO2 is shown. Due to the good

optical contrast between the graphene-coated and bare SiO2

areas, a homogenous graphene membrane, free from macro-

scopic cracks, can be observed. Higher resolution morpholog-

ical analyses of the graphene layer onto SiO2 were carried out

by tapping mode AFM. Two representative AFM images

at different magnifications are reported in Figure 2b and

Figure 2c. As evident from Figure 2b, a high density of submi-
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crometric features can be observed on the graphene, mainly

represented by contaminations (polymer residues) left after

removal of the thick resist film employed for the transfer

process. Furthermore, some typical defects of the graphene

membrane, such as small cracks or peculiar corrugations (wrin-

kles), are indicated in Figure 2b. While the first kind of defect is

mostly related to the mechanical handling of graphene during

transfer, wrinkles can be present also in the as-grown graphene

on Cu (as already shown in Figure 1d). Corrugations in

as-grown graphene originate from the cooling-down step of the

CVD process, due to the different thermal expansion coeffi-

cients between graphene and Cu. However, some of the wrin-

kles can also be produced during the transfer process to the sub-

strate. In Figure 2d the height profile of a wrinkle is displayed,

whereas in Figure 2e the step height between graphene and bare

SiO2 on a crack region extracted from Figure 2c is shown. The

measured step height (≈0.8 nm) is consistent with the typical

values reported by AFM for a single layer of graphene on SiO2

[22]. Both cracks and corrugations contribute to the degrad-

ation of the electronic transport properties in graphene [23].

Figure 2: Optical image of a (13 × 10) mm2 graphene membrane
transferred onto SiO2 (a), and AFM morphologies at (5 × 5) μm2 (b)
and (1 × 1) μm2 (c) magnifications. Line scans on a peculiar corruga-
tion of the graphene membrane (d) and across a microscopic
crack (e).

Graphene transfer onto PEN
In contrast to the case of virgin SiO2, which is naturally

hydrophilic and requires proper treatments to be converted into

a hydrophobic surface, contact-angle measurements on the

as-received PEN substrate typically yield high values of the

contact angle (≈80°), indicating the highly hydrophobic char-

acter of this surface. A representative morphological image of

the PEN substrate is reported in Figure 3a, showing a high

surface roughness (RMS ≈ 6.3 nm). When transferred onto

PEN, graphene conformally covers the substrate morphology.

By carefully comparing Figure 3b on graphene-coated PEN

with Figure 3a on bare PEN, the presence of a pleated and wrin-

kled membrane superimposed on the rough substrate can be

deduced. The higher roughness value in graphene-coated PEN

can also be partially ascribed to the presence of resist residues

from the transfer process.

Figure 3: Tapping-mode AFM images of the bare PEN surface (a) and
of graphene transferred onto PEN (b).

The homogeneity of graphene membranes on the transparent

PEN substrate can be characterized in a straightforward way by

optical transmittance microscopy, since a contrast between

graphene-coated and uncoated regions arises from the finite

absorbance (≈2.7%) of the graphene monolayer. Optical images

(not reported) demonstrate the absence of macroscopic cracks

and fractures in the graphene transferred onto PEN, which can

be explained as a consequence of a very good compatibility

between the two materials.

Results and Discussion
Microscale electrical characterization
The electronic transport properties of the large-area graphene

transferred onto the two different substrates have been charac-

terized on the macroscopic scale by electrical measurements on

transmission line model (TLM) test structures. An optical

microscopy image of a TLM test pattern fabricated in graphene

on SiO2 is reported in Figure 4a. It consists of a set of metal

contacts (Ni/Au) with identical geometry (width W = 200 μm

and length L = 100 μm) and different spacing, d, deposited onto

a laterally insulated rectangular graphene area. The

current–voltage (I–V) characteristics for different distances

between adjacent contacts are reported in Figure 4b, showing an

Ohmic behaviour for all the contact distances. In Figure 4c the
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Figure 4: (a) Optical Image of a TLM structure, (b) I–V characteristics measured between pairs of contacts at different distances and (c) extracted
resistance plotted versus distance. From the linear fit of R versus d, the sheet resistance and the specific contact resistance were evaluated.

resistance R, obtained from the slope of each curve, is plotted

versus the contact distance. According to the TLM theory [24],

R is related to the metal/graphene contact resistance Rc and to

the graphene sheet resistance Rsh according to the relation

(1)

By linear fitting of the data in Figure 4c by Equation 1, the

sheet resistance (Rsh = 1.75 ± 0.04 kΩ/sq) and the contact resis-

tance (Rc = 75 ± 6 Ω) contributions have been determined.

Since Rc clearly depends on the pad size, the specific contact

resistance ρc = Rc·W normalized to the contact width was also

evaluated, obtaining a value ρc = 15.1 ± 1.2 kΩ·μm.

For graphene transferred onto the SiO2(300nm)/Si substrate, the

n+-doped Si substrate can be employed as global back-gate (see

schematic in Figure 5a) to induce an electrostatic shift of the

Fermi level of graphene and, hence, to tune the carrier density

of the material. In Figure 5b the resistance versus the distance

between adjacent contacts is reported for different values of the

back-gate bias Vg from −40 to 40 V. By linear fitting of each

curve, the dependence of the specific contact resistance (ρc) and

of the sheet resistance (Rsh) on the gate bias was extracted (see

Figure 5c and Figure 5d, respectively). It is worth noting that

both Rsh and ρc exhibit a monotonically increasing behaviour

with the back-gate bias values in the considered bias range.

Compared to the typically ambipolar behaviour observed in

back-gated FET devices fabricated in graphene exfoliated from

HOPG onto SiO2 (which exhibit hole conduction for negative

gate bias and electron conduction for positive bias) [10,11], a

p-type doping can be deduced from the electrical characteriza-

tion of CVD-grown graphene membranes transferred onto SiO2.

This doping can probably be ascribed to the adsorbed resist

impurities left after transfer. Furthermore, the measured

ρc is almost one order of magnitude higher than in the case

of the same nickel–gold contacts on graphene exfoliated

onto SiO2 [25].

The hole conductance σ = 1 / Rsh in graphene is related to the

hole mobility μp and density p by the following relation

(2)

where p has been expressed as the sum of p0, i.e., the doping at

Vg = 0, and of the doping induced by the back-gate bias

(Cox·Vg/q), with q being the electron charge and Cox = ε0εox/tox

the oxide capacitance per unit area.

By linear fitting of the experimental σ versus Vg data with

Equation 2 (see insert of Figure 5d), the values of μp =

793 ± 18 cm2·V−1·s−1 and p0 = (4.4 ± 0.1) × 1012 cm−2 have
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Figure 5: (a) Schematic representation of the back-gated TLM device. (b) Resistance versus distance between adjacent contacts for different Vg
values from −40 to 40 V. Extracted specific contact resistance ρc (c) and sheet resistance Rsh (d) versus Vg. The insert in (d) displays the linear fit of
the conductance data to extract the hole density and mobility in graphene.

been obtained. It is worth noting that the effect of traps at the

graphene/SiO2 interface is not accounted for in the determin-

ation of μp from Equation 2. This approximation implies an

overestimation of the hole density p, which is actually reduced

with respect to the value induced by the field effect due to

carrier trapping, and, consequently, an underestimation of the

carrier mobility. Furthermore, the presence of charged traps at

the graphene/substrate interface strongly affects the mobility in

graphene due to Coulomb scattering [11,26], leading to a de-

gradation with respect to the ideal value in the absence of inter-

face traps.

A similar macroscopic electrical characterization using TLM

structures was performed also in CVD graphene transferred

onto PEN. In this case, the sheet resistance and specific contact

resistance only were measured, whereas an estimate of mobility

and carrier density was not feasible due to the absence of a back

gate. A comparison between the Rsh and ρc values for graphene

on the two substrates (obtained with a back-gate bias Vg = 0 for

graphene on SiO2 and without a back-gate bias for graphene on

PEN) is reported in Table 1.

It is worth noting that the Rsh of graphene on PEN is about 2.3×

higher than on SiO2, whereas the ρc is about 8× higher. Since

the same CVD graphene was used for both samples and similar

transfer quality has been achieved on both substrates, these

electrical differences can be ascribed to the different kind of

interaction between graphene and SiO2 and graphene and PEN.

Table 1: Comparison between the sheet resistance and the metal/
graphene specific contact resistance of graphene deposited on SiO2
and on PEN.

SiO2 PEN

Rsh (kΩ/sq) 1.7 ± 0.1 3.9 ± 0.1
ρc (kΩ·μm) 15.1 ± 1.2 114.4 ± 2.3

In fact, a van der Waals interaction occurs between graphene

and SiO2, whereas it cannot be excluded that other kind of

bonds occur locally between graphene and the polymeric sub-

strate, leading to a partial sp3 hybridization of graphene C

atoms and, hence, to a local disruption of graphene electronic

properties. This idea is supported by the presence of a certain

density of defects in the initial graphene (as shown by Raman

measurements), that can represent preferential sites for bonding

with the polymeric chains.

Nanoscale electrical characterization
In order to get a deeper insight into the mechanisms leading to

the different electronic properties of transferred graphene on the

two substrates, and, in particular, to the very different specific

contact resistance values, the local electrical properties of

graphene on SiO2 and on PEN were characterized by torsion

resonance conductive AFM (TRCAFM).

TRCAFM is an evolution of the more widely used contact mode

conductive atomic force microscopy (CAFM). It is a dynamic
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Figure 6: TRCAFM of Graphene on SiO2: (a) morphology and (c) the related histogram, (b) current map and (d) the related histogram. TRCAFM of
Graphene on PEN: (a) morphology and (c) the related histogram, (b) current map and (d) the related histogram.

scanning probe method based on a conductive tip scanned at

close proximity (0.3–3.0 nm) to the sample surface, while oscil-

lating in the torsional mode. The torsion amplitude is used as

the feedback signal to measure surface morphology.

A dc bias was applied to a macroscopic metal contact deposited

onto graphene, and the current locally injected from the nano-

metric conductive tip into graphene was probed by a high sensi-

tivity (fA) current sensor connected to the tip. In this way,

TRCAFM combines the high resolution of dynamic scanning

probe microscopy for morphological mapping with the ability

for nanoscale-resolution current mapping of CAFM. This opera-

tion mode has been demonstrated to be particularly useful to

perform high-resolution morphology and current maps in

graphene [27,28].

Figure 6a and Figure 6b show the surface morphology and

current map for graphene on SiO2. In Figure 6c and Figure 6d

the histograms of the height and of the current values extracted

from the two maps are reported, respectively. Similarly,

Figure 6e and Figure 6f show the morphology and current maps

in graphene on PEN, while Figure 6g and Figure 6h show the

derived histograms of height and current values. As evident

from this comparison, the morphology of graphene on SiO2 is

much flatter than the morphology of graphene on PEN, due to

the very different roughness of the substrates. The most interest-

ing aspect is represented by the comparison of the current maps

and of the current histograms. Clearly, both histograms exhibit

two peaks, but it is worth noting that the integrated percentage

of counts under the higher conductivity peak is much higher for

graphene on SiO2 (85%) than for graphene on PEN (9%). This

striking difference indicates that in the case of graphene on

SiO2 most of the area contributes to current injection from

the tip to graphene, whereas in the case of graphene on

PEN only a small fraction of the area contributes to the

current injection. This observation is in close agreement

with the difference in the specific contact resistance

values obtained from macroscopic TLM measurements. The

physical origin of this difference is still the subject of

investigation.

Conclusion
In conclusion, the transfer of CVD-grown graphene onto

different substrates (SiO2 and PEN) and its morphological and

electrical properties have been investigated in detail. Using

TLM test patterns the electrical properties (sheet resistance,

mobility, carrier density) of the transferred graphene and the

specific contact resistance of metal contacts on graphene were

determined. While a sheet resistance Rsh ≈ 1.7 kΩ/sq and a

specific contact resistance ρc ≈ 15 kΩ·μm were measured

(at Vg = 0 V) for graphene transferred onto SiO2, about 2.3×

higher Rsh and about 8× higher ρc values were obtained for

graphene on PEN. High-resolution current mapping by torsion

resonant conductive atomic force microscopy (TRCAFM)

revealed a ca. 10× smaller “effective” area for current injection

in the case of graphene on PEN than in the case of CVD

graphene transferred on SiO2 ,which is consistent with higher ρc

values. These electrical differences could be ascribed also to the

different kind of interaction of graphene with SiO2 and PEN.

While a van der Waals bond occurs between graphene and

SiO2, other kind of bonds can be locally formed between

graphene and the polymeric chains of PEN, leading to a partial

sp3 hybridization of graphene and, hence, to a local modifica-

tion of its electronic properties.
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Experimental
Tapping mode AFM and TRCAFM: Both tapping-mode

AFM and torsion resonant conductive atomic force microscopy

(TRCAFM) measurements were performed by using a DI3100

microscope with Nanoscope V electronics. For TRCAFM, we

used Pt/Ir-coated Si tips with an apex radius of curvature of

10 nm, which were driven in torsional motion at a frequency of

940 kHz.

TLM fabrication and electrical characterization: The trans-

mission line model (TLM) test patterns were fabricated on the

transferred graphene membranes by using the following proce-

dure. First, rectangular graphene areas were isolated from the

external membrane by lithographically defining and opening a

rectangular frame in a hard mask resist and by performing

graphene etching of the frame by O2 plasma treatments. Subse-

quently, a set of nickel-gold rectangular contacts were deposited

by sputtering and defined by the lift-off method. The contacts

had identical geometry (200 µm width and 100 µm length) and

the distance between the pairs of adjacent contacts were 20, 20,

40, 60, 80, 100 and 100 µm, respectively. The current–voltage

(I–V) characteristics were measured in a Karl-Süss probe station

by using a HP 4156B parameter analyzer.

Raman spectroscopy: Raman measurements were performed

by using a Horiba-Jobin Yvon spectrometer. Spectra were

collected in the backscattering configuration with a ≈633 nm

laser source and a 100× objective, focusing the excitation light

to a ≈1 μm spot.

XPS: SiO2 atomic surface composition was determined by

X-ray photoelectron analysis (XPS) by using a PHI ESCA/SAM

5600 Multitechnique spectrometer. XPS experiments were

carried out with a base pressure of 2 × 10−10 torr. A monochro-

mated Al Kα radiation source (hν = 1486.6 eV) was used, and

XPS spectra were collected at various photoelectron angles

(relative to the sample surface) in the 20–45° range.
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Abstract
The electrical compensation effect of the nitrogen incorporation at the SiO2/4H-SiC (p-type) interface after thermal treatments in

ambient N2O is investigated employing both scanning spreading resistance microscopy (SSRM) and scanning capacitance micro-

scopy (SCM). SSRM measurements on p-type 4H-SiC areas selectively exposed to N2O at 1150 °C showed an increased resistance

compared to the unexposed ones; this indicates the incorporation of electrically active nitrogen-related donors, which compensate

the p-type doping in the SiC surface region. Cross-sectional SCM measurements on SiO2/4H-SiC metal/oxide/semiconductor

(MOS) devices highlighted different active carrier concentration profiles in the first 10 nm underneath the insulator–substrate inter-

face depending on the SiO2/4H-SiC roughness.

The electrically active incorporated nitrogen produces both a compensation of the acceptors in the substrate and a reduction of the

interface state density (Dit). This result can be correlated with the 4H-SiC surface configuration. In particular, lower Dit values were

obtained for a SiO2/SiC interface on faceted SiC than on planar SiC. These effects were explained in terms of the different surface

configuration in faceted SiC that enables the simultaneous exposition at the interface of atomic planes with different orientations.

249

Introduction
The SiO2/4H-SiC interface is the main building block of SiC-

based MOSFET devices and its electrostructural quality typic-

ally has a direct impact on the device performance in power-

electronics applications. In particular, electrically active defects

at the SiO2/SiC interfaces, such as carbon clusters, silicon

suboxide bonds, or intrinsic defects in the near-interfacial oxide

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:patrick.fiorenza@imm.cnr.it
http://dx.doi.org/10.3762%2Fbjnano.4.26


Beilstein J. Nanotechnol. 2013, 4, 249–254.

250

layers have been indicated as the origin of the commonly

observed low-channel mobility in SiC MOSFETs [1,2]. To alle-

viate the mobility problem, different postoxidation annealings

(POA) of the gate oxide in NO or N2O have been explored [3],

which can be efficient to provide adequate mobility values in

the range of 30–50 cm2·V−1·s−1 [4,5], but still significantly

lower than the theoretical limits.

While it is commonly accepted that POA treatments in ambient

NO or N2O have a beneficial effect on the SiO2 insulator and

on the SiO2/4H-SiC interface due to the passivation of oxide

defects and interface traps by the incorporated nitrogen, the

impact of these thermal treatments on the electrical properties of

the 4H-SiC substrate is still under debate. Recently, Kosugi et

al. [6] performed X-ray photoelectron spectroscopy (XPS)

measurements on 4H-SiC directly exposed to ambient NO at

1200 °C, demonstrating that a significant density of nitrogen

atoms (1014 cm−3) is incorporated in the 4H-SiC near surface

region and remains even after removing the thin (ca. 5 Å) SiO2

layer formed on SiC during the annealing by sustained etching

in hydrofluoric acid. The same group [7] demonstrated by the

electrically detected magnetic resonance technique that shallow

donor levels can be associated with a fraction of the incorpor-

ated N atoms. However, information on the electrical activation

of the incorporated nitrogen and on the depth extension of the

nitrogen profile is still lacking. Moreover, the role of the

4H-SiC surface morphology and in particular of the crystallo-

graphic planes exposed at the SiO2/4H-SiC interface on the

nitrogen incorporation have to be clarified.

In this paper, we applied scanning spreading resistance micro-

scopy (SSRM) and scanning capacitance microscopy (SCM) to

get a deeper insight into the electrical activation of nitrogen

incorporated into 4H-SiC during thermal treatments in N2O at

1150 °C. These two scanning probe methods have been applied

in the past to study the electrical activation of ion doped and

annealed SiC [8-11]. Due to the different measuring principles,

i.e., differential capacitance measurements for SCM and current

measurements for SSRM, the two techniques exhibit comple-

mentary performances especially in terms of dynamic range,

with SSRM more suitable for higher concentrations and SCM

more sensitive to lower concentrations, respectively. These

complementary characters have been fully exploited in the

present study. SSRM measurements were performed on

p+-doped (≈1019 cm−3) 4H-SiC areas selectively exposed to

ambient N2O (without the presence of the gate oxide to

maximize the effect of nitrogen incorporation), revealing a

significant increase of the SiC resistivity with respect to unex-

posed areas, i.e., a compensation effect from the N-related

donors. SCM measurements were performed also on p-doped

(≈1017 cm−3) 4H-SiC exposed to ambient N2O through a 30 nm

thick gate oxide, to simulate the real metal/oxide/semicon-

ductor stack used in the MOSFET device. To evaluate the

impact of 4H-SiC surface morphology on the nitrogen incorpor-

ation, SiC samples with properly prepared flat or faceted

surfaces were considered. Cross-sectional SCM measurements

provided information on the depth extension of N-compensated

4H-SiC and revealed a more efficient compensation in the

faceted 4H-SiC sample.

Description of the experiment
SSRM is employed to investigate the changes in the resistivity

of p+-type doped 4H-SiC substrate regions selectively exposed

to N2O at 1150 °C for four hours, with respect to unexposed

ones. The results of this analysis demonstrate that during the

low-temperature (1150 °C) thermal treatment, N atoms are

incorporated in SiC and a fraction of them occupy a substitu-

tional position, becoming electrically active and acting as

donors. The role played by 4H-SiC surface morphology on N

incorporation has also been investigated, considering two

different samples with a smooth (flat) and with a macroscopic-

ally stepped (faceted) surface, respectively. Details of the

surface preparation of the samples can be found in the experi-

mental section. Cross-sectional scanning capacitance micro-

scopy (SCM) was used to profile the active doping concentra-

tion in the SiC interfacial region of MOS devices, showing a

higher compensation for the faceted sample than for the flat

one. Recently, we demonstrated that MOS on the faceted

surface exhibit  also a lower interface-state density

(≈3 × 1011 cm−2·eV−1) with respect to devices on the flat

surface (≈7 × 1011 cm−2·eV−1) [12,13]. Here, both the different

values of Dit at SiO2/4H-SiC interface and the different doping

in the near interface SiC region have been explained in terms of

the peculiar surface morphology of faceted samples, assuming a

preferential nitrogen incorporation in the 4H-SiC substrate

when it exposes a larger percentile of (11−2n) planes.

Results and Discussion
To gain an insight into the effect of nitrogen on SiC during the

annealing in N2O, a patterned hard mask was defined onto a

p+-type SiC surface (as described in the Experimental section)

in order to obtain regions selectively exposed and unexposed to

N2O. After the thermal treatment of the patterned samples

(Figure 1a), the hard mask was removed (Figure 1b) followed

by SSRM measurements on the bare SiC surface (Figure 1c)

[14]. The SSRM map in Figure 1c shows a locally increased

resistance in the SiC surface regions that were exposed to N2O

relative to the regions that were protected by the hard mask.

Hence, through SSRM we are able to directly demonstrate that

the introduction of nitrogen at the surface of SiC by exposure to

N2O and the low thermal budget (1150 °C) enables, surpris-

ingly, a compensation effect that reduces the effective concen-
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Figure 1: Schematic description of the POA treatment. (a) A SiO2 hard
mask is used to protect selectively the 4H-SiC during the POA.
(b) After removal of the hard mask (by HF wet etch) on the 4H-SiC
surface there are regions protected and exposed to the POA.
(c) SSRM imaged on the patterned SiC surface; the two dimensional
map of the substrate surface. The resistance line profile going from
protected to exposed strips demonstrates a higher resistance value in
the exposed region.

tration of p-type acceptors. Such a scenario has been previously

proposed on the basis of physical measurements quantifying

nitrogen incorporation and the reduction of Dit [3]. However, a

direct measurement of the local electrical modifications has yet

to be reported.

In the following it will be shown that this compensation effect

due to nitrogen incorporation in the SiC near-surface region

strongly depends on the SiC morphology, i.e., on the exposed

planes at the interface with SiO2. High-resolution scanning

capacitance microscopy across the interface region was applied

to get a deeper insight into this aspect. Figure 2 shows the SCM

signal versus depth profiles collected both on the faceted and

flat samples in the 40 nm 4H-SiC region under the SiO2/SiC

interface. The two depth profiles are laterally averaged over

Figure 2: SCM profiling across the SiO2/4H-SiC interfaces on the
faceted (blue squares) and flat (red circles) samples respectively.

1 µm. They are almost coincident for depths greater than about

20 nm, while they are significantly different in the SiC interfa-

cial region up to about 15 nm, where the SCM signal in the

faceted sample is lower than in the flat sample. The lower SCM

signal indicates a higher compensation of Al acceptors, which is

consistent with a more efficient incorporation of substitutional

(electrically active) nitrogen atoms in SiC.

The simultaneous presence of different planes at the SiO2/4H-

SiC interface in the faceted sample can be invoked to explain

the better nitrogen incorporation during POA, leading to a more

efficient passivation of interface traps and to a higher compens-

ation of interfacial SiC. In fact, for a macroscopically stepped

surface, the SiO2/SiC interface is not only formed on the basal

plane (0001), but a significant fraction of the interface area is

formed on the (11−2n) facets [15]. Accordingly, a different effi-

ciency of nitrogen incorporation on the (0001) and (11−2n)

facets during the POA process could explain the different Dit

values in the two samples.

Figure 3a shows the morphology profiles (acquired by AFM

data in [12]) of the 4H-SiC substrates surfaces both for the

faceted (blue squares) and flat (red circles) samples respective-

ly. The surface roughness (RMS) was 0.36 nm and 1.75 nm for

the flat sample and for the faceted sample, respectively. The

facets have a typical height of about 5 nm and their orientation

is correlated to the original miscut direction of the wafers. In the
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present case, the substrates are cut along the (0001) basal plane

with a 4° off-axis orientation toward the <11−20> direction.

Each of these steps exposes both the (0001) basal plane and the

plane along the <11−2n> direction. On the other hand, the flat

sample shows no facets. The line profile in Figure 3a (circles)

shows the typical 4H-SiC steps with ca. 0.5 nm height, corres-

ponding to two Si–C pairs. This peculiar morphology of the

interface can explain the macroscopic electrical behaviour of

the capacitors (Dit).

Figure 3: (a) AFM single scan line taken on the surfaces of the faceted
and flat samples. (b) Schematic cross section of the basal-plane–facet
orientation considering a 4° off-axis cut angle. (c) Simulated density of
interface states for the ideal case and single atomic steps (red), and
including the experimental measured facets (AFM section) changing
the θ (11−2n) facet orientation (blue). The calculated values are
compared with the experimental values.

In fact, for our MOS capacitors fabricated on a faceted surface

as in Figure 3a, a significant fraction of the total SiO2/4H-SiC

interface area is formed on (11−2n) planes, with lower Dit than

the basal plane (0001). This latter can justify the reduced Dit in

the faceted sample.

Recently, Saitoh et al. demonstrated [15] the variation in the

density of the interface states in MOS capacitors fabricated on

4H-SiC epilayers with different misorientation angles, moving

from 8°, i.e., the (0001) largest basal plane, up to 90° toward the

<11−20> direction, i.e., the (11−20) plane.

The Dit at 0.2 eV below the conduction band was found to

decrease from Dit,(0001);8°-off axis = 5 × 1012 cm−2·eV−1 for

MOS capacitors fabricated on the (0001) face to Dit,(11−20) =

3 × 1011 cm−2·eV−1 for capacitors on the (11−20) face. By

geometrical calculations based on the AFM morphology in

Figure 3a, it was possible to estimate the weighted average

between the impact of the (11−2n) and the (0001) interface

areas in terms of the macroscopic Dit measured values. The real

experimental 4H-SiC structure can be schematically described

as in Figure 3b (cross-section configuration).

Considering an ideal Dit,(0001) = 1 × 1012 cm−2·eV−1 (for the 0°

off-axis angle) at 0.2 eV from the conduction band edge, higher

than the interface state density in the face (11−20), the total

macroscopic density of interface states can be written:

(1)

where

(2)

And where S is a scale factor, A and B are the mean experi-

mental dimensions of the (11−2n) facets and of the basal planes,

respectively (taken from the AFM profiles in Figure 3a).

Moreover, the angle θ is the incremental angle with respect to

the off-axis cut angle [16].

Equations 1 and 2 predict the total macroscopic Dit, which is the

geometrically weighted average between the two limiting

conditions, i.e., the interface state density along the (11−20)

plane (Dit,(11−20)) and the interface state density along the

(0001) plane (Dit,(0001)). For the flat sample the used para-

meters are based on A = 0.5 nm, B = A/tan 4° (4° miscut angle).

The final Dit value is found taking the value for θ = (90 – 4)°

because in the ideal case no facet is formed (Figure 3c). For the

faceted sample the used parameters are based on A = 4.5 nm

and B = 5.5 nm. The final Dit value can be found by taking the

variable value θ from 10–20°, because the facet is formed and

its angle can vary between 10 and 20°, as reported in the litera-

ture [17]. The simulations explain perfectly the experimental

results. Figure 3c compares the calculated curves that took to



Beilstein J. Nanotechnol. 2013, 4, 249–254.

253

account the geometrical configuration of the SiO2/4H-SiC inter-

face in the two cases and the experimental Dit value measured

on MOS prototypes. Recently, J. Rozen et al. [3] pointed out

that the Dit reduction is strongly correlated to the nitrogen

incorporation during the POA. Now it is possible to associate

the lowering of the density of the interface states (in the faceted

sample) with enhanced nitrogen incorporation during the POA

when the sample surface exposes a higher percentage of

(11−20) planes of the SiO2/4H-SiC interface.

Conclusion
In this paper, the electrical activation of the nitrogen incorpor-

ated in the SiC near-surface region during low-temperature

POA has been demonstrated. Moreover, nanometre-scale cross-

sectional SCM investigation figured out the depth profile of the

activated nitrogen. A correlation between the electrostructural

properties of SiO2/4H-SiC interfaces and the interface-state

density of MOS was established. In particular, irrespective of

the different interface roughness, lower values of Dit were

found in the faceted sample. The different values of the inter-

face states density can be explained by the peculiar surface

morphology of the devices channel region with particular regard

to the different nitrogen incorporation through interfaces

exposing different ratios between (0001) and (11−20) planes.

Experimental
Scanning Probe Microscopy (SPM) measurements were carried

out by using a Digital Instrument D3100 equipped with the

Nanoscope® V controller. Local resistance measurements were

carried out by using the scanning spreading resistance module

(SSRM) [18,19], and cross-sectional local active-doping

profiling was carried out employing differential capacitance

(dC/dV) imaging with the scanning capacitance module (SCM)

[20,21].

The MOS capacitor for the measurements of Dit was fabricated

on an n-type 4H-SiC epitaxial layer grown onto heavily doped

n+-type substrates with a 4° off-axis disorientation towards the

<11−20> direction. [22]. A 30 nm thick SiO2 layer deposited by

plasma-enhanced chemical vapour deposition was used as the

gate dielectric. After deposition of the gate oxide, a POA

annealing at 1150 °C was performed under an N2O atmosphere.

MOSFET devices were fabricated on two different surfaces (flat

and faceted). Both samples were subjected to p-type doping by

Al ion implantation and to a subsequent high-temperature

(1650 °C) postimplantation annealing for dopant activation. On

one sample, the SiC surface was coated by a protective carbon

capping layer during the annealing, resulting in a smooth

morphology. A rough surface formed by facets exposing both

the (0001) basal plane and the (11−2n) facets, was obtained for

the second sample annealed without the cap layer. MOS capa-

citors were fabricated on both wafers [12]. Cross-sectional

SCM was performed for carrier-depth profiling under the gate

oxide region.

The sample for the selective exposure of 4H-SiC bare surface to

the postoxidation annealing (POA) was fabricated as follows:

the surface of a p+-type 4H-SiC layer was selectively exposed

to the same POA process in N2O, by using a pattern width of

20 μm of exposed substrate separated by 40 µm of protected

substrate onto a thick SiO2 hard mask. After removing the hard

mask, SSRM was performed on bare 4H-SiC exposed to

cleaning, wet-etching in diluted HF, and standard rinsing.
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Abstract
The method of successive ion layer adsorption and reaction was applied for the deposition of CdS nanoparticles onto a mesoporous

In2O3 substrate. The filling of the nanopores in In2O3 films with CdS particles mainly occurs during the first 30 cycles of the

SILAR deposition. The surface modification of In2O3 with CdS nanoparticles leads to the spectral sensitization of photoelectro-

chemical processes that manifests itself in a red shift of the long-wavelength edge in the photocurrent spectrum by 100–150 nm.

Quantum-confinement effects lead to an increase of the bandgap from 2.49 to 2.68 eV when decreasing the number of SILAR

cycles from 30 to 10. The spectral shift and the widening of the Raman line belonging to CdS evidences the lattice stress on the

CdS/In2O3 interfaces and confirms the formation of a close contact between the nanoparticles.

255

Introduction
In third-generation solar cells molecular dyes (in the Grätzel

cells [1]) as well as nanoparticles of semiconducting metal chal-

cogenides (CdS, CdSe, CdTe, PbS, PbSe, Ag2S, Bi2S3 and

others) immobilized onto the surface of mesoporous films of

wide-bandgap oxides (TiO2, ZnO, SnO2, Nb2O5, Ta2O5, WO3,

In2O3) are used as the sensitizing components [2-5]. It is

considered that the best technique for the in situ deposition of

such nanoparticles is the successive ionic layer adsorption and

reaction (SILAR) method [6-11], which allows the precise

control of the growth of the nanoparticles. To efficiently inject

electrons from the photo-excited semiconductor nanoparticles

or molecular dyes into the oxide matrix, the energy of the oxide

conduction-band edge (Ec) should be lower than the lowest

unoccupied level (LUMO) of the sensitizer, to which the elec-

trons from the highest occupied level are transferred under

photoexcitation. The sensitizing efficiency of the photoelectro-
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chemical system depends on (a) the efficiency of separation of

the photo-induced charge-carriers at the sensitizer, (b) a wide-

bandgap oxide interface that is mainly determined by the differ-

ence ELUMO − Ec, as well as (c) on the further transport of the

charge carriers through the mesoporous oxide matrix to the sub-

strate. Previous investigations have demonstrated that, in com-

parison to TiO2, In2O3 possesses higher electron affinity [12]

allowing the use of sensitizers with a smaller bandgap Eg =

ELUMO – EHOMO. Besides, indium oxide is characterized by an

essentially higher (by an order of magnitude) lifetime of the

injected photoelectrons [12]. Interest in a more profound

investigation of nanostructured In2O3 sensitization is also

explained by the fact that the Ec level of In2O3 can be managed

by the thermal treatment during preparation by the sol–gel

method.

The aim of this work was to investigate the photoelectrochem-

ical behavior of mesoporous nanocrystalline In2O3 films

sensitized by CdS nanoparticles and to characterize these

systems by using different methods (SEM, TEM, AES, UV–vis

absorption, BET surface area measurements and Raman spec-

troscopy).

Experimental
Mesoporous In2O3 films were prepared by spin-coating depos-

ition of a colloidal indium hydroxide solution onto transparent

ITO-coated glass or quartz (for optical measurements)

substrates with a subsequent thermal treatment for 1 h in air. To

study the effect of the spectral sensitization we used two kinds

of In2O3 films: films annealed at 200 °C (hereafter referred to

as In2O3(200)) and films annealed at 400 °C (hereafter referred

to as In2O3(400)). The indium hydroxide sol was obtained as

described in detail in [13]. Briefly, the indium hydroxide was

precipitated by the titration of a 0.25 М In(NO3)3 aqueous solu-

tion with a concentrated NH3 solution under vigorous stirring at

0 °C. The precipitate was then thoroughly washed and ultrason-

ically treated after the addition of a small amount of nitric acid

as a stabilizer to obtain a stable sol at a concentration of

120 g/L. To prepare indium oxide In2O3(400) films with meso-

porous structure, block-copolymer Pluronic F127 (100 g/L) as a

template material was added into the obtained indium hydroxide

sol.

CdS nanoparticles were deposited onto the In2O3 films by the

successive ion layer adsorption and reaction (SILAR) tech-

nique. This involved the dipping of the In2O3 film in a 1 M

Cd(NO3)2 ethanolic solution for 5 min, rinsing it with distilled

water, then dipping it for another 5 min in a 1 M Na2S aqueous

solution and rinsing it again with distilled water. The depos-

ition cycle was repeated 10–50 times, and finally, the sample

was thoroughly rinsed with distilled water and air dried.

The prepared samples were characterized by SEM, TEM, BET

surface area measurements, AES, photoelectrochemical

methods, and UV–vis and micro-Raman spectroscopy. SEM

and TEM images were obtained using a Hitachi S 4800 field

emission scanning electron microscope and a LEO-906E trans-

mission electron microscope, respectively. BET surface area

measurements were carried out by using an ASAP2020MP

analyzer of surface area and porosity. The Auger spectroscopy

method in combination with ion etching was realized by using a

PHI-660 Auger microprobe. Photoelectrochemical measure-

ments were carried out in a standard two-compartment three-

electrode cell involving a platinum counter-electrode and a

Ag|AgCl|KCl (sat.) electrode as the reference electrode

(+0.201 V versus SHE). The cell was controlled by a conven-

tional programmable potentiostat. Photocurrent spectra were

obtained by using a setup equipped with a high-intensity grating

monochromator, a 1 kW xenon lamp and a slowly rotating light

chopper (0.3 Hz). Spectral dependencies of the photocurrent

were corrected for the spectral intensity distribution of the

monochromator output. UV–vis absorption spectra of the films

deposited onto quartz substrates were recorded on a Shimadzu

UV-2550 spectrophotometer. Raman spectra were taken at

room temperature by using a Nanofinder High End (Lotis TII,

Belarus–Japan) confocal-microscope-based setup. Raman scat-

tering was excited by using a 473 nm solid-state laser. The laser

power level at the sample was maintained at ca. 25 μW to

minimize laser-induced damage to the CdS nanoparticles. The

backscattered light, not analyzed for its polarization, was

dispersed by using a 0.55 m single grating spectrometer (spec-

tral resolution better than 1 cm−1) and detected by a cooled

CCD camera. The signal accumulation time was typically equal

to 600 s. The spectral calibration with an accuracy better than

1 cm−1 was carried out by using a built-in gas-discharge lamp.

Results and Discussion
TEM images of the prepared films demonstrating their highly

porous and nanocrystalline structure are shown in Figure 1. The

microdiffraction pattern (inset of Figure 1b) indicates the pres-

ence of hexagonal CdS in the sensitized In2O3 films. The cross-

sectional SEM image of a film deposited on an ITO substrate

shows that the film thickness is about 40 nm (Figure 2a).

According to the BET data, the surface areas of the In2O3(400)

films prepared with and without Pluronic F127 are 119 and

53 m2/g, respectively. It should be noted that the addition of

Pluronic to the indium hydroxide sol leads to a significantly

narrower pore-size distribution with an average pore diameter

of ca. 5 nm (Figure 3).

Figure 4 shows the absorption spectra of the In2O3 films with

deposited CdS nanoparticles. As can be seen clearly from

Figure 4, the steepest rise in the absorbance is observed when



Beilstein J. Nanotechnol. 2013, 4, 255–261.

257

Figure 1: TEM images and electron diffraction patterns (insets) for In2O3(400) (a) and In2O3(400) after 30 SILAR CdS deposition cycles (b).

Figure 2: Cross-sectional SEM image of the In2O3(400) film after 30 SILAR CdS deposition cycles (a) and AES profiles for In2O3(400)/CdS struc-
tures with different numbers of SILAR cycles (b). Scaling from sputter time to depth in AES profiles was done on the basis of cross-sectional SEM
data.

Figure 3: Barrett–Joyner–Halenda desorption-model pore-volume
distribution of the In2O3(400) mesoporous films prepared with (1) and
without (2) Pluronic F127.

Figure 4: Absorption spectra of the In2O3(400) and In2O3(400)/CdS
films deposited onto a quartz substrate. The number of SILAR cycles
of the CdS deposition are as follows: 0 (1); 10 (2); 20 (3); 30 (4);
40 (5); 50 (6). The inset shows the dependencies of the absorbance at
different wavelengths on the number of SILAR cycles.
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increasing the number of SILAR cycles from 10 to 30. The

absorbance does not change notably with the further deposition

of CdS, indicating that the filling of the nanopore volume in

In2O3 films with CdS particles occurs mainly during the first

30 cycles of SILAR deposition. According to the Auger profiles

shown in Figure 2b, the film pores are filled rather uniformly at

the initial stages of the SILAR deposition. Onwards, when the

pore space is mostly filled, CdS nanocrystals continue to grow

predominately on the top of the film.

The In2O3(400)/CdS films were also characterized by Raman

spectroscopy. Raman spectra of all samples in the spectral range

studied (0–1000 cm−1) show the CdS LO phonon mode

(≈300 cm−1) with its two overtones, which correspond to two-

(≈600 cm−1) and three-phonon (≈900 cm−1) processes. Figure 5

presents the Raman spectrum of the In2O3(400)/CdS system

prepared by using 40 SILAR cycles. One phonon peak for CdS

has a complex structure. The peak fitting by superposition of

Lorentz lines allowed for the determination of position, full

width at half maximum (FWHM) and relative intensity of the

different components. The peak at ≈270 cm−1 can be associated

with CdS surface phonons [14]. The peaks at ≈242 cm−1,

≈318 cm−1 and ≈342 cm−1 are not characteristic of In2O3

(which has Raman modes at approximately 308, 365, 504 and

637 cm−1 [15,16]) and are not observed for the In2O3 substrate

without deposited CdS. The presence of these peaks in the

Raman spectra can testify to the fact that the samples studied

contain not only In2O3 and CdS, but also some additional

phases formed during the SILAR process. High values of the

FWHM of the LO phonon peak can point to both a significant

degree of CdS nanocrystal disorder and size heterogeneity

(Figure 6).

As can be seen from Figure 6, the CdS phonon energy decreases

with increasing the number of SILAR cycles (i.e., the nano-

crystal size). This effect can be explained in the following way:

according to wavevector-relaxation [17] and continuum [18,19]

models, the decrease of the size of the nanoparticles leads to a

monotonic red shift of the phonon energy relative to the value

characteristic of a bulk crystal. This effect was observed by a

number of researchers who studied nanocrystals produced by

colloidal chemistry methods [20-22]. However, in our experi-

ments where the nanoparticles were grown in situ (directly on

the indium oxide substrate) it is also necessary to take into

account their interaction with the host material. A similar ap-

proach was applied in the works [23] and [24] to explain Raman

spectra of CdSxSe1−x and CdSe embedded in different glass

matrixes. The lattice mismatch between CdS and the host ma-

terial can cause compressive stress in CdS nanocrystals which

leads to an increase of the atomic interaction and hence to a

phonon energy increase. The latter could explain the blue shift

Figure 5: Raman spectrum of the In2O3(400)/CdS system prepared by
using 40 SILAR cycles of CdS deposition after background subtraction
(circles) and its fitting by the superposition of five Lorentz lines.

Figure 6: Dependence of the CdS LO phonon peak position (1) and
FWHM (2) on the number of SILAR cycles.

of the peak position that is observed when decreasing the

number of SILAR cycles. In contrary, when the number of

deposition cycles increases, the influence of the substrate

diminishes and the CdS phonon energy decreases.

The In2O3 prepared films absorb predominantly UV light with

λ < 400 nm since they have a relatively wide bandgap (2.87 eV

for In2O3(200) and 2.73 eV for In2O3(400), indirect optical

transitions) [13]. Under external polarization and UV illumina-

tion the In2O3 electrodes generate an anodic photocurrent

because indium oxide is an n-type semiconductor. It is remark-

able that the onset potential of the photocurrent is shifted to the

positive direction by approximately 700 mV when increasing

the temperature of the oxide annealing (Figure 7).

Figure 8 shows the photocurrent–potential curves recorded

under visible-light illumination of In2O3(200)/CdS and
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Figure 7: Photocurrent versus electrode-potential curves recorded
under UV illumination of the mesoporous In2O3 electrodes annealed at
200 °C (1) and 400 °C (2). Electrolyte: 0.1 M KOH solution.

Figure 8: Photocurrent versus electrode potential curves recorded
under visible-light illumination of the In2O3 (1, 2) and In2O3/CdS elec-
trodes (3–5). The In2O3 films were annealed at 200 (1, 3) and 400 °C
(2, 4, 5). The number of the SILAR cycles of CdS deposition was 10
(3, 4) and 50 (without the step of intermediate rinsing with distilled
water, 5). Electrolyte: 0.1 М Na2S + 0.1 M Na2SO3 + 0.1 M NaOH
solution.

In2O3(400)/CdS heterostructures (curves 3 and 4) in an S2−-

containing electrolyte. For comparison, similar dependencies

for nonsensitized In2O3(200) and In2O3(400) electrodes are also

presented (curves 1 and 2). The sensitized photocurrent for

In2O3(400)/CdS is ten times higher than that for In2O3(200)/

CdS. The onset potentials, Eon, of the sensitized photocurrent

correlate essentially with the corresponding Eon values for

nonsensitized In2O3(200) and In2O3(400) and differ one from

another by approximately 500 mV.

It is known that the Eon value as a first approximation can be

identified as the energy level of the conduction-band edge (Ec)

of a semiconductor. The thinnest (approximately 1 nm)

hydroxide layer has been previously shown [13] to be formed at

the In2O3(200) surface. This layer seems to be of crucial

importance in changing the potential drop in the Helmholtz

layer of the electrode and consequently in changing the Ec level

on the potential scale. Thus, it can be concluded that the energy

diagram of the In2O3/CdS heterostructure is primarily deter-

mined by the structure of the oxide surface being in contact

with the electrolyte. By controlling the state of this surface it is

possible to change the Eon value and therefore the photovoltage

of the corresponding PEC cell.

Very fine CdS particles (approximately several nanometers)

seem to form on the surface of mesoporous In2O3 at a rela-

tively small number of SILAR cycles (up to 30–40), as evi-

denced by the revealed quantum-size effect. The further

increase in the SILAR cycle number (up to 50 and above) can

result in the formation of a bulk CdS film on the In2O3 surface.

To simulate the transition from nanoparticles to the bulk

cadmium sulfide, a thick (several hundreds of nanometers) CdS

film was deposited onto the surface of In2O3(400). When pre-

paring this film, the step of intermediate rinsing of the samples

with distilled water necessary to remove surplus Cd2+ and S2−

ions from the surface was omitted.

When depositing the bulk CdS, the isotype n-In2O3/n-CdS

heterojunction with the external narrow-bandgap semicon-

ductor is formed. In contrast to nanoparticles, the space-charge

region can be formed in this bulk semiconductor. As can be

inferred from the photoelectrochemical behaviour of this system

(Figure 8, curve 5), its solid-state heterojunction is not a barrier

for photogenerated electrons. A distinctive feature of the photo-

current–potential curves of the heterojunction is the sharp

shift of the onset potential to a more negative potential (Eon =

−1.2 V). In this case, the Eon value is already determined by the

position of the conduction band edge of CdS.

Figure 9 presents the photocurrent spectra of the In2O3(400)/

CdS heterostructure. The SILAR deposition of CdS nano-

particles onto the In2O3 films leads to an extension of the long-

wave edge of the photocurrent spectra up to 550 nm. Although

the photocurrent increases in the whole spectral region studied

when increasing the number of SILAR cycles, the greatest

increase in photocurrent is observed at λ > 450 nm, i.e., outside

the region of the indium oxide bandgap absorption.

Analysis of the photocurrent spectra in coordinates of (Y·hν)2

versus hν typical for direct optical transitions inherent in CdS

shows that the bandgap of CdS decreases from 2.68 eV at

10 SILAR cycles to 2.49 eV at 30 cycles and to 2.42 eV at

50 cycles (Figure 10). The Eg value of 2.42 eV corresponds to

the optical bandgap of bulk CdS. The observed increase in Eg

with the decreasing number of SILAR cycles can be explained
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Figure 9: Photocurrent spectra of In2O3(400)/CdS film electrodes in
0.1 М Na2S + 0.1 M Na2SO3 + 0.1 M NaOH solution. The spectra were
measured at a potential of −0.1 V versus Ag/AgCl. The number of the
SILAR cycles of CdS deposition was 10 (1), 30 (2) and 50 (3).

Figure 10: Analysis of the photocurrent spectra shown in Figure 9 in
coordinates of (Y·hν)2 versus hν typical for direct optical transitions for
In2O3(400)/CdS film electrodes. The number of the SILAR cycles of
CdS deposition was 10 (1), 30 (2) and 50 (3).

by the well-known quantum-confinement effect related to the

discretization of energy levels in nanoparticles and the increase

in the energy gap between LUMO and HOMO levels with the

decreasing size of the semiconductor particles [25].

Conclusion
The effect of spectral sensitization of photoelectrochemical

processes on nanocrystalline mesoporous In2O3 electrodes by

CdS has been revealed. This effect takes place when CdS nano-

particles are deposited on the In2O3 surface by the method of

successive ion layer adsorption and reaction (SILAR) and mani-

fests itself as a red shift of the spectral sensitivity of the electro-

chemical system by about 100–150 nm. The onset potential of

the sensitized photocurrent for the In2O3/CdS nano-heterostruc-

ture is determined by the energy position of the oxide conduc-

tion-band edge, which is controlled by the thermal treatment of

In2O3. A rise in the oxide annealing temperature from 200 to

400 °С leads to the shift of photocurrent onset potential for the

In2O3/CdS nano-heterostructure by approximately 500 mV in

the positive direction and results in a rise of the photocurrent by

an order of magnitude.

When increasing the number of cycles of CdS deposition,

gradual filling of nanopores of the indium oxide film by CdS

particles occurs resulting in a rise of the optical absorbance of

the In2O3/CdS films and in an increase of the photocurrent of

the corresponding electrodes. Quantum-confinement effects are

observed in the photocurrent spectra and lead to a bandgap

increase from 2.49 to 2.68 eV when decreasing the number of

SILAR cycles from 30 to 10.

The deposition of the bulk CdS on the surface of In2O3 films

results in the formation of an isotype In2O3/CdS heterojunction

with external narrow band-gap component. The generation and

separation of photoelectrons and photoholes in this case occur

primarily in the CdS at the interface with the electrolyte, and the

value of the onset potential is determined by the energy pos-

ition of the conduction-band edge of bulk CdS.

Raman spectroscopy data show that due to the close contact at

the CdS/host-material heterojunction the lattice stress in the

CdS nanoparticles rises during the deposition process, which

manifests itself in changes of the position of the CdS

LO phonon peak and of its width.
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Abstract
We examine how the different steric packing arrangements found in amyloid fibril polymorphs can modulate their mechanical

properties using steered molecular dynamics simulations. Our calculations demonstrate that for fibrils containing structural defects,

their ability to resist force in a particular direction can be dominated by both the number and molecular details of the defects that

are present. The simulations thereby suggest a hierarchy of factors that govern the mechanical resilience of fibrils, and illustrate the

general principles that must be considered when quantifying the mechanical properties of amyloid fibres containing defects.
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Introduction
Amyloid fibrils are biomaterials that are commonly associated

with human disease [1]. Over recent years, however, properties

such as self-assembly and robustness have increasingly made

them attractive candidates for use in nanotechnological applica-

tions [2,3] that range from conducting nanowires [4], to drug-

delivery devices [5], structural scaffolds [6,7] and functional-

ised hydrogels [8]. A central theme in each of these distinct

potential applications is an ability to control and modulate a

desired property of the fibril aggregates. The requirements for

the mechanical robustness of ideal, long, conducting nanowires,

for instance, is that they not be prone to fragmentation, whereas

a drug-delivery device needs to be sufficiently robust to carry

its cargo to the target site, but then be able to release it in

response to an external signal. The ability to control the length

of fibrils by using simple changes in growth and storage condi-

tions has been successfully demonstrated for bovine insulin

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:s.a.harris@leeds.ac.uk
http://dx.doi.org/10.3762%2Fbjnano.4.50
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Figure 1: The three polymorphs of SNNFGAILSS sequence fibrils in the Class1-P (red), Class2-P (green) and Class6-AP (blue) symmetry-packing
classes. (a) Models before the molecular dynamics simulation; (b) the structural changes in each model at the conclusion of 20 ns of MD in explicit
solvent (water molecules omitted for clarity).

fibrils [9]. Before we can design fibrils with bespoke material

properties, however, we first need to understand how the

arrangement of the individual β-sheets modulates their mechan-

ical behaviour.

Amyloid fibrils, like many crystalline materials, exhibit poly-

morphism. The predominant polymorph obtained by protein or

peptide self-assembly depends on the environmental growth

conditions such as pH, temperature, salt concentration and

mechanical agitation [10]. Since amyloid polymorphs have been

observed with drastically different morphologies [11] and

chemical properties [12], it is important to develop an under-

standing of how the polymorphic form influences the mechan-

ical properties of fibrils. A wealth of information on the ma-

terial properties of amyloid is already available from extensive

pathological and biological studies that focus on the diseases

aspect of amyloid, as summarised in a recent review [13]. The

mechanical properties of amyloid materials have also been char-

acterised through various biophysical techniques [14]. These

include the use of atomic force microscopy (AFM), and in par-

ticular, AFM nanoindentation methods to deduce the elastic

properties of amyloid [15-19]. Computer simulations that char-

acterise the mechanical properties of amyloid fibrils have

proved useful in both verifying and expanding on the experi-

mental work. Such computational studies have for instance,

reported elastic properties of Aβ fibrils comparable to experi-

mental values [20], investigated fibril failure under tensile

loading [21], revealed that geometrical confinement of β-sheets

in spider silk leads to mechanical enhancement [22], and high-

lighted the role played by the peptide sequence on the mechan-

ical resistance of amylin-derived fibrils [23].

In this work, three polymorphs of fibrils formed from

10-residue fragments of the amylin protein (sequence SNNF-

GAILSS) as structurally determined by ssNMR [24] are simu-

lated in full atomistic detail using molecular dynamics (MD).

These models are classified according to symmetry packing

classes, after the Eisenberg steric zipper nomenclature [25,26],

as Class 1 (parallel both within each β-sheet and between the

pair of stacked sheets), Class 2 (parallel within each β-sheet but

antiparallel between stacked β-sheets) and Class 6 (antiparallel

β-sheets stacked in a parallel orientation), as shown in Figure 1.

The SNNFGAILSS sequence is particularly interesting in that

both parallel and antiparallel polymorphs are simultaneously

observed under identical growth conditions [24]. Moreover, a

separate ssNMR study only observed a single fibril type in the

antiparallel configuration, possibly due to the use of different

terminal capping groups [27]. Consequently, the differences in
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Figure 2: Schematic representation of the four pulling geometries used to mechanically probe the fibril models. The centre of mass of the carbon-α
atoms in the peptide marked in green are pulled in the direction shown by the arrow at a constant velocity whilst the carbon-α atoms in the peptide
marked in red are fixed for the duration of the simulation. All other atom types are free to move unrestrained. “Peel” and “slide” simulations probe the
hydrophobic core interactions while “stretch” and “shear” interrogate the hydrogen bond networks parallel and perpendicular to the fibril long axis res-
pectively.

energetic and mechanical stability between polymorphs of

SNNFGAILSS present a unique system to study the relevant

interactions that play key roles in determining their observed

properties.

We have used steered molecular dynamics (SMD) simulations

to probe how the packing and steric arrangements found in the

three different polymorph symmetry classes influence fibril

mechanical behaviour. The fibrils are probed from different

directions, using distinct pulling geometries that we developed

previously to study the role of the peptide sequence in modu-

lating amyloid mechanical properties [23]. The SMD pulling

geometries are designed to disrupt the stabilising hydrophobic

core and backbone hydrogen bond networks from a variety of

directions. We then assess how the mechanical response in the

simulations is affected by doubling the length of the model

fibrils, and how the mechanical properties are modulated by

incorporating chemical capping groups to neutralise the N- and

C-termini of the peptides. In a previous simulation study to

determine the sequence dependence of the resistance of amyloid

fibrils to mechanical stress by using SMD [23], we highlighted

the importance of structural defects within the model fibrils in

determining their mechanical properties. Similarly, in this paper

we pay particular attention to the role played by structural

defects in the ability of the three different polymorphs of the

10-residue amylin fragment to resist an applied force. The

calculations reveal a hierarchy of factors that govern the mech-

anical resilience of defect-containing fibrils subjected to forces

applied in silico.

Results and Discussion
To characterise the mechanical response of the fibril poly-

morphs, following 20 ns of standard MD to equilibrate the

fibrils models, SMD simulations were carried out using the

pulling geometries shown schematically in Figure 2 to probe the

fibrils from different directions. Each pulling-mode simulation

was repeated four times, and the mechanical properties were

characterised by the average peak force measured over the four

independent simulations. The nomenclature adopted through-

out is Class1-P (parallel β-sheets), Class2-P (parallel β-sheets)

and Class6-AP (antiparallel β-sheets).

Mechanical responses of 8 × 2 fibril models
We first model the fibril polymorphs as two interfaced β-sheets,

each of which comprises eight peptides (8 × 2 models), as

shown in Figure 1. Figure 3a shows that all of the models

contain some degree of structural disorder after the 20 ns of

standard MD (used to equilibrate the fibrils prior to SMD), with

the most ordered structure (Class6-AP) containing 80% β-sheet

content, and the most disordered (Class2-P) containing only

58%. We subjected each of the three polymorphs to the four

pulling modes in Figure 2, and recorded the peak forces exerted

(as shown in Figure 4). Force profiles from which the highest

peak forces are measured for each polymorph during the four

different SMD pulling modes are shown in Figure 5. All three

fibril polymorphs demonstrate an anisotropic response to mech-

anical probing. Similar mean peak forces are required to break

the fibrils when the hydrogen-bond networks are probed

(“shear” and “stretch”). There are however, very distinct
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Figure 3: Left and right columns show the mean fraction of secondary structure content and hydrogen-bond numbers, respectively. The details for the
8 × 2 fibril models are in panels (a) and (b). On the left, blue bars show β-strand content and green bars show random coil conformations. On the
right, the mean number of interstrand backbone (yellow) and side-chain (red) hydrogen bonds are shown. Panels (c) and (d) relate to the free-
terminal-ended 16 × 2 models while panels (e) and (f) are for the capped 16 × 2 fibrils. The secondary structure content and hydrogen-bond analysis
is computed from the final 10 ns of MD.

Figure 4: Mean peak force for the three fibril polymorphs (8 × 2
models) obtained from four repeat simulations of each pulling mode
with error bars showing the standard error in the mean.

responses in the SMD simulations that probe the hydrophobic

core interactions (“peel” and “slide”).

Hydrophobic core disruption: The largest mean peak forces

for both hydrophobic core probing modes (“peel” and “slide”)

were recorded for the Class1-P polymorph. The molecular basis

behind the relative ranking in mean peak force between the

polymorphs can be understood by examining the intersheet

interfaces that are affected during the SMD simulation. Both

“slide” and “peel” modes disrupt the electrostatic interactions

between the charged termini and force the hydrophobic core to

be exposed to solvent molecules. For the three polymorphs

containing eight peptides in each of the two stacked β-sheets,

we observe a correlation between the mean peak force and the
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Figure 5: Selected force profiles recorded during SMD simulations for the class 1-P (red), class 2-P (green) and class 6-AP (blue) 8 × 2 fibril poly-
morphs. Panels (a), (b), (c) and (d) show the profiles from which the highest peak force was measured for each polymorph during probing by “peel”,
“slide”, “stretch” and “shear” SMD pulling modes, respectively.

Table 1: Thermodynamic properties of 8 × 2 fibrils.a

Model ΔGelectro [kcal/mol] ΔGsolv [kcal/mol] ΔGvdw [kcal/mol] ΔGBinding [kcal/mol]

Class 1-P −2457.79 ± 4.17 2466.82 ± 4.01 −152.46 ± 0.31 −143.43 ± 0.62
Class 2-P 938.98 ± 1.79 −849.46 ± 1.66 −198.60 ± 0.46 −109.08 ± 0.45
Class 6-AP −254.94 ± 1.05 359.97 ± 0.84 −257.77 ± 0.40 −152.74 ± 0.52

aThe interactions of the interface between the pair of β-sheets are decomposed into electrostatic (ΔGelectro), solvation (ΔGsolv) and van der Waals
(ΔGvdw) energy terms, which all contribute to the binding free energy (ΔGBinding). Analysis is from 1 ps snapshots of the final 10 ns of unrestrained
MD as calculated by the MM-PBSA method. The mean energies are expressed in units of kcal/mol, with the standard error in the mean.

intersheet electrostatic interaction energies (Table 1) that arise

due to the unique packing arrangements of the monomer

β-strands. The Class1-P polymorph has the most favourable

electrostatic energy between the stacked β-sheets because these

are arranged in an antiparallel configuration, which brings the

oppositely charged C- and N-termini close together. However,

since Class2-P is in a parallel arrangement both within an indi-

vidual β-sheet and within the stacked pair, this polymorph has

the least favourable electrostatic interaction between the sheets

of the three. The fact that the Class 6 polymorph is comprised

of antiparallel β-sheets stacked in a parallel configuration places

it intermediate between the other two. The correlation between

the peak force and the electrostatic interfacial energy demon-

strates how the details imposed by polymorphic arrangements

of the peptides in the fibril can determine the mechanical char-

acteristics when a force is applied in a particular direction.

Hydrogen-bond-network response: In the two pulling

geometries (“shear” and “stretch”) that primarily interrogate the

hydrogen-bond networks, similar mean peak forces were

recorded for all three polymorphs. The stretch and shear simula-

tions probe the interpeptide hydrogen networks in directions

parallel and perpendicular to the fibril axis respectively.

Figure 4 shows that pulling parallel to the hydrogen bond

network results in higher peak forces than when pulling across

it. This implies that the hydrogen-bond network provides a

cooperative resistance to the forces applied in the direction of

the long axis. A surprising aspect of these simulations is that the
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Figure 6: Elongation: The comparative response of the 16 × 2 (filled bar) and the 8 × 2 (empty bar) sized fibril models for the (a) “peel” and (b)
“stretch” pulling directions. In both cases, the mean peak force is normalised by the number of interfaces interrogated during the simulation.
Capping: The comparative response of uncapped (filled bar) and capped (striped bar) for the (c) “peel” and (d) “stretch” directions.

polymorphs record virtually identical mean peak forces when

subjected to “stretch”, in spite of the fact that they contain

different numbers of hydrogen bonds (Figure 3b). Moreover, a

systematic simulation study of the relationship between thermo-

dynamic stability and the symmetry class of fibrils has shown

that in (non-Q/N)-rich sequences, the antiparallel fibrils tend to

be more energetically stable than their parallel counterparts

[28], which would suggest that the Class6-AP polymorph

should exhibit the most resilience to stretching forces. However,

prior to SMD, the Class1-P, Class2-P, and Class6-AP struc-

tures consist of 34%, 41% and 12% random coil conformations,

respectively (Figure 3a), indicating that defects are present in all

fibril models. These defects can dominate the mechanical

response of the fibrils in a particular pulling direction by

providing weak points that are liable to fracture, as we have

previously described [23].

Mechanical response of 16 × 2 fibril models
Having demonstrated that pulling along the long axis of the

fibril by the stretch deformation mode is sensitive to the pres-

ence of structural defects within the fibrils, we then examined

how the peak force changes when the fibril doubles in length

from eight peptides in each of the stacked β-sheets (8 × 2

peptide arrangement) to 16 (16 × 2 fibril model), since there is a

greater probability that structural defects will be present in

longer fibrils. The influence of fibril length on mechanical prop-

erties has already been demonstrated by using a normal mode

analysis in conjunction with a coarse-grained elastic-network

model based on SNNFGAILSS fibrils [29], which showed that

the bending rigidity increases up to a critical length; however, it

is not possible to assess the importance of defects within such a

coarse-grained model. For direct comparison between the

different fibril lengths, the mean peak force during SMD was

normalised to the number of interfaces probed. Figure 6b shows

that all three fibril models register an increase in the mean peak

force per interface upon elongation. This indicates that the

increase in the total number of hydrogen bonds between the

fixed and pulled ends of the fibrils results in higher peak forces

being required to induce mechanical failure. This implies that

there is a degree of cooperativity in the resilience of these short

fibres, which arises from the increased length of the hydrogen-

bonding network along the long axis of the model fibrils. How-

ever, the relative gains in the mechanical resistance appear to be

unique to each polymorphic model. Doubling the length for

Class1-P and Class6-AP models leads to an increase in the

mean peak force per interface of 35% and 46%, respectively,

whilst for Class2-P the increase is marginal at 9%. The ranking

of peak force per interface amongst the polymorphs is reflected
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Figure 7: Molecular configurations sampled from the “peel” SMD trajectory for the (a) 8 × 2 and (b) 16 × 2 fibril models of the class1-P polymorph.
The carbon-α atoms in the peptides coloured green are pulled while carbon-α atoms in peptides shown in blue are fixed. In contrast to the 8 × 2 fibrils,
the response of the 16 × 2 fibrils leads to an exposure of only a small fraction of the hydrophobic surface.

in the total number of backbone and side-chain hydrogen bonds

present in each model (Figure 3d).

We also investigated the dependence of the mechanical

response to the “peel” deformation, which interrogates the

strength of the hydrophobic interface between the pair of

stacked β-sheets along the long axis of the fibril (Figure 6a). In

contrast to the shorter (8 × 2) aggregates, applying peel SMD to

the 16 × 2 fibrils results in a fragmentation of only a small frac-

tion of the hydrophobic surface (Figure 7). Consequently it was

not possible to relate the peak force measured to the thermody-

namic stability of the hydrophobic interface, because it is not

completely disrupted during the deformation. We conclude that

to understand the mechanical robustness of fibrils, it is neces-

sary to have information about the structure of the fragments

that result, as well as the structure of the unperturbed fibrils

themselves.

Mechanical modulation of 16 × 2 fibril models
by N- and C-terminal capping
We also explored how the mechanical properties of the poly-

morphs are affected by the addition of terminal capping groups

at both ends of each peptide strand (N-terminal acetylation and

C-terminal amidation), which neutralises the charged groups

at both ends of the peptide monomers. The mean peak forces for

fibrils of length 16 × 2 were compared for capped and

uncapped models using the “peel” and “stretch” SMD modes

(Figure 6c and Figure 6d). In the ”peel” pulling geometry,

which gives rise to an incomplete separation of the hydro-

phobic interfaces for these longer fibrils, the fragmentation

mechanisms between capped and uncapped models are distinct,

as shown in Figure 8. Figure 8 shows a comparison of the evol-

ution of the distances between peptide pairs on opposite

β-sheets for the class1-P model during each set of repeat peel

SMD simulations. The resistance mechanism for the charged-

termini models shows that the separation of the peptide pairs

occurs gradually, i.e., the fibrils have ductile characteristics. In

stark contrast, the capped models undergo significant displace-

ments over a very short period of time; consequently, they are

more brittle than the capped counterparts. We hypothesise that

this is due to the modification of the electrostatics by the addi-

tion of capping groups. In the capped case, these fibrils break

suddenly because the interactions stabilising the fibrils

(hydrogen bonding and hydrophobic forces) are short-ranged in

comparison to the long-range electrostatic interactions within

the uncapped fibrils. This highlights how a relatively simple

modification at the terminus end can have a significant impact

on the mechanical character of amyloid fibrils formed from

short peptide sequences.

The response of the capped and uncapped fibrils to SMD by the

“stretch” SMD pulling mode was determined by both the
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Figure 8: Plots showing the displacement between peptide pairs on opposite β-sheets during the “peel” SMD for the Class1-P polymorph model. The
free (left) and capped terminal (right) models are each compared from four independent simulations. The colour scale is the centre-of-mass distance
between pairs in angstroms (Å), the x-axis is the pair number (total of 16), and the y-axis is time in picoseconds.

number and the nature of the defects present in the fibril

models. Although both the Class1-P and Class2-P polymorphs

show an increase in the number of hydrogen bonds when the

termini are capped, the number of ordered β-sheet secondary

structures is reduced, indicating an increased number of defects

within the aggregates. Consequently, the mean peak force per

interface required to break the fibrils is reduced or remains the

same when the termini are capped. The behaviour of the Class6-

AP polymorph, which shows a large reduction in the mean peak

force for the capped fibrils, provides a particularly striking

example of how the response of fibrils to an applied force can

be dominated by the molecular details of the defects present.

Figure 9 shows the starting configuration for the SMD simula-

tions for the capped fibril model. This polymorph developed a
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substantial crack defect in the one of the paired β-sheets prior to

SMD, which substantially reduced the ability of this fibril

model to resist “stretch” relative to its uncapped counterpart.

Figure 9: Molecular conformation of the capped Class6-AP fibril prior
to SMD simulation. The misaligned peptide strands on the purple
β-sheet, highlighted in grey, are significantly splayed and have
reduced interpeptide hydrogen bonding. This structural defect site is
the first point of failure leading to the reduced peak force for this fibril
model.

Conclusion
We have performed a series of SMD simulations to mechanic-

ally probe three polymorphs of fibrils formed from the SNNF-

GAILSS peptide sequence. The results collectively demon-

strate how the mechanical response of fibrils is directly related

to the peptide packing arrangements and the number and nature

of the defects present within the models. The small model

fibrils investigated in this study are rich in structural defects,

because they lack the stabilisation from crystal packing within a

larger aggregate. Consequently, we have been able to charac-

terise how the nature and presence of such defects influences

their mechanical response. However, this precludes the investi-

gation of effects such as crack propagation on the material prop-

erties of the model fibrils, because these occur over longer

length scales. Our simulations suggest a hierarchy of factors

that govern the mechanical resilience of fibrils subjected to

stretching forces, which we list below in order of importance:

(1) If defects are present that are sufficiently severe that there is

an absence of hydrogen-bonding interactions between one

β-strand and the next within one of the paired β-sheets (e.g., the

capped Class6-AP polymorph), then this defect will act as a

weak point when a fibril is subjected to the “stretch” deforma-

tion, and it will rupture at lower forces than an equivalent fibril

in which this defect is absent. This is illustrated by the behav-

iour of the capped Class6-AP polymorph, which disassociates at

anomalously low forces given the number of hydrogen bonds it

contains due to the presence of a crack defect in one of the

paired β-sheets (as shown in Figure 9).

(2) If the fibril models contain disordered regions that have

reduced hydrogen bonding interactions within a given β-sheet,

but which nevertheless maintain a degree of interaction with

consecutive monomers, then the fibril will be weaker when

subjected to “stretch” than one with a perfectly ordered β-sheet

structure. This is illustrated by the behaviour of all polymorphs

subjected to the stretch deformation.

(3) If the fibrils contain a high degree of order at the interface

being interrogated, and if the pulling mode applied results in a

substantial separation of this interface, then the peak force

required to cause mechanical failure of the fibril will be correl-

ated with the interfacial energy. This is illustrated by the behav-

iour of the 8 × 2 polymorphs subjected to the “peel” deforma-

tion. We hypothesise that only for polymorphs containing a

very high degree of ordered β-sheet secondary structure would

the response of the fibrils to “stretch” be determined by the

difference in hydrogen bonding between idealised parallel and

antiparallel β-sheets.

Our simulations of amyloid polymorphs illustrate the general

principles that must be considered when evaluating and

comparing the mechanical properties of amyloid fibrils

containing structural defects. While fibrils formed from an

11-residue fragment of transthyretin, full length and α-chain

insulin fibrils and an 84-residue SH3 domain have been

reported that contain extremely high degrees of structural order,

with defects present in approximately one molecule in every

1000 along the fibril axis [30], experiments which have probed

the mechanical properties of α-synuclein and full-length trans-

thyretin under high-pressure conditions have shown that their

robustness is indeed dominated by the presence of defects

within the hydrophobic core [31]. From our understanding of

the crystallisation of inorganic substances, such as minerals and

ceramics, it is known that the number of defects will depend

critically upon how these crystals were grown, including factors

such as the rate of growth, the presence of surfaces or impur-

ities, and whether the solution was agitated. If amyloid fibres

with bespoke mechanical properties are to be used in nanotech-

nology, it will be necessary to assess the reproducibility of the

experimental conditions used to produce the fibrils carefully,

because small changes in the manufacturing could potentially

alter the polymorphic form or the number density of defects

present, and substantially affect mechanical robustness.
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Moreover, recent combined experimental and simulation studies

of pore formation in membranes (which is implicated in

amyloid toxicity) by oligomeric aggregates of Aβ9–42 have

shown that the stress associated with tightly bending the fibrils

to form a cylindrical channel induces large defects in previ-

ously homogeneous fibrils [32,33]. Consequently, the

propensity of amyloid fibrils to form defects may also play a

role in their cytotoxicity.

Experimental
Construction of polymorph models
The models of the parallel and antiparallel (Class1-P & Class6-

AP) fibril structures were built from coordinate files deter-

mined from ssNMR [24]. The coordinate files initially consisted

of a pair of β-sheets, each of which was composed of two

peptides of the SNNFGAILSS sequence (2 × 2 models). These

coordinates were used as templates from which longer fibrils

were constructed. The Nucleic Acid Builder (NAB) software

package [34] was used to make translated copies of the 2 × 2

model, which were then subsequently joined into single struc-

tures in the LEAP module of the Amber9 package [35]. The

elongated copies maintained the intersheet and interpeptide sep-

aration distances found in the original ssNMR coordinates. The

LEAP module also allowed for the automatic addition of

hydrogen atoms (which are not resolved by ssNMR). Two

fibrils sizes were constructed for each polymorph; namely a pair

of β-sheets each containing eight peptides (8 × 2 model) and a

pair of β-sheets each containing 16 peptides (16 × 2 model).

Two versions of the 16 × 2 sized models were built with the

terminal ends either free (zwitterionic form) or capped

(N-terminal acetylation and C-terminal amidation). A third

SNNFGAILSS model in the Class2-P symmetry configuration

was also rationally designed with similar steps used to make

length and capping modifications.

Molecular dynamics simulations
Molecular dynamics simulations were run using AMBER9 [35]

and NAMD2.7b1 [36] simulation packages, with the all atom

AMBER99SB [37] and the CHARMM22/CMAP [38] force

fields used, respectively. All models were explicitly solvated in

a periodic water-box of TIP3 molecules [39] with periodic

boundary conditions applied in all three directions. As the

peptide sequence carried no net charge, neutralisation with

counter-ions was not necessary. Long-range electrostatic inter-

actions were calculated using the particle mesh Ewald (PME)

method with a 9 Å cut-off. The models were then subjected to

careful multistage equilibration with positional restraints on the

solute allowing for gentle heating of each system from an initial

temperature of 100 K to a target 300 K prior to MD. All bonds

to hydrogen were constrained using the SHAKE algorithm

allowing a 2 fs time step to be used during MD. Restraints on

the hydrogen-bond distance of the interstrand backbone were

then temporarily imposed for 1 ns prior to MD. All MD was run

at constant temperature of 300 K using a Berendsen thermostat

and constant pressure of 1 atm. The root mean square deviation

(RMSD) of backbone carbon-α atoms was used to monitor

convergence of the MD simulations. This was achieved within

20 and 40 ns for the 8 × 2 and 16 × 2 models, respectively.

Steered molecular dynamics simulation
The details of the SMD protocol used are identical to those we

have described elsewhere [23]; only a summary is presented

here. The final configurations of the fibril models at the end of

the MD were used as the starting points for SMD simulations to

characterize the mechanical properties of the polymorphs. Prior

to the start of SMD, each model was resolvated in a larger peri-

odic water box in order to allow extension under force without

self-interactions. The NAMD2.7b1 [36] package and

Charmm22-cmap force field [38] was used to perform the simu-

lations. The fragmentation methodology schematically shown in

Figure 2 was then applied to the fibril models, with each

deformation type repeated four times. The fixed/pulled atom

selections only apply to carbon-α atoms in the affected peptides,

with all other atom types free to move. The simulations were

carried out at constant temperature (300 K) and constant pres-

sure (1 atm). Randomised starting velocities according to the

Maxwell-Boltzmann distribution in each repeat simulation were

used to ensure that the trajectories sampled different areas of

phase space. The SMD simulations all used a spring constant of

500 pN/Å with a constant pulling velocity of 0.01 Å/ps unless

otherwise stated. The duration of the SMD simulations were

4 ns for “stretch”, “slide” and “shear” geometries, and 2 ns for

the “peel” mode. The capped models required the use of

different simulation parameters for error-free completion in the

time step and pulling velocity (0.5 fs and 0.04 Å/ps). Thus for

cross comparability, a new set of “peel” and “stretch” simula-

tions were also run for the uncapped models with these new

SMD parameters.

Analysis methods and calculations
Secondary structure content, hydrogen bond and thermody-

namic analysis of the production-phase MD simulations was

performed on snapshots sampled every 1 ps from the final 10 ns

of the converged trajectory. Secondary structure content was

calculated with the DSSP method [40] through the PTRAJ

module of AMBER 9 package [35]. The HBONDS utility in

VMD [41] was used to analyse the occupancies of the back-

bone and side-chain interstrand hydrogen bonds. The

MM-PBSA methodology as implemented in AMBER11 [35]

was used to calculate the binding free energy of the intersheet

interface and also the enthalpy of the fibril complex devoid of

solvent molecules.
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Abstract
Metal–insulator–metal (MIM) structures based on titanium dioxide have demonstrated reversible and non-volatile resistance-

switching behavior and have been identified with the concept of the memristor. Microphysical studies suggest that the development

of sub-oxide phases in the material drives the resistance changes. The creation of these phases, however, has a number of negative

effects such as requiring an elevated voltage, increasing the device-to-device variability, damaging the electrodes due to oxygen

evolution, and ultimately limiting the device lifetime. In this work we show that the deliberate inclusion of a sub-oxide layer in the

MIM structure maintains the favorable switching properties of the device, while eliminating many of the negative effects. Elec-

trical and microphysical characterization of the resulting structures was performed, utilizing X-ray and electron spectroscopy and

microscopy. In contrast to structures which are not engineered with a sub-oxide layer, we observed dramatically reduced micro-

physical changes after electrical operation.

467

Introduction
A memristor is a passive electronic element that displays a

pinched hysteresis loop in its current–voltage characteristic,

including the resistance switching that is seen in metal–insu-

lator–metal (MIM) devices, often called resistive random access

memory (RRAM or ReRAM). The memristor concept was

developed by Chua [1,2], and much later associated with the
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behaviors seen in a range of nanoscale devices [3,4]. In turn, the

research effort to understand and develop oxide-based resis-

tance switching devices for non-volatile memory applications

has an even longer history [5-15] and remains active today. An

important topic that has remained a challenge is understanding

the microphysical changes [16,17] during electrical operation

(forming and switching). Fortunately, physical characterization

efforts with the required spatial resolution and material sensi-

tivity are beginning to shed light on the material changes that

take place in material systems such as the titanates, NiO, and

HfO2 [18-24].

Recently, physical characterization of Pt/TiO2/Pt unipolar [25]

and bipolar [26] resistance-switching devices by TEM and

X-ray absorption revealed that the switching involves the

creation of localized channels of Ti4O7 within the matrix ma-

terial. The Ti4O7 channel, which can be considered an ordered

array of oxygen vacancies in a TiO2 rutile phase, is a thermody-

namically stable and metallic (at room temperature) Magnéli

phase. In the unipolar switching mode [25], this conductive

channel is created and destroyed during ON and OFF switching,

respectively, and spans the device structure between the top and

bottom electrodes. In bipolar devices [26], this conductive

phase is developed during the electroforming step [27,28] and

ON and OFF switching does not appear to substantially modify

this phase, but instead seems to modulate a thinner insulating

barrier between the channel and a metal contact [29,30]. Indeed,

the generation of the Ti4O7 Magnéli phase from TiO2 can

require significant power dissipation, lead to material damage to

the device as oxygen gas evolves, and, in the case of bipolar

devices, require an initial irreversible “electroforming” step to

enable the subsequent reversible resistance switching to be

possible. This electroforming step requires a large voltage and

leads to variance from device to device. In addition, the high

probability of electroforming failure results in a low switchable

device yield [27]. Thus, it has been highly desirable from a

technological standpoint to eliminate this step. Scientifically, it

is also interesting to learn whether the formation of both a sub-

oxide and an ordered phase, as seen in the Magnéli phase obser-

vations, are necessary preconditions to allow resistance

switching in the titanium oxide system. The above studies point

strongly to the benefits of deliberate oxide-layer engineering in

order to fabricate devices that are able to switch reversibly

without the need to form a conductive phase through the bulk

first. Earlier studies [27] by our team indeed demonstrated that

using a switching layer which includes a highly non-stoichio-

metric TiO2−x film in addition to a thin stoichiometric TiO2

layer can eliminate the need for an electroforming step while

maintaining device performance. In the present work, we

investigate the detailed material changes involved in such struc-

tures with X-ray spectromicroscopy and transmission electron

microscopy (TEM), both techniques previously employed in

observing the formation of a bulk conducting (Magnéli) phase.

These techniques are applied to both the standard (electro-

formed) and non-stoichiometric (forming-free) devices in order

to compare the material changes in each of them.

Sample preparation and resistance
switching
MIM crossbar devices were fabricated on a silicon/silicon-

nitride substrate. In some areas, the underlying Si was etched to

form free-standing membranes allowing transmission charac-

terization by X-ray absorption spectromicroscopy and electron

microscopy. The bottom and top electrodes consisted of

Cr(5 nm)/Pt(15 nm) and Pt(30 nm), respectively, patterned

perpendicular to each other by photolithography. In between

these electrodes, a blanket switching layer was deposited with

two different compositions. For standard devices, an amor-

phous single layer TiO2 (30 nm) was sputter-deposited from a

titania source. For electroforming-free devices (described

below), a bilayer was used consisting of TiO2−x (30 nm) and

TiO2 (5 nm), where the thicker oxygen deficient layer was

sputter deposited from a Ti4O7 Magnéli phase target and the

thinner stoichiometric layer was again deposited from a stoi-

chiometric titania target. Device junction areas studied included

1.5 × 1.5 μm2 and 3 × 3 μm2. The device area is defined by the

overlap of the bottom and top electrode. X-ray diffraction

(XRD) and selected area electron diffraction (SAED) showed

that the stoichiometric TiO2 film is predominantly amorphous

with some small (<10 nm) anatase grains, while the bilayer film

is amorphous with no observed structural ordering.

Electrical measurements of both types of devices are shown in

Figure 1. Both showed reversible bipolar resistance switching.

The standard device required an initial electroforming step

which creates a channel of reduced titanium oxide [26],

increasing the conductivity and allowing subsequent bipolar

resistance switching to take place. As shown in Figure 1a, the

initial high-resistance state (“Virgin”) can never be attained and

thus the electroforming step is irreversible. In contrast, the

bilayer device, Figure 1b, did not require such an electro-

forming step and subsequent bipolar resistance switching

showed that the initial conductive state of the device (“Virgin”)

is nearly equivalent to the subsequent OFF state. Thus, this

bilayer device has three distinct properties: 1) Elimination of

the higher power electroforming step, 2) the first ON switching

is identical to subsequent ON switching steps, and 3) the initial

Virgin state is nearly equivalent to the subsequent OFF state,

thus showing that the initial state of the device can be regained,

even after going to the high conductance state (ON). These

three properties can be used to define a so called “forming-free”

device.



Beilstein J. Nanotechnol. 2013, 4, 467–473.

469

Figure 1: (a) Device schematics from side and top views for the electroformed (left panel) and forming-free (center panel) structures. A top view (right
panel) shows the free-standing membrane allowing X-ray transmission measurements. Electrical characterization of (b) normal Pt/TiO2/Pt and (c)
double layer Pt/TiO2−x/TiO2 device, showing the Virgin, OFF (high resistance), and ON (low resistance) states. The normal device exhibits an irre-
versible forming step, while the double layer structure is able to regain the Virgin state when turned OFF.

Results and Discussion
Device characterization by X-ray spectromi-
croscopy
To probe any switching-induced material changes in the

devices, characterization was performed using scanning trans-

mission X-ray microscopy (STXM) at the Advanced Light

Source in the Lawrence Berkeley National Laboratory. STXM

allows spatially-resolved X-ray absorption spectroscopy (XAS)

to be performed on a sample and is well-suited for chemical and

structural characterization of the thin oxide layer within a

memristor device in a non-destructive manner. High-brightness,

monochromatic X-rays from a bending magnet are focused

using a zone plate lens to approximately 35 nm diameter, with

energy resolution of better than 100 meV [31]. In our study, the

X-ray energy was swept through the Ti L-edge and for each

energy point, the X-ray focus was spatially scanned to acquire

an image of the device junction area. Localized spectra were

extracted by processing this dataset and integrating pixels

within separate regions of the device and thereby deriving the

XAS intensity versus energy. This technique has been used for

previous studies of the single layer TiO2 memristor devices and

can identify the presence of spatially-localized channels of

oxygen vacancy rich Ti–O phases through analysis of the near-

edge X-ray absorption fine structure (NEXAFS) [26].

After electrical operation of the memristor devices, STXM

measurements were made. Figure 2 compares post-switching

X-ray absorption images of a normal electroformed device and

a forming-free bilayer device. All images were taken at X-ray

energies within the Ti L2,3 absorption edge (455–475 eV) which

is sensitive to chemical and structural changes [32-34] of the

titanium. An additional advantage is that by tuning to a

Ti-absorption resonance, contributions from the electrodes (Pt)

and other non-Ti elements in the stack are eliminated. In the

images of Figure 2, regions with higher absorption are shown

with darker contrast, and background absorbing materials such
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Figure 3: X-ray absorption spectroscopy within the junction region of an electroformed and forming-free device. The Ti L3 absorption edge is shown,
which is sensitive to chemical composition and structure state. (a) The “Virgin” NEXAFS spectrum (green curve) was derived from a neighboring,
simultaneously grown device which was not electrically biased, while the “switched” spectrum (blue curve) came from within the materially altered
nanoscale region in the electroformed device of Figure 2 with a size of roughly 200 nm × 200 nm. (b) Both “Virgin” and “switched” spectra (green and
blue curves, respectively) were derived from the junction region in the forming-free device of Figure 2, before and after the application of electrical
bias, respectively.

Figure 2: Comparison of scanning transmission X-ray micrographs for
electroformed and forming-free devices. Contrast was derived from
spatially-resolved X-ray absorption using incident monochromatic
X-rays at the indicated energy which is before (456.4/456.5 eV) and
within (465.2 eV) the main Ti L3 edge. For the electroformed device,
(a) and (c), a strong contrast was observed within the junction which
reversed at the different X-ray energies, and corresponds to the forma-
tion of a sub-oxide phase. No such contrast was observed within the
junction of the forming-free devices, (b) and (d). More detailed X-ray
absorption spectroscopy for these junction regions are shown below in
Figure 3.

as the Pt electrodes with a higher elemental mass than the

switching layer show up prominently. Nonetheless, in both

images of the electroformed device (Figure 2a and Figure 2c),

additional contrast was observed within the junction. This

contrast is indicative of significant material changes within the

device. The forming-free bilayer device, on the other hand,

showed no spatial contrast anywhere within or near the device

junction. In total, three forming-free devices were studied in

STXM after resistance switching and no spatial features indi-

cating material changes were observed.

X-ray absorption spectroscopy was also performed for both

types of devices. In this work the NEXAFS of the Ti L2,3 edges

of the film were integrated within the junction area. Figure 3

shows the spectra for electroformed (a) and forming-free (b)

devices, in both cases comparing the Virgin material state to

that after electrical switching. Within an electroformed device

(Figure 3a) dramatic material changes were observed even

when only comparing the switched and Virgin state qualita-

tively. The spectrum of the Virgin state showed four main peaks

which are the L3 and L2 absorption peaks, each crystal field

split into doublets (457–462 eV and 462–468 eV). The Virgin

state spectrum is consistent with an amorphous state of the TiO2

[26,35]. In contrast, within the switched device, a NEXAFS

spectrum was observed with a reduced crystal field splitting as

well as a prominent lower energy absorption at 456 eV,

assigned to the Ti3+ valence state. The NEXAFS therefore indi-

cates a mixed-valence composition including both Ti3+ and

Ti4+, and matches well the spectrum observed in reduced tita-

nium oxide layers [36-38]. It is additionally worth noting that

the spectrum observed in the ON and OFF state of the device

was similar [26], suggesting that the material changes occurred

during electroforming rather than during switching and that any

material differences between the ON and OFF states were unde-

tectable with this technique.
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For the forming-free device containing a TiO2−x layer, the non-

stoichiometry is qualitatively evident in the NEXAFS of the

material grown, seen in the Virgin state (Figure 3b, green

curve). Compared to the as-grown stoichiometric TiO2 layer

(Figure 3a, green curve), this spectrum exhibits more merged

and less prominent crystal field split doublets (457–462 eV and

462–468 eV). While not as distinct as the heavily reduced phase

found in the electroformed layer (Figure 3a, blue curve), the

trend is the same, showing that indeed the as-grown film for

forming-free devices contains a substantial concentration of

reduced valence titanium atoms and therefore oxygen vacan-

cies.

Between the Virgin and switched states of the forming-free

device, presented in Figure 3b, no large qualitative differences

in the NEXAFS spectrum are observed. However, a very slight

sharpening and increased absorption is seen in the spectrum

after switching, which is likely caused by Joule heating from

the applied current, which serves to anneal the film during oper-

ation [29,35] and to reduce disorder. The overall lack of ma-

terial changes in the forming-free compared to the electro-

formed devices shows a progress in reducing the device damage

during operation and can thus improve the technological

promise of memristors. However, the presence of conductive

channels less than 50 nm in areal diameter is not ruled out in

this X-ray study, as spectroscopy of such small channels is at

the limit of the present technique, and would require higher

resolution electron-based measurements.

Device characterization by TEM
TEM characterization was performed using a JEM 2100F

microscope. A customized single-tilt sample-holder tip was

designed to accommodate the silicon/silicon-nitride substrates

with the memristor device. The electron microscope was used to

obtain selected area electron diffraction (SAED) patterns as

well as for transmission and scanning-transmission imaging

from bright-field and high-angle annular dark-field (HAADF)

detection. Figure 4a shows a low-magnification TEM image of

the post-switched forming-free device. A careful analysis of the

junction region in the ON state indicates no clear evidence of

local modifications as a result of the switching process. This

fact was also suggested from a comparison among different

images obtained from devices in ON, OFF and ‘Virgin’ states.

Additionally, Figure 4b shows SAED patterns obtained through

the regions indicated as #1 and #2 in Figure 4a. The diffraction

patterns are dominated by the metallic elements and indicate

polycrystalline material. The SAED pattern from region #1 (Pt/

TiO2−x/TiO2/Pt) is dominated by the Pt electrodes. Region #2

(TiO2−x/TiO2 on silicon nitride) evidences only diffuse rings

indicating predominantly amorphous material. Using different

selecting apertures, other areas within the junction region were

analyzed with equivalent results. Hence, these results indicate

that the titanium oxide phases are amorphous, with no observa-

tion of structural or physical modifications in the junction origi-

nating from the switching process.

Figure 4: (a) Low-magnification TEM image of the junction region from
a forming-free device in the ON state. (b) SAED patterns obtained in
the two regions indicated in (a).

Scanning transmission electron microscopy (STEM) was also

used to explore the forming-free device from a structural and

morphological standpoint. Figure 5 depicts STEM images

obtained from bright-field (BF) detection. BF imaging was

utilized rather than HAADF detection due to the latter having

an image contrast mainly dominated by the local atomic mass.

In addition, the BF imaging has a major electron-phase contri-

bution and channeling effect, which are more appropriate for

probing the switching process. Nonetheless, no evidence of a

switching effect was observed from a careful analysis along the

junction. However, BF image analysis indicated that the Pt

grains from the top electrode are larger than those of the bottom
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Figure 5: Bright-field STEM images obtained within different regions of the forming-free device: (a) top electrode, (b) bottom electrode, and
(c) junction.

electrode, as seen in Figure 5a and Figure 5b. These grain size

distributions were observed to be uniform within the junction,

roughly 20 μm away at the Si3N4 window edge, and over the Si

substrate outside of the window (as checked by scanning elec-

tron microscopy). This strongly suggests that the grain growth

was initiated by self-heating in the thin film electrode itself.

Conclusion
We have seen that it is possible to reduce and nearly eliminate

many of the damaging effects which had been observed in tita-

nium oxide based resistance switching devices [24-27] by engi-

neering devices with an oxygen deficient layer which can serve

as a vacancy reservoir. It was shown that, electrically, such a

structure removed the need for a high voltage electroforming

step and the as-fabricated device resistance closely matched the

later attained OFF state. In addition, using several physical

characterization methods with chemical and structural sensi-

tivity and nanoscale spatial resolution, we saw that the cycling

of the device did not bring about observable material changes.

Thus, any such changes must be more subtle. One limitation of

both techniques employed here is the lack of sensitivity in the

direction perpendicular to the sample plane as these methods

integrate through the entire layer stack in a transmission geom-

etry. Thus, it is worthy of future study to explore the materials

modifications in the perpendicular direction. Additionally,

while the work presented here has shown the material state

before and after electrical switching and the forming is

performed ex-situ, in-situ studies, particularly with TEM, may

be the best method to further probe and discover any minute

material changes in a manner that can be directly correlated

with the resistance switching in real time.
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