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Molecular materials are promising candidates for the expres-

sion of quantum properties, mainly due to the inherent monodis-

persity of their building blocks and the unique possibility to

tailor the local environments of (natural) atoms.

Both artificial as well as natural atoms have been proposed as

quantum objects in the realisation of quantum information

schemes. As a result of their confinement, electrons in both

natural atoms and in quantum dots, so-called artificial atoms,

are characterized by the formation of discrete energy levels.

Similarly, in the case of a Josephson junction, Cooper pairs are

confined in the potential well of the Josephson coupling energy

leading to a discrete distribution of energy levels. Hence, the

junction can be considered as a superconducting artificial atom.

With regard to magnetism, single spins of impurities in semi-

conductors as well as molecular nanomagnets have been

proposed as solid-state candidates for quantum bits (qubits).

The used quantum correlations (e.g., entanglement, coherence)

are usually observed only on the nanometer scale and have long

been recognized as an information resource for quantum com-

munication and processing. In particular, there is a consider-

able motivation to produce quantum computers, and a great deal

of interest from scientists working in materials science, chem-

istry, physics, and nanofabrication technologies has been

attracted. For example, the company D-wave has demonstrated

a quantum annealer that performs certain calculations suffi-

ciently rapidly to have a consortium, which involves Google

and NASA, investing staggering sums of money in one such

device [1].

The main advantage of the use of the molecular approach here

is that molecules are quantum objects that can be produced by

synthetic tools in a large number of atomically precise copies –

a requirement for the scalable exploitation of the quantum prop-

erties. Devices based on single, or small numbers of, molecules,

could speed up information treatment or allow for processing

schemes that have not been possible to date. In a series of recent

publications, it could be shown that magnetic molecules, in par-

ticular lanthanide complexes can be considered to be spin-

qubits [2] or spin qugates [3]. Moreover, it was shown that

molecule-based nuclear spins are extremely well insulated from

environmental perturbations, rendering them less prone to deco-

herence. By means of synthetic engineering the central fine-

tuning of the delicate trade-off between decoupling of the

quantum object for low decoherence and connecting it for the

electrical read-out could be achieved [2].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Quantum computing, the manipulation of data encoded in

qubits instead of bits of information such as spin states of elec-

trons or of an atomic nucleus, has been a long standing goal of

scientists. In principle, if the qubits can maintain their coher-

ence, without being perturbed by the noise of the surrounding

environments (e.g., neighbouring atoms), quantum computers

could be powered to find the best solutions far more quickly

than current conventional computers. In some of the proposed

device materials, quantum information is carried by the spin and

the orbital degree of freedom of the electron. The challenge

consists in circumventing the strong coupling of the latter one

with the environment in order to achieve the needed long coher-

ence times to carry out quantum operations.

In this context, molecular quantum materials offer the addi-

tional advantage that the active quantum processing elements

comprise an atomic core of one to a few open-spin ions

surrounded by a shell of organic material. At low temperatures,

the behavior of such molecular spin objects can be well

described by simple few-level systems. Moreover, their spin

degree of freedom can be sufficiently decoupled from environ-

mental perturbations to attain long coherence times, thus

making them the ideal candidates for the implementation of

qubits. The organic shell can be used to fine-tune the coupling

between molecular qubits as required by scalability for logical

quantum gate operations.

We have gathered in the Thematic Series contributions dealing

with the magnetic properties of molecules, partially under use

of lanthanide metal ions und their coordination under surface

confinement. By the same token, the needed surface attachment

and positioning of molecular materials by self-assembly tech-

niques is addressed – an important prerequisite for the elec-

trical addressing of molecules by lateral graphene electrodes or

vertical scanning tunnelling microscopy set-ups or e-beam lith-

ographed gold or Prussian blue nano-arrays. Complementary,

quantum chemical calculations have addressed lanthanide

complexes and metal-organic frameworks.

This Thematic Series is part of a subsession of the same title,

which took place at the E-MRS spring meeting in May 2014 in

Lille, France. I would like to kindly thank Prof. G. Aromi

(Barcelona) and Prof. A. Bousseksou (Toulouse) for co-chairing

this event.

Mario Ruben

Karlsruhe, June 2015
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Abstract
The geometric and electronic structure of the MIL-47(V) metal-organic framework (MOF) is investigated by using ab initio density

functional theory (DFT) calculations. Special focus is placed on the relation between the spin configuration and the properties of the

MOF. The ground state is found to be antiferromagnetic, with an equilibrium volume of 1554.70 Å3. The transition pressure of the

pressure-induced large-pore-to-narrow-pore phase transition is calculated to be 82 MPa and 124 MPa for systems with ferromag-

netic and antiferromagnetic chains, respectively. For a mixed system, the transition pressure is found to be a weighted average of

the ferromagnetic and antiferromagnetic transition pressures. Mapping DFT energies onto a simple-spin Hamiltonian shows both

the intra- and inter-chain coupling to be antiferromagnetic, with the latter coupling constant being two orders of magnitude smaller

than the former, suggesting the MIL-47(V) to present quasi-1D behavior. The electronic structure of the different spin configura-

tions is investigated and it shows that the band gap position varies strongly with the spin configuration. The valence and conduc-

tion bands show a clear V d-character. In addition, these bands are flat in directions orthogonal to VO6 chains, while showing

dispersion along the the direction of the VO6 chains, similar as for other quasi-1D materials.

1738

Introduction
Metal-organic frameworks (MOFs) present a class of materials

located at the conceptual interface between molecules and

solids. They consist of inorganic metal or metal-oxide clusters

(i.e., nodes) connected through organic molecules (i.e., linkers),

giving rise to porous, highly tunable frameworks. Their porous

nature, with internal surface areas of 1000 m2g−1 or more, and

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:Danny.Vanpoucke@Ugent.be
http://dx.doi.org/10.3762%2Fbjnano.5.184


Beilstein J. Nanotechnol. 2014, 5, 1738–1748.

1739

chemical tunability, through the choice of nodes and linkers,

makes them versatile materials that are receiving an exponen-

tially growing interest with a special focus on industrial, chemi-

cally oriented processes, such as catalysis, sensing, gas separa-

tion and gas storage [1-22].

In addition to providing large internal surface areas, the frame-

work topology also allows to organize metal sites in a well-

defined, ordered fashion, creating zero-, one- and two-dimen-

sional metal(-oxide) structures. Such structures provide interest-

ing systems to observe and study exotic and low-dimensional

physics [23-37]. Transition-metal oxides, on the other hand,

have proven to be a rich source of multiferroic materials [38-

41]. Such materials, which combine at least two magnetic and/

or electronic ordering phenomena, are of great interest for tech-

nological applications. MOFs containing transition-metal oxides

as nodes are therefore expected to show physically interesting

behavior. For example Canepa et al. [36] investigated the MOF-

74 frameworks with Fe, Ni and Co at their metal centers, and

found quasi-1D ferromagnetic behavior with quenched anti-

ferromagnetic inter-chain interactions. Stroppa et al. [40] and

Wang et al. [41] investigated Cu-based MOFs with an ABX3

perovskite architecture and found these to exhibit quasi-1D

multiferroic behavior. In both cases, Jahn–Teller distortions of

the Cu-ion environment were shown to play a crucial role in the

1D nature of the magnetic behavior. Chen et al. [37] reported on

the observation of spin canting in a 2D Mn-based MOF with a

transition temperature of 40 K and Sibille et al. [42] investi-

gated the magnetism of the  MOF. In

each of these cases, a fundamental understanding of the elec-

tronic and magnetic properties was obtained by means of high-

quality ab initio methods.

In this work, we present an ab initio investigation of the

MIL-47(V) MOF [1] (cf. Figure 1a). The were three reasons to

chose this particular MOF: (1) The topology of MIL-47(V)

provides access to 1D metal-oxide chains. (2) The V version

provides one unpaired electron per metal site, which is of

interest for magnetic properties. (3) MIL-47 belongs to the

family of so-called breathing MOFs [4,11,43-49], leading to

interesting opportunities with regard to sensing applications. In

this family, MIL-47(V) has a somewhat special status, because,

unlike most breathing MOFs MIL-47(VIV) does not show

breathing under thermal stimuli or after the adsorption of gases

or liquids [5,44,50], but only under significant mechanical pres-

sure [45]. In contrast, MIL-47(VIII), also referred to as MIL-

53(V), shows breathing behavior induced by temperature or by

gas adsorption [44]. For the MIL-53(V) MOF, the presence of

small amounts of VIV has a detrimental effect on its flexibility,

which indicates that the metal center plays an important role

[44].

Figure 1: (a) Ball-and-stick representation of the MIL-47(V) MOF.
Pink, red, black, and white spheres indicate V, O, C and H positions,
respectively. The grey box indicates the unit cell used. The intra- and
inter-chain couplings Jc and Ji (cf. section “Stability and magnetic
coupling”) are indicated. (b) Representation of the Brillouin zone of the
unit cell, showing the high symmetry k-points. (c) Ball-and-stick repre-
sentation of a single vanadium oxide chain, indicating the superex-
change angle σ, the octahedral backbone angle θ, the inter-V-dis-
tance rVV, and the V–O bond lengths  and  along the chain,
and  to the linker.

Because of the rigid nature of MIL-47(VIV) under standard

breathing conditions it is often used as a material for compari-

son in studies of breathing (due to sorption) of other MOFs

[3,7,10,13,51,52]. In addition, the 1D pores of MIL-47(V) make

this material well-suited for gas storage and separation. As a

result, much of the work since its first synthesis focuses on

these topics. The adsorption and diffusion behavior of different

molecules, ranging from hydrogen and carbon dioxide to

methane and xylene isomers, has been studied both experimen-

tally and theoretically [3,5-7,10,12,13,18-22,50,51]. The size of

the MIL-47 system, however, limits the computational possibil-

ities. As a result, most theoretical work in the above studies is

limited to force-field based simulations [7,10,12,13,18-

20,22,51]. In these, DFT calculations are often used to provide

partial charges. Due to their computational cost (the work

presented in this paper amounts to 25 years of CPU time), DFT

calculations for other purposes tend to be limited to fixed

geometries [50] or small k-point sets [53], with some excep-

tions [22].

In this paper, the influence of the spin configuration on the

geometric and electronic structure is investigated: equilibrium

structure, energy, bulk modulus and band structure. Also the

transition pressure for the large-pore-to-narrow-pore phase tran-

sition is estimated, and inter- and intra-chain coupling constants

are calculated.
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Figure 2: (a) Schematic representation of the five inequivalent magnetic configurations investigated in this work: ferromagnetic (FM), semi-ferromag-
netic (SFM) with one ferromagnetic and one antiferromagnetic chain, and three different antiferromagnetic (AF) configurations. (b) Schematic repre-
sentation of the P(V) relation of the MIL-47(V) MOF. The extrema of the s-shaped curve represent the points at which a pressure-induced phase tran-
sition occurs. The red dashed and green dotted curves indicate the path followed for increasing and decreasing pressure, respectively.

Computational details
Density functional theory calculations
Density functional theory (DFT) calculations are performed

within the projector augmented wave (PAW) method as imple-

mented in the “Vienna ab initio Simulation Package” (VASP)

while using the generalized gradient approximation (GGA)

functional as constructed by Perdew, Burke and Ernzerhof

(PBE) [54-58]. The plane wave kinetic energy cutoff is set to

500 eV. Due to the large difference in lattice vector lengths for

the structures (cf. Figure 1) a Monkhorst–Pack special k-point

grid of 2 × 2 × 6 k-points is used to sample the Brillouin zone

[59,60]. Dispersive interactions, which play an important role in

the flexibility of the crystal structure of MOFs [61], are

included through the DFT-D3 method as formulated by Grimme

et al. [62,63], including Becke–Johnson damping [64].

Due to the presence of Pulay stresses [65], MIL-47(V) tends to

collapse during geometry optimization [60]. To prevent such

collapse, the volume is optimized through fitting constant-

volume optimized structures to the Rose–Vinet equation of state

[60,66]. The constant-volume optimizations are performed by

using a conjugate gradient method, allowing simultaneous

optimization of atomic positions and cell shape. The conver-

gence criterion is set to a difference in energy of less than

1.0 × 10−7 eV between subsequent ionic steps. After full relax-

ation, the forces on the ions are then found to be below

1.2 meV/Å.

The density of states (DOS) was obtained by using a denser

k-point grid of 3 × 3 × 9 k-points, and the band structure was

calculated along the edges of the first Brillouin zone (cf.

Figure 1b).

The atomic charges in the systems are calculated by using the

Hirshfeld-I approach [67,68] as implemented in our in-house-

developed code HIVE [69-71]. The atom-centered spherical

integrations [72] are done by using Lebedev–Laikov grids [73]

of 1202 grid points per shell, and a logarithmic radial grid. The

iterative scheme is considered to be converged when the largest

difference in charge of a system atom is less than 1.0 × 10−5e

between two consecutive iterations.

Structure of MIL-47(V)
The periodic cell used in this work contains 4 formula units or

72 atoms, and is shown in Figure 1a. This cell contains 2 vana-

dium oxide chains with 2 vanadium atoms per chain. Each V

atom contains one unpaired d-electron, since the V atoms have

a formal charge of +IV in the MIL-47(V) topology. This leads

to 24 possible spin configurations of which five are inequiva-

lent (cf. Figure 2): (FM) ferromagnetic for both inter- and intra-

chain spin alignment; (SFM) semi-ferromagnetic, containing

one ferromagnetic and one antiferromagnetic chain; (AF1)

although globally antiferromagnetic, this system contains ferro-

magnetic chains in an antiferromagnetic configuration; (AF2

and AF3) systems containing antiferromagnetic chains in either

a ferromagnetic (AF2) or antiferromagnetic (AF3) configura-

tion.

Results and Discussion
Structure and elastic behavior
The optimized parameters of the Rose–Vinet equation of state

[66] are presented in Table 1. The equilibrium volumes for the

five different spin configurations are within a range of 2 Å3,

while the lattice parameters are within a range of 0.4, 0.2, and

0.03 Å for the a-, b-, and c-axis, respectively. A comparison to
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Table 1: Equilibrium structure parameters obtained from a 9-point fit to the Rose–Vinet equation of state with volumes ranging over ±4% with regard
to the equilibrium volume: the ground state energy of the magnetic configuration relative to the ferromagnetic configuration (E0), the equilibrium
volume (V0), the bulk modulus (B0) and its pressure derivative ( ). The root-mean-square deviation (rmsd) for each of the five fits is less than
0.8 meV. In addition, also the transition pressure Pt and volume Vt for which a large-pore MIL-47(V) is expected to transform into a narrow-pore struc-
ture is given.

E0 [meV] V0 [Å3] B0 [GPa]  [–] Pt [MPa] Vt [Å3]

FM 0 1553.38 5.95 −53.2 83 1495.30
SFM −144 1555.02 7.17 −52.2 102 1495.46
AF1 −16 1554.45 6.14 −55.6 82 1498.50
AF2 −279 1554.71 8.13 −48.5 124 1490.70
AF3 −278 1554.70 8.12 −48.5 124 1490.70

Table 2: Structural parameters of the equilibrium volume-optimized structures. a, b, and c: lattice parameters; , , : vanadium oxide bond
length; rVV: intra-chain vanadium distance; σ: superexchange angle and θ octahedral backbone angle; bVV: component along the b-direction of rVV.
Experimental data are given in comparison.

a [Å] b [Å] c [Å]  [Å]  [Å]  [Å] rVV [Å] σ [°] θ [°] bVV [Å]

FM 16.408 13.836 6.842 1.657 2.085 2.007 3.435 132.95 175.31 0.311
SFM 16.311 13.914 6.851 1.654 2.095 1.991 3.439 132.70 175.81 0.309/0.302a

AF1 16.397 13.844 6.847 1.656 2.087 2.005 3.437 133.00 175.36 0.311
AF2 16.237 13.969 6.855 1.654 2.097 1.991 3.441 132.69 175.88 0.302
AF3 16.231 13.975 6.854 1.654 2.097 1.975 3.440 132.69 175.87 0.301

MIL-47 experimentally derived structure

exp. [1] 16.143 13.939 6.818 1.672 2.108 1.970 3.422 129.4 176.10 0.302
exp.b [1] 17.519 12.168 6.875 1.947 1.947 1.995 3.438 123.98 180.00 0.000
exp.c [6] 16.062 13.991 6.808 1.671 2.108 1.968 3.418 129.17 176.10 0.303
exp. [44] 16.070 13.960 6.818 – – – – – – –
exp. [22] 17.434 13.433 6.620 – – – – – – –

vanadyl acetate

exp. [78] 14.065 6.877 6.926 1.684 2.131 2.002 3.480 131.2 174.6 –
aferromagnetic/anti-ferromagnetic chain.
bMIL-47(V) as-synthesized.
cMIL-47(V) loaded with meta-xylene.

the experimentally measured lattice parameters and volumes

shows that the calculated values are generally slightly larger

[1,6,22,44] (cf. Table 2), as it is expected from the under-

binding nature of the PBE functional [74-77]. The calculated

equilibrium volume of about 1555 Å3 is 1.3 and 1.7% larger

than the experimental value measured by Barthelet et al. [1] and

Leclerc et al. [44], respectively. Table 2 shows that the largest

contribution to this deviation originates from the long a-axis (up

to 1.6%), while the b-and the c-axis show a deviation from

experiment of 1% or less. An interesting global aspect to note

regarding the MIL-47(V) structure is the symmetry breaking in

the V-chain. Whereas for the as-synthesized version all V atoms

are positioned on a straight line, the V atoms exhibit a zig-zag

configuration in the b–c-plane of the calculated structure.

Although the separation in the b-direction (bVV) is rather small

in absolute value (cf. Table 2), the resulting improvement in

energy due to this symmetry breaking is about 300 meV for the

72-atom unit cell used. A more detailed investigation of the

crystal geometry, presented in Table 2, shows that the vana-

dium–oxygen chains present almost identical bond lengths and

angles, all in excellent agreement with the experimental values

for such chains [1,6,78]. As a result, the different spin configu-

rations give rise to nearly indistinguishable crystal structures. It

is, however, important to note that these very small differences

in the crystal structure do give rise to small variations in the

system energy, in addition to the variations due to the different

spin configurations. These small geometry contributions are not

negligible, and lead to significant variations in the calculated
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coupling constants as will be shown in the following section (cf.

section “Stability and magnetic coupling” and Table 3).

Table 2 shows that the VO6 octahedra are asymmetrically

distorted. The double bond at one apex (  = 1.65 Å) lies in

the center of the range of lengths of normal V=O bonds

(1.55–1.75 Å), while the V···O trans bond ( ) is at the lower

end of the length range of such bonds (2.1–2.6 Å) [78]. The

four bonds forming the plane of the octahedron ( ) are about

0.1 Å shorter than the  bond, which are typical single V–O

bond lengths. A further distortion of the octahedral configura-

tion is found in the O=V···O angle (the octahedral backbone

angle θ), which is about 5° smaller than the expected 180°,

showing the octahedra to bend toward the central axis of the

chain. The alternating bridge position of the organic linkers

leads to the undulate nature of the chains, giving rise to a super-

exchange angle σ of about 133° (cf. section “Atomic charges

and magnetization”). These two angles show how the competi-

tion between the linker bridges and the V=O···V bridges affects

the orientation of the VO6 octahedra in the chains; longer bond

lengths (or weaker bonds) in the linker bridges will give rise to

larger superexchange angles, changing the preference from anti-

ferromagnetic to ferromagnetic interactions according to Good-

enough rules [79].

Focusing on the local environment of the vanadyl chain in the

MIL-47(V) MOF, one may wonder how strongly the nature of

the linker influences the chain geometry. Removing the central

four C atoms from the benzene ring, and protonating the

dangling bonds of the remaining two C atoms, presents a

system of vanadyl acetate chains, which are known to form in

solvothermal reactions [78]. X-ray powder diffraction (XRPD)

experiments (cf. Table 2) show these chains to have the exact

same structure, suggesting that only the bridging part of the

linker is of importance for the chain geometry.

In contrast to the structure parameters, the bulk modulus B0

displays a clear variation with the spin configurations (cf.

Table 1), starting at about 6 GPa for structures presenting ferro-

magnetic chains (FM and AF1) up to 8 GPa for structures

containing antiferromagnetic chains (AF2 and AF3). These

values are in agreement with the elastic parameters calculated

by Ortiz et al. [80,81] for MIL-47, and of the same order of

magnitude found for other MOFs [82,83]. The pressure deriva-

tive  shows the same trend, i.e., it becomes larger (less nega-

tive) going from the ferromagnetic to the antiferromagnetic

chains. Since the bulk modulus of a material is a measure for its

resistance to deformation under an external pressure, and a

negative pressure derivative (cf.  in Table 1) indicates a

breakdown of this resistance under an applied pressure, a

qualitative picture emerges in which the MIL-47(V) is expected

to collapse or show a structural phase transition under suffi-

ciently large external pressure. As with other MOFs of this

topology, which are known as breathing MOFs, these results

suggest that the MIL-47(V) MOF should show breathing behav-

ior. However, in this case the breathing is due to the application

of an external pressure. This qualitative picture is in good

agreement with recent experimental observations by Yot et al.

[45]

Based on the experimental observation of hysteresis in the

P(V)-behavior of the MIL-47(V) MOF [45], we know that the

P(V) relation should present an s-shape with a maximum at the

large-pore-to-narrow-pore phase transition, and a minimum at

the narrow-pore-to-large-pore phase transition (cf. Figure 2). By

using the Rose–Vinet equation of state to generate the P(V)

relation of the large-pore MIL-47(V) MOF, the large-pore-to-

narrow-pore transition pressure Pt and transition volume Vt are

calculated for each of the five spin configurations (cf. Table 1).

Note that for the narrow-pore-to-large-pore transition, an equa-

tion of states fit to narrow-pore structures would be required,

which is beyond the scope of this work. Relating Pt to the spin

configurations yields two interesting features: (i) ferromagnetic

chains (FM and AF1) give rise to a significantly lower tran-

sition pressure than antiferromagnetic chains (AF2 and AF3),

(ii) the transition pressure for a system containing both types of

chains (SFM) is a (weighted) average of the transition pres-

sures of the antiferromagnetic and ferromagnetic systems. This

provides interesting opportunities for sensor applications, e.g.,

combined with guest-induced magnetic transitions [35].

The calculated transition pressures are in good agreement with

previous force-field based molecular dynamics simulations,

which found Pt = 137 MPa [45]. In contrast to these simula-

tions, experimental Hg-intrusion measurements did not give a

transition at one specific pressure. Instead, the transition

spanned a broader range of pressures: Pt = 85–125 MPa [45].

This is in perfect agreement with our calculations and suggests

the sample consists of grains with varying mixtures of ferro-

magnetic and antiferromagnetic chains: Systems that only

contain ferromagnetic chains show a phase-transition from large

pores to narrow pores already at 82 MPa, while mixed systems

with ever larger fractions of antiferromagnetic chains show

increasingly higher transition pressures, until the systems

contain only antiferromagnetic chains, which have the highest

transition pressure of 124 MPa. Alternately, in XRPD experi-

ments at room temperature while using a diamond anvil cell the

transition pressure range was found to begin at 178.1 MPa [45].

At that pressure, the XRPD experiments discerned two phases

of which the large-pore phase had a unit cell volume of

1506.6 Å3, which is in good agreement with the large-pore-

form volumes Vt calculated in Table 1.
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The differences in experimentally measured transition pres-

sures were assigned to differences between the samples and the

experimental conditions. In addition, it was suggested, based on

XRPD, that different grain sizes may have different transition

pressures, leading to a gradual transition of the entire sample

[45].

In conclusion, the dependency of Pt on the spin configuration

may provide insight in the relation between the ground state and

the grain size. It is well-known that defects in a solid, such as

grain boundaries, promote the presence of non-ground-state

(sub)structures. When grains are, therefore, considered to

consist of an internal bulk region surrounded by a surface shell

region, it is natural for the MIL-47(V) MOF to assume that the

internal region should (at low temperature) contain mainly anti-

ferromagnetic chains (i.e., the ground state configuration). In

contrast, ferromagnetic chains may dominate the surface region.

In such case, smaller grains may have a larger ferromagnetic

contribution, while large grains have a larger antiferromagnetic

contribution. This might explain the experimentally observed

range of Pt. However, additional theoretical and experimental

studies are required to formulate a definite conclusion in this

regard.

Stability and magnetic coupling
The spin configuration plays an important role in the stability of

the system as is shown in Table 1. As is expected from

magnetic measurements on MIL-47(V) [1] and magnetic

susceptibility measurements on vanadyl acetate chains [78], an

antiferromagnetic ground state is found, which is 70 meV per V

atom more stable than the ferromagnetic state. Also note that

the antiferromagnetic coupling of ferromagnetic chains (AF1)

leads to a small improvement of the stability by 4 meV per V

atom, showing that in addition to the intra-chain coupling of the

V spin, an (albeit much weaker) inter-chain coupling is present

as well.

To calculate the coupling interactions we have mapped the DFT

energies onto a 1D Ising model:

(1)

with Si being the spin operator projected along the z-direction

and Ji,j being the coupling interactions. Two coupling interac-

tions are taken into account: the intra-chain coupling Jc, and the

inter-chain coupling Ji (cf. Figure 1a). The V magnetic moment

in the current systems can be obtained by projection of the elec-

tron density onto atomic orbitals. However, in such an ap-

proach the magnitude of the obtained moment will strongly

depend on the projection operation. As such, we will take a

pragmatic stance and use spin 1/2 based on the presence of a

single unpaired electron for each of the V ions, and the

observed spin 1/2 for vanadyl acetate chains [78].

Each of the five spin configurations gives rise to a slightly

different eigenvalue of the spin-Hamiltonian Hs. By solving the

overdetermined system of five equations (one for each configu-

ration) using a least-squares fit, the coupling constants Jc and Ji

are calculated. Table 3 shows both couplings to be antiferro-

magnetic in nature, with the inter-chain coupling being two

orders of magnitude smaller than the intra-chain coupling. As a

result, one expects the MIL-47(V) system to present (quasi-)1D

behavior at low temperatures. The ratio of the coupling

constants is much larger than those found for other MOFs (a

factor of 5 was found for Cu-based perovskite MOFs [40], a

factor of about 20 was found for MOF-74(X) with X = Co, Fe,

Ni [36]). Our findings corroborate the suggestion of Barthelet et

al. [1] that the antiferromagnetic behavior of the MIL-47(V)

system stems from antiferromagnetic chains and not from anti-

ferromagnetically ordered ferromagnetic chains. As a result,

this also shows that the calculated superexchange angle of 133°

is below the blank angle.

Table 3: Calculated coupling constants (in meV) based on the DFT-D3
energies by using the fully optimized geometries (DFT-D3), the pure
DFT energies without D3 correction (DFT), and the DFT energies
obtained by using the fixed AF3 ground-state atomic structure (DFT
fix).

DFT-D3 DFT DFT fix

Jc −135.28 −131.81 −144.57
Ji −1.85 −1.59 −2.30

The coupling constants shown in Table 3 are rather large

(|Jc/kB| ≈ 1530–1678 K), in contrast to the values suggested

from experiments: |Jc/kB| = 275 K for vanadyl acetate chains

[78], and |Jc/kB| ≈ 186 K for MIL-47(V) [1]. This difference

may have several reasons: (1) the experimental coupling

constant is obtained from fitting a Curie–Weiss law to the linear

high-temperature part of reciprocal magnetic susceptibility; (2)

the choice of the DFT functional, e.g., based on LDA energies,

not shown, the coupling constants are almost a factor of two

larger. Also, Wang et al. [41] showed that the choice of the

Hubbard U, in DFT+U calculations, significantly modifies the

coupling constants.); (3) finite size effects (the calculated

systems represent perfect infinite-size systems, while it was

shown, for example, for vanadyl acetate chains that finite size

contributions to the magnetization curve are significant [78]),

and (4) the actual atomic structure used: Table 3 shows that the

Jc coupling constant is about 10% smaller for geometries that

are optimized while including the spin configuration. This
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effect is even more pronounced for smaller coupling constants.

This last point may also be important for other systems in which

energy differences can be even smaller, which is often the case

for quasi-1D spin configurations in MOFs.

Atomic charges and magnetization
Hirshfeld-I (HI) atoms-in-molecules (AIM) charges [67,69-71]

have been calculated to provide a better understanding of the

superexchange mechanism in the vanadium oxide chains and

the influence of the spin configuration on the electron distribu-

tion. For all spin configurations, the calculated V charge is

found to be 2.44e and 2.43e for antiferromagnetic and ferro-

magnetic chains, respectively. This shows that the same oxi-

dation state is present in both cases. Comparison to V charges in

MIL-47(V) MOFs with functionalized linkers shows exactly the

same charge, indicative of a +IV oxidation state [22]. Note that,

as is to be expected from Hirshfeld-I charges, these charges are

significantly larger than Mulliken (1.207e) [51] or CHELPG

(1.68e) [12] charges. Similarly, the O atoms in the ferromag-

netic chains have a slightly larger negative charge (−1.01e) than

their counterparts in the antiferromagnetic chains (−1.00e). In

contrast, the O atoms in the plane of the VO6 octahedra have an

atomic charge of −(0.73 ± 0.01)e in line with their different

bonding to the V atoms (cf. section “Structure and elastic

behavior”). The same trends are also present in the calculated

magnetization. For the V sites the magnetization is found to be

slightly larger in ferromagnetic chains (≈0.9 μB) than in the

antiferromagnetic chains (≈0.8 μB). However, both are indica-

tive of a V4+ oxidation state. Interestingly, all O atoms in the

vanadyl chains also show a small magnetization (0.06 and

0.08 μB in the antiferromagnetic and ferromagnetic chain, res-

pectively) with a sign opposite to that of the magnetization of

the nearest V atom (cf. Figure 3). Furthermore, also the in-plane

O atoms present an even smaller opposing magnetization to the

nearby V atom. From Figure 3 it is clear that the magnetization

is localized (almost) entirely on the metal-oxide chains, in

agreement with the relatively small inter-chain coupling. The

induced magnetization supports the suggested presence of a

superexchange mechanism. The larger charge and magnetiza-

tion on the vanadyl O atoms presents a magnetic interaction

pathway directly along the chain. Furthermore, the tilted nature

of the magnetic orbitals increases their overlap, strengthening

the antiferromagnetic interactions.

Electronic structure
The MIL-47(V) systems show a very rich band structure around

the band gap due to the interaction of the unpaired V d-elec-

trons. The high-symmetry lines of the first Brillouin zone of the

orthorhombic MIL-47(V) cell used are shown in Figure 1b. For

the configurations for which the total magnetization is non-zero

(FM and SFM), majority and minority spin components have a

Figure 3: The spin density distribution of the SFM system. The upper
chain has an antiferromagnetic spin configuration, while the lower
chain has a ferromagnetic spin configuration. The iso-surface is taken
at 0.00125, with majority spin shown in blue, and minority in red. The
black rectangle indicates a single unit cell.

different band gap, making them of interest for spintronic appli-

cations (cf. Table 4 and Figure 4a) [84]. In general, each of the

configurations leads to at least one direct band gap, which is

located at a different point of high symmetry (cf. Table 4). The

electronic structures for the FM and AF3 configurations are

shown as examples in Figure 4.

Table 4: Band structure features: the band gap size and the location of
the direct band gap. Values for the minority spin component are given
in brackets if they differ from the value for the majority spin component.

band gap size [eV] band gap location

FM 0.48 Γ
(2.50) (Γ)

SFM 0.50 Γ–X–Y plane
(0.87) (X and Y)

AF1 0.46 X and Y
AF2 0.92 Z
AF3 0.94 T

The valence and conduction bands (in the range [−1, +3] eV of

the Fermi level) mainly have a V d-character, combined with a

smaller fraction of O p-character, clearly showing these bands

to originate from the VO6 chains of the MOF. For the valence

band the band character is, more specifically,  combined

with a small fraction of px and py character of the O atoms in
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Figure 4: Band structure and density of states (DOS) near the Fermi level for the FM (A) and AF3 (B) spin configurations. Solid black/dashed red
curves indicate the bands for the majority/minority spin components, respectively.

the planes of the octahedra. The lowest conduction bands, on

the other hand, show complex combinations of different d-band

characters combined with p-character of the O atoms. For the

AF configurations the lowest conduction band at the band gap

position always shows the same character makeup as the

valence band. On the other hand, the second conduction band at

these points is a mixture of , dxy, dxz, and dyz combined with

px and py character of the O atoms in the vanadyl chains.

For all configurations, the valence and conduction bands along

the high-symmetry lines split into two main groups: (1) For the

high-symmetry lines parallel to the VO6 chains the bands show

a clear dispersion. For the antiferromagnetic chains this disper-

sion is much smaller than for the ferromagnetic chains showing

the repulsion between parallel unpaired V d-electrons in the

 orbitals (cf. Figure 3). (2) The bands along the high-

symmetry lines orthogonal to the VO6 chain direction, on the

other hand, are extremely flat (with some exceptions, see

below). As a result, the majority spin band gap for the FM con-

figuration consists of two flat parallel bands covering the entire

Γ–X–Y plane of the Brillouin zone. Upon closer examination,

there is, however, a very small band splitting at the Γ-point for
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both the valence and the conduction band (about 20 meV in

total) resulting in a direct band gap that is just marginally

smaller than the band gap of the Γ–X–Y plane. This picture of

dispersive bands parallel to a specific direction, and flat bands

orthogonal to this direction is also found for other quasi-1D

systems, such as atomic-scale nanowires [85]. This is another

example of 1D behavior of the VO6 chains in MIL-47(V). Of

the second group of high-symmetry lines, the Γ–Y and Z–T

lines are also interesting to consider, since the zigzag of the

vanadyl chain is located in this plane. Only for the antiferro-

magnetic chains, the valence and the conduction band show a

finite dispersion, while flat bands are present for the ferromag-

netic chains.

Combined, this shows that in the MIL-47(V) system, conduc-

tivity is expected to be directed almost entirely along the VO6

chains with the unpaired V d-electrons providing the current.

The position of the direct band gap, depending on the spin con-

figuration, makes this an interesting feature for experimental

characterization, and validation of these results.

Conclusion
In this work, the geometric and electronic structure of

MIL-47(V) is investigated by using first principles calculations.

An antiferromagnetic ground state is found, consisting of anti-

ferromagnetic chains with an antiferromagnetic inter-chain

coupling. This supports the experimental assumption of such a

ground state favored over an antiferromagnetic ordering of

ferromagnetic chains [1]. The derived coupling constants point

toward an antiferromagnetic coupling between the chains, albeit

two orders of magnitude weaker than the intra-chain coupling.

The atomic structure of the different spin configurations is

found to be nearly indistinguishable. However, the resulting

small geometry based contribution to the system energy results

in significant variations in the derived coupling constants.

The electronic band structure and the spin density distribution

further confirm the quasi-1D nature of the VO6 chains in the

MIL-47(V) MOF, with the conduction channel clearly located

along the chain direction. Conduction and valence bands are

found to exhibit almost perfectly flat bands along the high-

symmetry lines orthogonal to the chains, which indicative of

heavy-fermion behavior and reminiscent of the band structure

of 1D systems.

The calculated bulk modulus and its pressure derivative show a

clear relation between the spin configuration and the flexibility

of the MIL-47(V) MOF, with antiferromagnetic chains

increasing the bulk modulus significantly. By using the bulk

modulus and its pressure derivative, the transition pressure for

the large-pore-to-narrow-pore phase transition is derived and

found to be in perfect agreement with experiments. The pres-

ence of 1D magnetic and electronic properties and the mechanic

properties of the MIL-47(V) may provide interesting opportuni-

ties for sensing applications.
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Abstract
E-beam lithography has been used for reliable and versatile fabrication of sub-15 nm single-crystal gold nanoarrays and led to

convincing applications in nanotechnology. However, so far this technique was either too slow for centimeter to wafer-scale writing

or fast enough with the so-called dot on the fly (DOTF) technique but not optimized for sub-15 nm dots dimension. This prevents

use of this technology for some applications and characterization techniques. Here, we show that the DOTF technique can be used

without degradation in dots dimension. In addition, we propose two other techniques. The first one is an advanced conventional

technique that goes five times faster than the conventional one. The second one relies on sequences defined before writing which

enable versatility in e-beam patterns compared to the DOTF technique with same writing speed. By comparing the four different

techniques, we evidence the limiting parameters for the writing speed. Wafer-scale fabrication of such arrays with 50 nm pitch

allowed XPS analysis of a ferrocenylalkyl thiol self-assembled monolayer coated gold nanoarray.

1918

Introduction
Well-ordered arrays of nanoparticles are already showing

exciting applications in nanotechnology, including materials

science [1-5], electronics [6-10], biology [11-14] and informa-

tion technology [14,15]. Combined top-down/bottom-up fabri-

cation with versatile and well-controlled fabrication of gold

nanoarrays coupled with (bio)molecules self-assembly offer

great promises for fundamental research on molecular elec-

tronics [4,8] or high-throughput screening based on single-

biomolecule arrays [12]. However, the top-down approach

using e-beam lithography is actually too slow for fabricating

dense gold nanoarrays at cm2-scale, which precludes use of

these technologies for some applications (mainly optics) or for

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:jorge.trasobares@ed.univ-lille1.fr
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chemical characterization (such as XPS). Typically, fabrication

of 1 cm2 nanoarray of 10 nm gold NPs with 100 nm pitch

requires 4 days of e-beam writing [1]. To overcome this

problem, several alternative techniques are proposed [2,16-18].

The diblock-copolymer approach that consists of two chemi-

cally different polymer chains (or blocks) joined by a covalent

bond is one of the most promising methods for low-cost and

high speed fabrication of such gold nanoarrays [18]. However,

to keep the versatility, well positioning and reliable nanoarray

fabrication offered by e-beam lithography, another way is to

notice that high-speed e-beam writing can be specifically devel-

oped for such nanoarray fabrication. Such high-speed e-beam

technique called “dot-on-the-fly” (DOTF) has been previously

developed for 25 nm diameter periodic metal patterns fabrica-

tion [19] and more recently for making 14 nm diameter holes

for thermoelectricity application [20]. DOTF technique is

however restricted to rectangle patterns. Here, we demonstrate

that gold nanoarrays of sub-15 nm diameter, 50 nm pitch can be

successfully fabricated either by the DOTF technique or by a

new technique called “sequence method” allowing us XPS char-

acterization of ferrocene-thiolated gold NPs prior molecular

electronics study. We also propose an “advanced” conventional

technique and discuss quantitatively the limiting parameter for

each technique.

Conventional and fast e-beam fabrication of
gold nanoarrays
The usual strategy for making these gold nanoarrays using

e-beam lithography is to open nano-holes in a positive resist

(see experimental section for details), evaporate gold and

remove the resist with lift-off. The gold evaporation step is of

great importance because the gold implantation inside the

silicon substrate together with the diffusion process allows the

formation of perfect gold nanocrystals after annealing (ideal

truncated octahedron or cuboctahedron nanoparticles (NPs))

[1,4]. In addition, these NPs have an ohmic contact for the

bottom electrode, which is of great importance for molecular

electronics applications. For example, in [8], a conducting AFM

tip (CAFM) is used as a top electrode and the gold nanocrystals

act as bottom electrodes. Within a single CAFM image it is

possible to get statistics on thousands of molecular junctions

which allowed us, in particular, to evidence the presence of

2 phases of organization on alkyl-thiolated gold nanoparticles.

In order to study more functional molecular junction (for

example redox molecules), we need few mm-large gold

nanoarray for chemical characterization with usual techniques

such XPS. This requires high-speed e-beam lithography.

We first describe the relevant e-beam operation mechanisms

(Figure 1a) that include specific parameters related to our

e-beam writer (Vistec EBPG 5000+ operating at 100 keV,

20 bits). As the beam cannot be deflected over several mm, the

layout has to be divided into main fields of up to 512 µm square

at maximum. Inside this main field, the beam is deflected

thanks to two sets of scanning coils: the main field coils and the

subfields coils. Eventually, the efficient use of subfields (4 µm

square at maximum) can lead to faster e-beam writing since

settling times of subfield and mainfield coils are typically 0.5 µs

and 40 µs, respectively. The procedure (path and exposure time)

used by the e-beam is generated in real time using a pattern

generator. This pattern generator is called for each shape (here

we call shape one design to be written). This step, that also

consumes time, can be optimized. The stage is moving from one

main field to the other one for the complete layout writing.

Below, we describe each of the proposed method for nanoarray

fabrication (Figure 1b) and discuss their performance in the

next section.

In the conventional method, we design a grating of 5 nm by

5 nm nanodots equivalent to the beam step size (BSS) of the

machine. Thus, each dot is equivalent to a shape consisting on

one pixel and then moved to the next shape again consisting of

one pixel. Since each dot is considered as an independent shape,

the pattern generator is called for each dot. The e-beam exposes

the first dot with the desired dose and then moves to the second

dot using the main field deflection. The process is repeated for

the other dots. Another method presented, that we call

“advanced conventional method”, uses the subfield coils instead

of the mainfield coils inside one subfield. In this last method,

main coils are only used to go from one subfield to another one.

Both of the conventional methods call the pattern generator for

each dot because one dot is considered as one shape.

To overpass the pattern generator limitation, alternative high

speed writing techniques are emerging. Firstly, with the called

“dots on the fly” (DOTF) approach [19,20], compatible with the

use of sub-fields, the array of dots layout is simplified to a

single “big square” so as to generate the pattern only once. The

main idea is that each pixel corresponds to the distance between

dots. Technically, this can be achieved by increasing the BSS to

the exact distance between dots (Figure 1b). This technique

works because the beam dimension is around 10 nm whatever

the BSS. This “big square” pattern, however, limits the patterns

to rectangular array of dots within a single exposure. For

example, the triangular structure, of importance to optimize the

density of dots, may only be obtained by aligning several

layouts.

The last method called “sequence method” that we introduce

here for the gold nanodots array fabrication defines shapes as a

series of lines and jumps with either beam “on” or “off” (See

Supporting Information File 1 for the detailed code). In this way
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Figure 1: a) Schematic description of the writing strategy in e-beam lithography. The beam is deflected into a main field (≈512 µm) thanks to 2 sets of
scanning coils, and to write a complete pattern, the stage moves from one main field to the other one. b) Schematic description of the 4 e-beam lithog-
raphy techniques compared for their writing sequence inside a main field and their layout (BSS is the beam step size).

it is possible to define many dots as a single shape (ideally its

dimension is that of a subfield) which can be repeated. As a

consequence this method also reduces drastically the call to the

pattern generator but with the additional flexibility to define the

geometry of the shape (for example triangular array). Below,

we demonstrate its efficiency for nanoarray fabrication.

Results and Discussion
Fabricated dots
Figure 2 shows scanning electron microscope (SEM) images of

the gold nanoarray (dots 10–15 nm, pitch = 50 nm) fabricated

by the “conventional” (Figure 2a), the “advanced conventional”

(Figure 2b), the DOTF (Figure 2c) and the “sequence”



Beilstein J. Nanotechnol. 2014, 5, 1918–1925.

1921

Figure 2: Scanning electron microscope (SEM) images of the gold nanodot arrays fabricated by (a) the “conventional” method with an exposure dose
of 16000 µC/cm2 (4 fC/dot), (b) the “advanced conventional” method with an exposure dose of 16000 µC/cm2 (4 fC/dot) (c) the DOTF method with an
exposure dose of 160 µC/cm2 (4 fC/dot) (d) the “sequence” method with an exposure dose of 12000 µC/cm2 (3.5 fC/dot). The beam current is set to
10 nA for the three techniques. The scale bar is 100 nm for the 4 SEM images and 10 nm for zoomed SEM images shown in inset. (e) Picture of a
3 inch wafer where 9 sequences of 1 cm2 have been written using DOTF and “sequence” methods. Given the small contrast provided by the 8 nm
thick gold nanoparticles, these arrays are indicated by pink squares.

(Figure 2d) techniques. We didn’t notice significant difference

in the fabricated gold nanoarrays. The dose per dot, corres-

ponding to optimized nanodots (meaning less than 5% of

missing dots and dots size below 15 nm), is similar for all the

studied techniques: 3–4 fC/dot.

Comparison of e-beam writing time for the
four methods
The inset of the Figure 3a shows the writing time normalized

per dot for the four different techniques at a given e-beam

current of 10 nA. We see a gain of two orders of magnitude in

writing speed with both DOTF and “sequence” methods when

compared to the conventional approach. Experimentally

measured writing times for patterned square of width of 500 µm

and 1 cm for high-speed lithography (100 nm-pitch) give a

perfect match with the time per area (black points in Figure 3a).

We can thus extrapolate time as a function of the size for all the

techniques. Therefore, we plot in Figure 3a the estimated

writing time as a function of nanoarray area for the four tech-

niques. Whereas it would take 7 months for full wafer writing

with the conventional method, it can take only ≈2 days with

high-speed e-beam lithography. For molecular electronics appli-

cation, chemical characterization of self-assembled monolayer

coated gold nanoparticles is of prime importance, but it could

not be achieved in [4,8] because a 1 cm2 nanoarray is required

for comfortable XPS analysis. Whereas it would have required

almost one full week of writing, we have written such

nanoarray in less than 2 hours. This time can even be reduced to

25 minutes (and to 17 hours for a full 3” wafer) if an e-beam

current of 100 nA is selected with the high speed techniques

(Figure 3a). A systematic study of the influence of e-beam

current on the writing time per dot texp/dot is shown in Figure 3b

for the conventional and high speed techniques. These results

can be satisfactorily explained with Equation 1:

(1)

The first term corresponds to the exposure time and the second

term to overhead time that includes mainfield, subfield settling

times, pattern generator overhead and beam blanker. In the

conventional method, the overhead time, mainly due to the

mainfield settling (≈40 µs), is the limiting parameter (time per

dot is equal to 46.6 µs, 42.3 µs and 41.7 µs for 1 nA, 10 nA and

100 nA, respectively). For the “advanced conventional

method”, that uses the subfield coils, the time per dot has been

reduced down to ≈8 µs. As the settling time of the subfield coils

are typically in the order of 500 ns, we attribute this overhead

time to the pattern generator. On the opposite, with the DOTF

technique, toverhead is negligible and a reasonable agreement

with the experimental curve is obtained considering for example

an e-beam current of 10 nA, an exposed area of 100 nm
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Figure 3: a) Plot of the estimated writing times per gold nanoarray area for each of the four different methods using an e-beam current of 10 nA and a
pitch of 100 nm. Black points correspond to measured values. The writing time for DOTF technique with 100 nA is plotted for discussion. Inset:
Equivalent writing time per dot for the four techniques. (b) Time per dot plotted as a function of the e-beam current for the four methods: ≈40 µs for the
conventional method (limiting factor is the main field deflection) and ≈8 µs for the advanced conventional method (limiting factor is the pattern gener-
ator overhead). There is almost no overhead with DOTF and “sequence” methods, so the time is linear with the exposure time (inversely proportional
to the current).

× 100 nm (corresponding to the distance between dots as

explained previously) and a dose of 40 µC/cm2 (also equivalent

to 4 fC per dot). Interestingly simple linear dependence,

proposed in Equation 1, matches relatively nicely because the

limitation parameter is the exposure time. With this technique,

the pattern generator overhead is not present anymore because

only one shape is sent to the pattern generator at the beginning

of the writing (see Figure 1b). As we increase the e-beam

current to large values (≈100 nA), higher dose should, however,

be considered due to an increased spot diameter. We also

noticed an increase in dot size to ≈30 nm diameter. For the

“sequence” method, the approach is basically the same as with

the DOTF technique: define many dots as a single shape which

can be repeated. This enables to reduce drastically the overhead

for settling times of the beam by reducing the number of shapes.

It has the additional flexibility to define the geometry of the

shape (e.g., triangular array). The corresponding writing time is

therefore exactly the same as for the DOTF technique.
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As a consequence the actual limitation of the proposed high-

speed writing technique is the resist exposure time. Recently,

direct patterning of high density sub-15 nm gold dot array using

ultrahigh contrast electron beam lithography process on posi-

tive tone resist has been demonstrated [21]. Combination of

high contrast resist and high speed writing e-beam lithography

may further improve nanoarray fabrication’s speed.

XPS measurements
Using high-speed e-beam lithography with the “sequence”

method, we have fabricated triangular nanoarrays of 1 cm2 with

50 nm pitch (Figure 2d) to optimize the area with useful signal

(dots) for XPS characterization. Details for XPS measurements

can be found in the Experimental section. We have selected the

Ferrocene-thiol electroactive molecule, an important model

system for the formation of electronic devices based self-

assembly and biological sensors. XPS spectra have been well

studied for such SAMs on a gold substrate, which allows a

direct comparison with the literature. A self-assembled mono-

layer (SAM) of 11-ferrocenyl-1-undecanethiol (FcC11)-coated

gold nanoarray was characterized by XPS (Figure 4).

Figure 4: Fe 2p XPS spectra corresponding to the bare Au nanoarray
and 11-ferrocenyl-1-undecanethiol (FcC11) SAM from bottom to top.

The bare Au nanoarray shows no Fe 2p XPS signal confirming

that the initial conditions prior to SAM formation corresponds

to clean Au surface. XPS spectrum corresponding to the SAM

with ferrocene (FcC11) show a Fe 2p3/2 and Fe 2p1/2 doublet

located at 707.8 eV and 720.7 eV. The position of the doublet is

in excellent agreement with previously reported values for

adsorbed ferrocene [22,23]. Even more interestingly, we see a

doublet of the Fe 2p3/2 peak that corresponds to the signal of Fc

at 707.8 eV and Fc in its reduced state given that the signal of

the ferricinium cation is expected at 710.6 eV [23,24]. As a

consequence, ferrocene and ferricinium species coexist on our

gold nanoarray [24]. Among the possible origins of the oxi-

dation of the ferrocene into ferricinium [24], the exposure to

light, although minimized, is the most likely in our sample.

Conclusion
Gold nanoarrays with an ohmic contact to an highly doped

silicon substrate fabricated by e-beam lithography have been

proposed as a novel technique for molecular electronics study

[1,4,8]. However, chemical characterization of the grafted

molecules on these gold NPs could not be achieved because of

the small patterned area limited by the e-beam writing time.

Here, we have shown that a gain of 2 orders of magnitude in

writing speed could be achieved for 10 nm dots and 3 orders of

magnitude for 30 nm dots by optimizing a technique called

“dot-on-the fly” and proposing a new “sequence” technique. A

simple equation, proposed to explain the various parameters

coming into play for e-beam writing, gave good agreement with

our experimental datas. Using the “sequence” technique, we

could successfully fabricate triangular pattern nanoarrays with

dots every 50 nm at cm2-scale and obtain the XPS spectrum of a

ferrocenylalkylthiol-coated nanoarray. We found that ferrocene

and ferricinium (oxidized state) coexist after the self-assembly

process. The developed technology, which will surely be of

great importance for molecular electronics study on such

nanoarrays, also promising exciting future works in chemistry

and biosensing.

Experimental
Nanoarray fabrication
As described in [1,8], for e-beam lithography, we use an EBPG

5000 Plus from Vistec Lithography. The (100) Si substrate

(resistivity = 10−3 Ω·cm) is cleaned with UV/ozone and native

oxide etched before resist deposition. The e-beam lithography

has been optimized by using a 45 nm-thick diluted (3:5 with

anisole) PMMA (950 K). For the writing, we use an accelera-

tion voltage of 100 keV, which reduces proximity effects

around the dots, compared to lower voltages. We played with

different beam currents to expose the nanodots (from 1 nA to

100 nA) as discussed in the paper. Then, the conventional resist

development/e-beam Au evaporation (8 nm)/lift-off processes

are used. Immediately before evaporation, native oxide is

removed with dilute HF solution to allow good electrical

contact with the substrate. Single crystal Au nanodots can be

obtained after thermal annealing at 260 °C during 2 h under N2

atmosphere. At the end of the process, these nanodots are

covered with a thin layer of SiO2 that is removed by HF at 1%

for 1 mn prior to SAM deposition. Spacing between Au

nanodots is flexible and is typically set between 50 nm to

200 nm.
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Self-assembled monolayer
As described in [1], for the SAM deposition, we exposed the

freshly evaporated gold surfaces and nanodots to 1 mM solu-

tion of 11-ferrocenyl-1-undecanethiol (from Aldrich) in 80%

ethanol (VLSI grade from Carlo Erba) 20% dichloromethane

during 24 h in a glovebox in the darkness. Then, we rinsed the

treated substrates with ethanol followed by a cleaning in an

ultrasonic bath of chloroform (99% from Carlo Erba) during

1 min.

XPS
As described in [25], X-ray photoemmission spectroscopy

(XPS) measurements have been performed using a Physical

Electronics 5600 spectrometer. A monochromatic Al Kα X-ray

source (hν = 1486.6 eV) and an analyzer pass energy of 12 eV.

The acceptance angle of the analyzer has been set to 14°, the

detection angle was 45°, and the analyzed area was defined by

an entrance slit of 400 μm.

Supporting Information
Supporting Information File 1
Detailed code for the “sequence method”.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-202-S1.pdf]
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Abstract
Ordered nanoperforated TiO2 monolayers fabricated through sol–gel chemistry were used to grow isolated particles of Prussian

blue analogues (PBA). The elaboration of the TiO2/CoFe PBA nanocomposites involves five steps. The samples were character-

ized by scanning electron microscopy (SEM), atomic force microscopy (AFM), infrared spectroscopy and X-ray photoelectron

spectroscopy (XPS) all along the synthesis process. Selected physico-chemical parameters have been varied in order to determine

the key steps of the synthesis process and to optimize it. This study is an important step towards the full control of the fabrication

process.

1933

Introduction
The development of methods to place nanoparticles into

spatially well-defined, ordered arrays is one challenging aspect

of nanotechnology. This is usually achieved by using top-down

approaches, implementing optical and electron beam lithog-

raphy. Here, we explore the possibilities of elaborating nanopat-

terned surfaces by a pure bottom-up approach.

The nanopatterned surfaces are mainly built from molecular

precursors in solution through a succession of chemical steps.

The advantages of this approach are very low fabrication costs,

and easy adaptability of the fabrication process to the industrial

scale. Our synthesis process is based on two main chemistries.

The positioning of the functional objects and their isolation

from each other is realized thanks to the exceptional processing

flexibility inherent to sol–gel chemistry combined with organic

templating agents. Coordination chemistry allowing for the

controlled assembly of a large variety of transition metal

building units is preferred to build the functional compound.
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Prussian blue analogs (PBAs) are interesting for the design of

bistable compounds for two reasons. Firstly, some of them are

molecular magnets with an ordering magnetic temperature that

can exceed room temperature [1,2]. Secondly, some PBAs ex-

hibit a photomagnetic effect [3,4]. Thus, in some CoFe Prussian

blue analogs, an irradiation in the visible range transforms a

diamagnetic state into a ferrimagnetic state with a long life time.

This photomagnetic effect is interesting for high-density storage

since the property of bistability is intrinsically molecular and

therefore persists up to molecular scale [5-8]. These coordina-

tion polymers are obtained by a reaction between hexa-

cyanometalates and hydrated cations of the transition metal

series in aqueous solution. The resulting solid exhibits the well-

known face centered cubic structure of Prussian blue [9].

The sol–gel process is a method for producing metal oxides

from small molecules via inorganic polymerization reactions in

solution. The sol–gel transition allows one to obtain the oxide in

any desired shape including films, fibers, monolithes [10].

Furthermore, the addition of self-assembling liquid crystalline

templates to the sol can lead to the ordered nanostructuration of

the oxide matrix [11]. Thus, nanoperforated thin layers, exhibit-

ing hexagonal arrays of nanoperforations aligned perpendicular

to the surface of the film surface have been developed [12,13].

These nanoperforated films are particularly appealing to orga-

nize isolated bistable dots on a solid surface [14,15].

The elaboration of the oxide/Prussian blue analogue nanocom-

posite involves five main steps, which have been described else-

where for the fabrication of nanometer-scale patterns of photo-

switchable PBA [15]. The substrate is first covered with a gold

layer through sputtering, which will allow for the chemical dif-

ferentiation of the surfaces and therefore their selective func-

tionalization in the following. The second step is the deposition

through dip-coating of an ethanolic solution of titanium molec-

ular species containing block copolymers to obtain an ordered

nanostructured organic–inorganic hybrid layer. The third step is

a thermal treatment, which induces the decomposition of the

organic part and the crystallization of the titanium dioxide

leading to the nanoperforated layer. The fourth step is the selec-

tive functionalization of the surfaces to localize the PBA growth

within the perforations while avoiding its formation outside.

The last step is the PBA growth by a layer-by-layer directed

assembly approach inspired from methods already imple-

mented for the synthesis of PBA thin films [16-18].

Here, we study the impact of each step on the structure of the

nanocomposite. We show that the first gold layer can undergo

some changes in the course of the fabrication process and has to

be optimized in order to obtain well-ordered nanoperforated

oxide layers. We also show that the density of filled perfora-

tions strongly depends on physico-chemical parameters used for

the PBA growth step, which turns out to be the trickiest step of

the elaboration process.

Experimental
Synthesis of the TiO2/PBA nanocomposite
The five steps involved in the fabrication of the PBA/TiO2

nanocomposites are the following [15]: In a first step, the

silicon substrate is covered by a gold layer by sputtering under

vacuum in a sputter coater (Quorum, Q150T ES) for use in

scanning electron microscopy. This gold layer will allow for the

chemical differentiation of the surfaces in the following. Layers

having thicknesses of 10 nm, 20 nm and 50 nm were deposited

under an electric current of 30 mA during calibrated times (30 s,

60 s and 150 s). The three samples resulting from this first step

and corresponding to the different thicknesses are called Au10,

Au20 and Au50 in the following (see below in Table 1).

The second step is the deposition by dip-coating of an ethanolic

solution of titanium molecular species containing block

copolymers micelles that after evaporation are self-assembled to

obtain an ordered nanostructured organic–inorganic

hybrid layer. The solution for dip-coating was prepared by

dissolving 37.5 mg of polybutadiene-block-poly(ethylene oxide)

(Mw(PB) = 22000 g·mol−1, Mw(PEO) = 15500 g·mol−1) in

9.85 g of EtOH and 0.5 g of H2O at 70 °C for 2 h. It was added

then 0.27 g of an ethanolic solution of TiCl4 (molar ratio 1:5)

[12,19]. The deposition of the film was performed under

controlled conditions of temperature of the chamber (80 °C), of

ascent speed (2 mm/s) and of humidity rate (<2%).

The third step is a thermal treatment under an IR-lamp at

450 °C over 5 min, which results in the decomposition of the

organic part and the crystallization of the titanium dioxide

leading to the nanoperforated layer (ca. 15 nm) with homoge-

neous and ordered holes (50 nm in diameter) giving access

to the gold layer underneath (Scheme 1) [15]. The three

samples resulting from this third step and corresponding to

the three different thicknesses of the gold layer are called

Au10NC, Au20NC and Au50NC in the following (see below

in Table 1).

The fourth step is the selective functionalization of the surfaces.

In order to prevent the formation of PBA outside the nanoperfo-

rations, the TiO2 surface was passivated by grafting with

hydrophobic groups. The sample was placed in a solution of

phenylphosphonic acid (3·10−3 M) in an ethanol/water mixture

(3:1 EtOH/H2O) for 12 h. The film was rinsed with EtOH and

acetone and allowed to dry at 120 °C for 2 h. Then, an

anchoring layer for PBA was grafted onto the gold bottom of

the nanoperforations by dipping the substrate in an ethanolic
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Scheme 1: Fabrication of the nanoperforated TiO2 layer (steps 2 and 3).

Scheme 2: Selective functionalization of the TiO2 and gold surfaces (step 4).

Scheme 3: Layer-by-layer PBA growth (step 5).

solution of mercaptohexanoic acid (3·10−3 M), 4-mercaptopyri-

dine (3·10−3 M) or 4-aminothiophenol (3·10−3 M) for 12 h.

Mercaptohexanoic acid, 4-mercaptopyridine or 4-aminothio-

phenol are abbreviated as MHA, 4-MPy and 4-ATP, respective-

ly, in the following. The film was rinsed with EtOH and water.

Scheme 2 shows the successive functionalization steps of the

film in the case of the MHA anchorage [20,21].

The last step is the PBA growth through a layer-by-layer ap-

proach consisting of successive immersions of the functional-

ized substrate in PBA precursor solutions. The substrate

was first immersed in a hexaaquacobalt(II) solution for

12 h. Then, it was successively immersed for 2 min in a

3·10−3 M [Fe(CN)6]3− aqueous solution and in a 10−1 M

[Co(H2O)6]2+ aqueous solution. The substrate was carefully

rinsed with water after each immersion. The sample was dipped

15 times in both solutions (Scheme 3) [15].

The same protocol was carried out while replacing the

water solvent with i) butanol for the Co2+ solution and ethanol/

water (1:1 EtOH/H2O) for the [Fe(CN)6]3− solution and

ii) ethanol/water (1:1 EtOH/H2O) for the Co2+ solution and for

the [Fe(CN)6]3− solution. The name and the conditions used for

the preparation of the samples resulting from this fifth step are

gathered in Table 1 (NC01–NC05).

Materials characterization
SEM images were obtained by using a field emission gun scan-

ning electron microscope (FEG-SEM Zeiss Sigma HD micro-

scope) equipped with an in-lens detector working at 1 kV and at

a short working distance (WD) equal to 3.3 mm for the TiO2

thin film images and equipped with a secondary electron

detector (SE) working at 1 kV and at a short working distance

(WD) equal to 3.8 mm for the TiO2/PBA nanocomposite

images. Tapping mode topography and phase imaging was
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Table 1: Conditions used for the preparation of the different samples.

name of the sample thickness of the
gold layer/nm TiO2 deposition gold

functionalization

solvent or mixture of solvents for the PBA
precursor solution

Co2+ [Fe(CN)6]3−

Au10 10 — — — —
Au20 20 — — — —
Au50 50 — — — —

Au10NC 10 × — — —
Au20NC 20 × — — —
Au50NC 50 × — — —

NC01 20 × MHA H2O H2O
NC02 20 × 4-ATP H2O H2O
NC03 20 × 4-MPy H2O H2O
NC04 20 × MHA BuOH EtOH/H2O = 1:1
NC05 20 × MHA EtOH/H2O = 1:1 EtOH/H2O = 1:1

Figure 1: AFM images of a) the Si substrate b) Au10, c) Au20 and d) Au50.

accomplished by using an Innova AFM (Bruker) with

NanoDrive v8.02 software. Tapping mode images were

acquired by using silicon tips from Nanosensors (PPP NCSTR)

with a resonance frequency ranging between 76 and 263 kHz.

Images were processed by using WsXM software. Fourier

transform-infrared (FTIR) spectra were collected in the attenu-

ated total reflection (ATR) mode by using a Vertex 70 spec-

trometer with a germanium crystal. XPS spectra were collected

on a SPECS (Phoibos MCD 150) X-ray photoelectron spec-

trometer, by using Mg Kα (hν = 1253.6 eV) X-ray source

having a 150 W (12 mA, 12.5 kV) electron beam power and a

7 × 20 mm spot size. The emissions of photoelectrons from the

sample were analyzed at a takeoff angle of 90° under ultra-high

vacuum conditions (1·10−8 Pa). High resolution spectra were

collected at a pass energy of 10 eV for S 2p core XPS levels.

No charge compensation was applied during acquisition.

Results and Discussion
The gold layer
The silicon wafer and the samples Au10, Au20 and Au50 were

studied by AFM. Representative AFM images are shown in

Figure 1. After gold deposition, whatever the deposition time,

the silicon substrate is completely and homogeneously covered

by gold nanoparticles (as expected for sputtering deposition).

But, the size of the particles depends on the deposition time.

The gold layers obtained with 30 s, 60 s and 150 s deposition

time are composed of gold nanoparticles of 10 nm, 15 nm and

40 nm in diameter, respectively. The roughness is 0.27 nm for

the silicon substrate, 0.44 nm for the 10 nm thick gold layer,

0.48 nm for the 20 nm thick gold layer and 1.01 nm for the

50 nm thick one. After the gold deposition, the surfaces exhibit

a small roughness and are therefore of good quality for the

nanoperforated oxide layer deposition.

The nanoperforated TiO2 monolayer
The nanoperforated TiO2 monolayer deposited on the silicon

wafer covered by a 10 nm thick gold layer (sample Au10) was

studied by AFM and SEM. Representative AFM and SEM

images are shown in Figure 2a and Figure 2b. Two different

kinds of zones can be observed on the AFM and SEM pictures.

Some lighter islands appear on the darker background. The frac-

tion of the light areas can be estimated to be around 40%. The

dark spots correspond to nanoperforations aligned perpendicu-

larly to the surface. Their depth has been estimated to be 15 nm

and their diameter to be 50 nm (Figure S1 in Supporting Infor-

mation File 1). The distance between two adjacent nanoperfora-

tions is 80 nm. Whatever the area, light or dark, the 2D-hexag-

onal organization of the perforations is visible. This indicates
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that the nanoperforated oxide film covers the whole surface.

The two kinds of zones have been assigned to areas with and

without gold between the silicon substrate and the perforated

oxide layer. Figure 2c and Figure 2d show the depth distribu-

tion histogram in the dark and light areas of the AFM image.

This AFM study indicates that the bright zones have higher

relief (up to 80 nm above the silicon wafer) with a wide height

distribution. In contrast, the depth distribution histogram in dark

areas shows a narrow distribution centered around 15 nm

corresponding to the thickness of the TiO2 nanoperforated

layer. This suggests a dewetting of the gold layer from the

silicon surface to form gold droplets between the silicon wafer

and the nanoperforated oxide layer corresponding to the light

areas. The bottom of the nanoperforations in the dark areas

would therefore be made of silicon rather than of gold. This

hypothesis has been confirmed by energy dispersive X-ray

analysis (EDX) performed in a bright and in a dark area. The

results clearly show the presence of gold in the bright area,

whereas this element is absent in the dark area (Figure S2 in

Supporting Information File 1).

Figure 2: a) AFM and b) SEM images of the sample Au10NC. Depth
distribution histogram in the c) dark and d) light areas.

Nanoperforated TiO2 monolayers deposited on 20 nm and

50 nm thick gold layers (samples Au20NC and Au50NC) were

also studied by AFM and SEM. Representative SEM images of

Au20NC and Au50NC at a low magnification are shown in

Figure 3, and AFM and SEM images with higher magnification

are shown in Figure 4.

The SEM images of Au20NC and Au50NC show few dark

islands of around 1 μm, standing out from the light background.

Figure 3: SEM micrographs of a) Au20NC and b) Au50NC.

Figure 4: AFM images of a) Au20NC, b) Au50NC and SEM micro-
graphs of c) Au20NC and d) Au50NC.

As for the sample Au10NC, the 2D organization of the nano-

perforations is visible over the whole surface. The minority of

dark areas (less than 6% of the whole surface) are assigned to

zones where a dewetting of the gold layer from the silicon sub-

strate occurred. In contrast to sample Au10NC, the gold layer

still covers a great majority of the surface after the formation of

the oxide nanoperforated layer.

Figure 4, corresponding to a magnification of the majority of

light areas, shows that the AFM and SEM images of the films

obtained with the 20 nm and the 50 nm gold layers are compa-

rable. They show dark spots corresponding to nanoperforations

of same depth and of same diameter as those obtained with the

10 nm thick gold layer and exhibiting a 2D-hexagonal organiza-

tion (shown by the dashed lines in Figure 4). Nevertheless, the

degree of hexagonal order is lower for these films deposited on

gold layers than for films directly deposited on the silicon sub-

strate [19,22-24]. This loss of order is probably due to matter

displacement during the thermal treatment, leading to an accu-

mulation of gold in some regions of the sample and to a lack of
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gold in others. As a consequence, the TiO2 nanoperforated layer

forms on an undulating gold surface, which results in a certain

lowering of the degree of long-range order.

Whatever the sample, the AFM and SEM studies also revealed

the presence of some perforations, the bottom of which seems

not to be completely cleared of TiO2. This effect is more visible

in areas without gold. A SEM image corresponding to such

areas of sample Au20NC is shown in Figure 5. A light grey

pellicle, indicating the presence of TiO2, partially covers the

bottom of some perforations.

Figure 5: SEM image corresponding to a dark area of the sample
Au20NC.

The non-homogeneous and non-planar surface exhibiting a

different chemical nature of the bottom of the nanoperforations

of the films deposited on a 10 nm thick gold layer, such as

sample Au10NC, can be assigned to a dewetting of the gold

layer from the silicon during the thermal treatment at 450 °C.

This inhomogeneity of the surface led us to exclude samples

with such gold layers for the study. The films synthesized with

the 20 nm thick gold layer, such as sample Au20C, were used

in the following without further optimization. Nevertheless, this

study shows an unexpected behavior of the gold layer, which

has to be optimized in the future.

Functionalization of the Au and TiO2 surfaces
To localize the growth of PBA into the nanoperforations, a

selective functionalization of the Au and TiO2 surfaces has been

implemented. The oxide surface is rendered hydrophobic in

order to prevent the adsorption of PBA precursors. The phos-

phonate function allows for the selective grafting of the phenyl

group on TiO2 [20,21]. Then, MHA, 4-MPy or 4-ATP are used

as coupling agents for anchoring a first layer of Co2+ ions at the

bottom of the nanoperforations.

To evaluate the efficiency of the TiO2 functionalization, this

step was omitted while the functionalization with MHA and the

growth of CoFe PBA in aqueous solution were performed. A

representative SEM image of this sample is shown in Figure 6.

The whole surface seems bumpy as if a crust constituted by

very small PBA particles covered it and under which the nano-

perforations are hardly visible. Without hydrophobization of

TiO2, PBA precursors interact with the accessible oxide surface

leading to the formation of PBA particles everywhere.

Figure 6: SEM image corresponding to CoFe PBA grown on the
nanoperforated films without prior functionalization of TiO2.

In order to verify the effectiveness of the gold functionalization

through the MHA anchoring function at the bottom of the perfo-

rations, the presence of sulfur atoms at the surface of the sample

was monitored by X-ray photoelectron spectroscopy (XPS)

throughout the functionalization step. XPS was carried out right

after removing the sample from the MHA solution and after

rinsing with EtOH (Figure 7). Before rinsing (Figure 7a), the

spectrum exhibit two doublets that can be assigned to a free

thiol function and a thiolate species bound to the gold surface

[25,26]. After rinsing, the band characteristic of the free func-

tion has disappeared (Figure 7b). But, the band corresponding

to bound thiolate species still remains. The grafting of the gold

surface with MHA therefore was successful.

The effect of the functionalized gold layer at the bottom of the

perforations on the growth of PBA is nicely illustrated by a

SEM image of the film exhibiting areas with and without gold

after PBA growth. PBA particles are concentrated in the areas

with gold at the bottom of the nanoperforations, whereas the

areas without gold are almost completely free of PBA particles

(Figure S3 in Supporting Information File 1).

TiO2/PBA nanocomposites
Microscopy study
The TiO2/CoFe PBA nanocomposite NC01 synthesized by

using MHA as anchor and water as the solvent was studied by

AFM and SEM. Representative AFM and SEM images of the

sample NC01 are shown in Figure 8a and Figure 8c. The height

profile along the green dashed line passing through one hole

and three particles on the AFM image is shown in Figure 8b.



Beilstein J. Nanotechnol. 2014, 5, 1933–1943.

1939

Figure 7: XPS spectra of a film immersed in MHA solution a) before and b) after rinsing with EtOH.

Figure 8: a) AFM image, b) height profile along the green dotted line on the AFM image and c) SEM image of NC01.

The AFM and SEM images show the 2D-hexagonal arrange-

ment of the nanoperforations and some light objects assigned to

PBA particles localized on some of the nanoperforations

(Figure 8a and Figure 8c). The shape of the particles is spher-

ical or half-spherical. On the TEM image it is difficult to see if

the particles are located in the pores or on the TiO2 grid. On the

contrary, in the AFM image, the particles clearly seem to be

located in the nanoperforations. Furthermore, the AFM height

profile (Figure 8b) shows three maxima and one minimum

corresponding to three particles and one perforation. The dis-

tance between these maxima and minimum fairly corresponds

to the distance between adjacent nanoperforations of the TiO2

film before PBA growth (see above), which supports the loca-

tion of the particles on the nanoperforations. Nevertheless, one

cannot conclude whether or not the particles are anchored to the

bottom of the perforations.

Each particle seems to be located on one perforation, but not all

of the nanoperforations are filled. The average rate of perfora-

tions containing one PBA particle is around 15%. The localiza-

tion of the PBA particles in the perforations indicates that the

hydrophobic groups have successfully passivated the oxide

surface. The partial loading of the perforations by PBA parti-

cles can be due to several reasons listed below:

- the presence of TiO2 at the bottom of the perforations, which

have been rendered hydrophobic when the substrate has been

immersed in phenylphosphonic acid, which prevents i) the

grafting of the anchoring function for PBA growth and ii) the

adsorption of any of the PBA precursors or PBA particles;

- a low yield of the complexation reaction of the Co2+ ions by

the anchoring functions grafted onto the bottom of the nanoper-

forations;

- the occurrence of dissolution–recrystallization phenomena

during the PBA growth step: during the successive immersions

of the functionalized film, the particles or a few of the particles

formed during the first cycles can dissolve and the released

precursors reform new particles.

The size of the PBA particles ranges from 20 to 100 nm. The

size of the smallest particles is of the order of magnitude

expected for PBA particles formed by a layer-by-layer ap-
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proach since 15 units of –Fe–CN–Co- (corresponding to

15 cycles) corresponds to approximately 8 nm. Therefore, a

growth from Co ions anchored to the bottom of the perforations

could result in half-spherical particles of 16 nm in diameter.

The formation of particles of bigger size can be explained by

the occurrence of dissolution–recrystallization phenomena.

Effect of the chemical nature of the anchoring function for

PBA: The TiO2/CoFe PBA nanocomposites NC02 synthesized

by using 4-MPy (Figure 9a and Figure 9c) and NC03 synthe-

sized by using 4-ATP (Figure 9b and Figure 9d) as anchoring

functions while keeping water as the solvent were studied by

AFM and SEM. Representative AFM and SEM images are

shown Figure 9.

Figure 9: AFM images of a) NC02, b) NC03 and SEM micrographs of
c) NC02, d) NC03.

The AFM and SEM images are very similar to those obtained

with MHA. They show the same spherical or half-spherical

particles localized on the nanoperforations. The size of these

PBA particles ranging from 20 to 80 nm in diameter is compa-

rable to that of the previous sample. As before, around 15% of

the nanoperforations are filled with PBA particles. The chem-

ical nature of the complexing agent for the transition metal ion

seems to play little or no role in the growth process of the PBA

particles.

Effect of the solvent or of the solvent mixture of the PBA

precursors solutions: The TiO2/CoFe PBA nanocomposites

synthesized by using alcohol or a water/alcohol mixture for the

PBA growth were studied by AFM and SEM. Figure 10a and

Figure 10c show representative AFM and SEM images of the

TiO2/CoFe PBA nanocomposite NC04 synthesized by using a

butanolic Co2+ solution and [Fe(CN)6]3− in a 1:1 EtOH/H2O

mixture as PBA precursors solutions. Figure 9b and Figure 9d

show representative AFM and SEM images of the TiO2/CoFe

PBA nanocomposite NC05 synthesized by using solutions

of Co2+ in a 1:1 EtOH/H2O mixture and [Fe(CN)6]3− in 1:1

EtOH/H2O mixture as PBA precursors solutions. The AFM and

SEM images are very different from those of the previous

samples (NC01 to NC03). This difference shows the important

role of the reaction medium for PBA growth. The images show

a great number of faceted particles with a pyramidal shape or a

cubic shape with one corner inserted in one perforation.

Figure 10: AFM images of a) NC04, b) NC05 and SEM micrographs of
c) NC04, d) NC05.

Except some differences in the particles size range, which

seems somewhat larger in the case of NC04 than in the case of

NC05, the AFM and SEM images of NC04 and of NC05 are

very similar. The average density of filled perforations is very

high for the two samples, which makes it difficult to see if the

particles are localized in the perforations. However, some orga-

nization of the particles can be seen in the AFM images (dotted

lines in Figure 10a and Figure 10b), which could result from the

organization of the perforations. For instance, a hexagonal orga-

nization of some particles is visible and the distance between

the aligned particles fairly corresponds to the distance between

the centers of the perforations. NC04 and NC05 exhibit parti-

cles with a completely different shape compared to samples

NC01 to NC03. Because the particles have the same chemical

composition (see IR spectroscopic study below), these different

shapes probably reflect different determining factors in the
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particles formation. Indeed, different shapes for particles of

same chemical composition usually correspond to growth rates

limited by different parameters. PBA particles crystallize in the

Fm−3m cubic face centered space group. They are often cubic

due to different interface energies for the different crystallo-

graphic faces and therefore different growth rates leading to the

formation of cubic particles. Nevertheless, under some specific

conditions of concentrations, spherical particles can be obtained

when the growth reaction rate is limited by the diffusion of the

precursors. In the case of the films, the pyramidal or cubic

shape is systematically obtained when the reaction medium is

BuOH or the 1:1 mixture EtOH/H2O whereas the half-spherical

or spherical shape is obtained in aqueous solutions. PBA parti-

cles are less soluble in BuOH and in the EtOH/H2O mixture

than in H2O and therefore the dissolution–recrystallization rates

are different. The diffusion rates of the precursors in the two

reaction media are also different. These differences probably

accounts for the different shape of the particles.

A pyramidal shape has been predicted by Tricard et al. [27,28]

for a layer-by-layer growth process without additional dissolu-

tion–recrystallization phenomena. The study of the mecha-

nisms involved in the PBA nanoparticles growth is still in

progress and seems to be more complicated than the layer-by-

layer process often evoked in the literature to describe the

growth of PBA films [16-18].

Infrared spectroscopic investigation
Infrared spectroscopy, and especially the ν(C≡N) vibration band

located in the spectral range of 2100–2200 cm−1 is usually used

to characterize PBA species. Indeed, the cyanide bridge is

extremely sensitive to its environment, including the oxidation

state and the spin state of the transition metal ions [29].

Because samples NC01 to NC03 on the one hand and samples

NC04 and NC05 on the other hand are very similar, the results

are presented for samples NC01 and NC04. The spectra of

NC01 and NC04 are shown in the range of 1900–2250 cm−1 in

Figure 11. Both spectra display one narrow and intense band

centered at 2106 cm−1. This band is attributed to the CN

stretching vibration. The position of the band corresponds

neither to a terminal FeIII–CN group (expected around

2118 cm−1) [29] nor to a FeII–CN group (expected around

2044 cm−1) [29]. The narrowness of this band and its energy

position are in line with the formation of a CoFe PBA. The

band is located at the same energy (within the experimental

resolution) in both spectra. This indicates the formation of PBA

of the same chemical composition for all the samples. The pos-

ition of the band corresponds to CN in FeII–CN–CoII linkages

of the CoIIFeII PBA. Starting from CoII and [FeIII(CN)6]3− ions

as PBA precursors, the energy position of the band indicates the

reduction of [FeIII(CN)6]3− into [FeII(CN)6]4− during the forma-

tion of PBA. Such a reduction reaction during the synthesis of

PBA thin films has already been observed [30]. The strong

difference in the intensity of the band from NC04 to NC01

reflects different amounts of PBA on the surface of the films.

The intensity ratio of the bands of NC04 and NC01 is 15% in

agreement with the average density of filled perforations deter-

mined by microsopy: around 15% for NC01 and very high,

close to 100%, for NC04.

Figure 11: IR spectra of NC01 and NC04.

Conclusion
In conclusion, this first approach to study step-by-step the

controlled growth of PBA particles within the perforations of

ordered nanoperforated oxide layers allows for pointing out the

steps the optimization of which would improve the final

composite. Some steps are well-controlled or already optimized

and some others are trickier and need to be optimized in order

to get perfectly ordered nanoperforated layers with all the perfo-

rations filled with PBA particles.

After deposition, the small roughness of the gold layer is suit-

able for the subsequent deposition of the oxide layer. Neverthe-

less, the morphology of this layer undergoes important changes

during the thermal treatment (step 3). The evolution is spectac-

ular in the case of the 10 nm thick gold layer, but also exists for

the layers with higher thicknesses. The unexpected thermal

behavior of the gold layer shows that the first step clearly needs

to be optimized to avoid any gold displacement modifying the

planarity of the layer, which necessarily affects the ordered

organization of the nanoperforations.
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The deposition (step 2) and the thermal treatment (step 3) of the

ordered hybrid organic–inorganic layer have already been

extensively studied [12,19]. The smaller the diameters of the

perforations are, the higher is the degree of order. Nevertheless,

a perfect accessibility of the gold bottom of all the perforations

is mandatory in order to fill all of them with PBA particles.

Work is in progress to check and to improve this point.

The selective functionalization of the surfaces is a necessary

step to localize PBA growth within the nanoperforations. The

hydrophobization of the accessible oxide layer efficiently

avoids the formation of PBA outside the perforations. The

chemical nature of the anchoring function for the PBA growth

seems not to be a determining factor in the average density of

filled perforations.

The growth of PBA is undoubtedly the trickiest step. The

average density of filled perforations and the shape of the parti-

cles seem strongly linked to the solubility of the growing parti-

cles in the reaction media. Work is in progress in order to fully

control this step.

Supporting Information
Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-204-S1.pdf]
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Abstract
The optical and electrical properties of terbium(III) bis(phthalocyanine) (TbPc2) films on cobalt substrates were studied using vari-

able angle spectroscopic ellipsometry (VASE) and current sensing atomic force microscopy (cs-AFM). Thin films of TbPc2 with a

thickness between 18 nm and 87 nm were prepared by organic molecular beam deposition onto a cobalt layer grown by electron

beam evaporation. The molecular orientation of the molecules on the metallic film was estimated from the analysis of the spectro-

scopic ellipsometry data. A detailed analysis of the AFM topography shows that the TbPc2 films consist of islands which increase

in size with the thickness of the organic film. Furthermore, the cs-AFM technique allows local variations of the organic film topog-

raphy to be correlated with electrical transport properties. Local current mapping as well as local I–V spectroscopy shows that

despite the granular structure of the films, the electrical transport is uniform through the organic films on the microscale. The AFM-

based electrical measurements allow the local charge carrier mobility of the TbPc2 thin films to be quantified with nanoscale

resolution.
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Figure 2: Dielectric function of a TbPc2 film on cobalt. The blue lines and the red lines represent the real part (left) and the imaginary part (right),
respectively, of the dielectric function. The top graphs show the dielectric function of Co and bottom graphs are obtained from 58 nm TbPc2 on top of
the Co layer.

Introduction
Molecular spintronic devices could bring a new era of informa-

tion technology, as the materials are inexpensive and have a

potentially higher efficiency than conventional electronic

devices [1-9]. Therefore, many studies were carried out to iden-

tify organic molecules with suitable properties for spintronics

over the past few years. Terbium(III) bis(phthalocyanine)

(TbPc2) is an excellent candidate to provide all the necessary

features for molecular spintronics, as it is both an organic semi-

conductor and a single molecule magnet (SMM). TbPc2 was

previously implemented in an organic field effect transistor

(OFET) as a hole transporting layer [10] and recently

Urdampilleta et al. reported a supramolecular spin valve made

of a carbon nanotube (CNT) covered by only a few TbPc2

molecules [5]. For electronic and spintronic devices it is crucial

to know and to control the molecular orientation on the device-

related substrates. The TbPc2/Co heterojunction was already

proposed to serve as a model system for a SMM semicon-

ducting layer on top of a ferromagnetic electrode for a future

spintronic device. The chemical and magnetic properties of this

interface were investigated by Klar et al. and it was found that

the magnetic moment of the Tb couples antiferromagnetically to

the Co substrate [11]. In this work we focus on the study of

other device-relevant aspects: the influence of the film thick-

ness, morphology, and molecular orientation on the electrical

transport in TbPc2 layers on polycrystalline cobalt films. The

TbPc2 molecule and the investigated layer stack are schemati-

cally shown in Figure 1, which includes a sketch of the molec-

ular orientation which will be discussed later. The present

manuscript reveals the optical and electrical properties of TbPc2

films with different thicknesses on Co substrates as well as the

molecular tilt angle and grain size distribution of the samples

using spectroscopic ellipsometry, AC atomic force microscopy,

and current sensing atomic force microscopy. Topographic and

electrical AFM techniques provide a reliable method to investi-

gate and correlate the structural and local electrical properties of

TbPc2 thin films. This knowledge is crucial for the implementa-

tion and fabrication of TbPc2-based devices.

Figure 1: TbPc2 molecule (left). Investigated layer stack: TbPc2 thin
films on cobalt grown on SiO2/Si(111).

Results and Discussion
Spectroscopic ellipsometry
For the ellipsometric analysis, four TbPc2 films with different

thicknesses (18 ± 1 nm, 41 ± 1 nm, 58 ± 2 nm, and 87 ± 3 nm)

were prepared by organic molecular beam deposition. The

underlying 25 nm thick cobalt film was prepared by electron

beam evaporation. Both depositions were performed without

breaking the vacuum in between to avoid any oxidation of the

Co films. Figure 2 shows the dielectric function, , of

Co taken from [12] and a 58 nm TbPc2 film on Co. TbPc2 films

exhibit a uniaxial anisotropy of the dielectric function similar to
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many planar phthalocyanines, for example, CuPc [13] or H2Pc

[14]. Consequently, the dielectric function parallel (in-plane)

and perpendicular (out-of-plane) to the sample surface differs

. For a numerical analysis of the measured

spectroscopic ellipsometry data a model employing eleven

Gaussian oscillators was used. The energy position and the full

width half maximum (FWHM) of the oscillators were fixed for

all samples, while their amplitudes were allowed to vary during

the Kramers–Kronig consistent fitting procedure (experimental

data and model fit for one sample: Supporting Information

File 1, Figure S1). From the numerical analysis we can extract

the anisotropic dielectric function as well as the thickness of the

different layers in the stack.

The most prominent absorption bands, namely the Q and B

band, of phthalocyanines are highlighted in Figure 2. They

correspond to ligand-related π–π* transitions [15].

For organic semiconductors we can consider the relative

magnetic permeability to be µr ≈ 1. Thus, we can easily deter-

mine the optical constants  from the diagonal

elements εii of the dielectric tensor using Equation 1:

(1)

where i = x, y, z.

From the anisotropy of the extinction coefficient k in the Q

band region (1.6–2.0 eV), it is possible to estimate the molec-

ular orientation [13,14]. According to the model described in

[16] we assume that two electronic transition dipole moments in

the Q band are parallel to the ligand plane and that all mole-

cules have the same tilt angle α with respect to the substrate, but

with a random azimuthal orientation in the substrate plane. It

was shown that under these assumptions the average molecular

tilt angle α can be written as [16]:

(2)

where Ain and Aout are the areas under the in-plane and out-of-

plane component of the extinction coefficient, respectively (see

Figure 2). The resulting average angles between the molecules

and the substrate plane can be found in Figure 3. The Sessoli

group reported TbPc2 molecules which lay in a monolayer

evaporated on polycrystalline gold and cobalt as well as

standing molecules in a 200 nm thick film by exploiting

synchrotron methods [17,18]. Thus, we expect that the first

TbPc2 layers will similarly lie on the polycrystalline Co films

due to their low roughness (rms: 0.4 nm, obtained by AFM

measurements). At this point it should be mentioned that the

ellipsometry investigations of the molecular orientation in films

with smaller thickness is difficult due to the low sensitivity to

the out-of-plane component of the optical constants. In particu-

lar, this is due to the presence of a metallic layer beneath the

organic layer. The molecular tilt angle increases with increasing

films thickness, which was also shown for H2Pc on PTCDA by

utilizing spectroscopic ellipsometry and magneto-optical Kerr

effect spectroscopy (MOKE) [16]. According to Equation 2,

only values between 0 and 2 are allowed for Aout/Ain. Neverthe-

less, for the thickest TbPc2 layer, the ratio Aout/Ain slightly

exceeds the limit of 2. This could be related to errors in the

ellipsometry fit. Therefore, we assume standing molecules for

films thicker than 80 nm.

Figure 3: Definition of the molecular tilt angle (top). Average tilt angle
of the TbPc2 molecules on cobalt (bottom). The thickness of the films
was estimated from the ellipsometry data.

Topography characteristics
To investigate the topographic characteristics of the TbPc2 thin

films on Co substrates, a detailed analysis of the grain size

evolution is performed as a function of the organic film thick-

ness. Figure 4 shows AFM images with areas of 2 × 2 µm2 for

TbPc2 films as well as the Co substrates. An increase of the

roughness is observed as a function of the thickness of the

organic film (see inset in Figure 5a). Scan profiles in Figure 4

show the average grain heights over the sample surface. These

profiles also support a clear variation of the topographic charac-

teristics of the TbPc2 films as the thickness is increased.

In order to perform a detailed quantification of the TbPc2

topographic grain characteristics, a statistical analysis via
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Figure 4: AFM topography characteristics of TbPc2 thin films. Line
scan profiles and AFM surface images for TbPc2 films of 18, 41, 58
and 87 nm deposited on a 25 nm thick Co film.

histograms is used to calculate the average grain diameter and

height from the topography images shown in Figure 4.

Figure 5a shows that the height of the grains follows a linear

increase while the average grain diameter tends to reach a

maximum size of about 38–40 nm with increasing organic film

thickness, as expected for an unheated substrate during the

deposition [19]. As an example of the statistical analysis

performed, Figure 5b shows a histogram of the grain height and

diameter for the case of the 87 nm TbPc2 film. This analysis

considers areas of 2 × 2 µm2 shown in Figure 4, which contain

approximately 2 × 103 grains on the surface. The statistical

analysis was performed on different locations of the organic

films, revealing similar results. This reinforces the reliability of

the data and dismisses the possibility of error during the AFM

measurements on a particular location of the sample surface.

Further information on the statistical analysis can be found in

Supporting Information File 1, Figure S2 and Figure S3.

Figure 5: AFM statistical analysis of TbPc2 thin films. (a) Average
grain diameter and height as a function of the organic film thickness.
Dotted lines are guide to the eye to show the tendency of the grain
height and grain diameter with the thickness. The inset shows the
dependence of the roughness of the organic films thickness. (b) Diam-
eter and height histograms for an 87 nm TbPc2 film. Error bars (with
sizes comparable to plotted dot symbols) in (a) are obtained from
Gaussian fits in histograms as shown in (b).

Current sensing atomic force microscopy
Conductive atomic force microscopy techniques are well-estab-

lished methods for local electrical characterization in organic

materials [20-24]. In this work, we employ the cs-AFM tech-

nique in order to investigate the local transport properties

of TbPc2 thin films on Co substrates. Due to its high

reproducibility and versatility, cs-AFM allows for local

current–voltage (I–V) spectroscopy as well as current mapping

of particular areas of interest on the organic film. I–V spec-

troscopy is realized by subsequent sweeping of the applied bias

while the AFM conductive probe is located at a fixed location

on the sample surface. This procedure is repeated several times

over different locations to ensure the reproducibility of the elec-

trical response. On the other hand, in current mapping experi-

ments, a fixed voltage is applied at the probe–sample interface

while the probe is scanned over a specific area of the sample

surface. These high resolution current maps (512 × 512 points)

allow simultaneous information to be obtained regarding
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Figure 7: Transport mechanism for TbPc2 thin films. Red and blue solid lines indicate the average of 20 local I–V spectroscopy cycles.
(a) Current–voltage characteristics for TbPc2 thin films. Grey and black data in (a) represent the local I–V spectroscopy cycles. Dotted data represent
the current value obtained via current maps. Each dot represents the average of 512 × 512 data points acquired during the AFM scanning. (b) Current
density response. Solid green lines and dashed blue lines correspond to the linear and space-charge-limited transport regimes, respectively.

topographic and electrical current through the organic material,

and establish a direct correlation of the organic topography with

electrical characteristics. Also, by repeating current mapping at

different locations and with different voltages, we are able to

reconstruct the I–V characteristics.

Figure 6a shows a schematic diagram of the set up for local

electrical measurements. A conductive AFM probe placed

directly in contact with the TbPc2 surface plays the role of the

top electrode, while the Co bottom film acts as a back electrode.

Samples for cs-AFM measurements were deposited on a Si sub-

strate with a top SiO2 layer of 1 µm in order to eliminate

possible leakage current.

Figure 6b shows a 5 × 5 µm2 topography image of an 80 nm

thick TbPc2 film which has the highest roughness, with respect

to Figure 4 and Figure 5. It is worth pointing out that for the

case of electrical AFM measurements, special conductive

probes with a larger radius compared to the high resolution

probes used in the topographic studies (see Experimental

section for more details) are utilized. Therefore, a lower topog-

raphy resolution is expected in topography images acquired

during electrical measurements (e.g., Figure 6b). The electrical

response of the film, for the same location indicated in

Figure 6b, is explored under different applied voltages, as indi-

cated in Figure 6c–e. We observe highly stable and uniformly

transport characteristics for all TbPc2 film thicknesses investi-

gated. This suggests a uniform distribution of the electrical

charge flow through the organic film.

To further investigate the transport mechanism in TbPc2 thin

films, a series of local I–V spectroscopy measurements on

different locations along the organic material were performed.

Figure 7a shows the transport response for the case of 20 and

Figure 6: cs-AFM electrical measurements. (a) Electrical setup
employed for local electrical measurements via cs-AFM. (b) AFM
topography image of an 87 nm thick TbPc2 film (5 × 5 µm2). Current
maps for the same location indicated in (b) for the case of an applied
voltage of 0.6 V (c), 1.0 V (d) and 1.5 V (e).

80 nm thick TbPc2 films. Here, the AFM probe is fixed at one

single point on the surface while the voltage is swept for around

20 consecutive cycles (grey and black areas). Solid lines show

the average electrical current. In order to verify the repro-

ducibility of the I–V spectroscopy results, a series of current

maps were also obtained at different applied voltages for both

organic films. I–V characteristics were then reconstructed by

obtaining the average current corresponding to 512 × 512 data
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points from current maps as the ones shown in Figure 6c–e.

Solid dots in Figure 7a correspond to the I–V characteristics

reconstructed with current maps and indicate the high repro-

ducibility of the transport measurements for TbPc2 organic

films performed via cs-AFM.

The current values measured for the TbPc2 thin films are close

to those reported for the case of CuPc [23] and up to three

orders of magnitude higher than those reported for similar

organic films investigated via cs-AFM techniques such as

metalloporphyrin thin films on Ni substrates [20]. In general,

due to their planar structure, phthalocyanines are known to ex-

hibit a higher hole mobility as compared to the porphyrins [25],

which could lead to a higher current. When comparing the topo-

graphic characteristics of TbPc2 samples with 20 nm and 80 nm

(see Figures 4 and 5), the variation with grain size would in-

duce more grain boundaries for electron scattering in the thinner

samples when compared with the ticker samples. Thus, a

different amount of scattering centers might be responsible for

the fact that the electric current scales gentler than the expected

laws with the film thickness (1/L).

Figure 7b shows the current density–voltage characteristics for

the TbPc2 films. In order to obtain the current density from the

cs-AFM measurements, we follow a similar approach as

presented by Reid et al. [26], where the contact area between

probe and sample is determined assuming a tip indentation of

1 nm for the same kind of Pt-coated hemispherical probes used

in this work. This results in a circular contact area with a diam-

eter (Pd) of 14 nm. Here, we ensure that the probe–sample force

is kept constant during the electrical measurements and no extra

force, which could eventually modify the contact area, is

applied.

The electrical response of the TbPc2 thin films presents a tran-

sition from a linear ohmic-like transport regime for low volt-

ages to a square law dependence for high voltages. These

results appear to be in agreement with a space-charge-limited

current process (SCLC). According to G. Horowitz et al., the

linear current–voltage characteristics can exist in the SCLC

model and come from electrons hopping from one insulating

state to the next [27]. Hence, the transport regime of TbPc2 thin

films would follow such transition behavior:

(3)

where Johmic and JSC are the current densities for each regime,

σ is the low voltage conductivity, L is the thickness of the

organic film, ε is the relative dielectric constant, ε0 is the

permittivity of free space, µ is the charge carrier mobility and V

is the applied voltage. From the ohmic-like regime (see

Figure 7b) we obtained parameters of σ/L equal to 1.38 and

0.97 kA/cm2 V for the samples of 20 and 80 nm, respectively. If

the mobility is higher along the crystalline direction, where an

overlap of the π orbitals of the neighboring molecules exists,

then the mobility might be higher perpendicular to the molec-

ular plane as opposed to parallel to it. Assuming the same kind

of charge for the carriers and the same charge density per unit

volume in all films, a reduction in the ratio σ/L corresponds to a

reduction in the carrier mobility in the direction perpendicular

to the substrate. This is in agreement with the increasingly

standing molecules. The validity of the model applied for the

ohmic region should be granted in both cases, since the condi-

tion is that the amount of injected carriers is low compared to

that of thermally generated carriers.

Once the modelling of the current density characteristics for

TbPc2 thin films is derived from cs-AFM measurements, it is

necessary to account for the electrode geometry in the AFM

electrical experiments (AFM probe geometry). We apply the

modelling approach described in [26], as we use the same AFM

probe geometry. Here, the system is treated as an intermediate

case between a situation with infinite plane–plane electrodes

and a situation with point–plane electrodes. For the electrode-

modified electrical characteristics, a semi-empirical expression

for the current density determined via cs-AFM is given by

[23,26]:

(4)

By comparing Equations 3 and 4, one can see that current

density measurements via cs-AFM consider a thickness depend-

ence from L−3 to L−1.4 for the case of the Pt-coated AFM probes

used in this work [26]. Applying this geometry-corrected model

to our current density measurements, it is possible to quantify

the charge carrier mobility for the TbPc2 thin films on a

nanometer scale. The values of L and Pd are fixed by the film

thickness and tip geometry, respectively. For the dielectric

constant we consider a minimum value of ε = 4.5, which is the

real part of the dielectric function at the lowest photon energy

(1.3 eV) used in our ellipsometry experiment (see Figure 2). As

a maximum value for the dielectric constant we used ε = 13,

which was previously proposed to describe the hole transport

along the phthalocyanine ligand plane in CuPc films [28]. This

would be the case if all phthalocyanine molecules were

perfectly aligned with their ligand plane perpendicular to the

electrodes. From the SCLC fitting in Figure 7b we obtain

charge carrier mobility values from 0.80 × 10−4 cm2 V−1 s−1
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(for ε = 13) to 2.31 × 10−4 cm2 V−1 s−1 (for ε = 4.5) for the

20 nm TbPc2 film. For the 80 nm thick film, the mobility values

range from 0.35 × 10−4  cm2  V−1  s−1  (for ε  = 13)

to 1.01 × 10−4 cm2 V−1 s−1 (for ε = 4.5). The variation of the

mobility values across the film surface in a scan window of

5 × 5 µm2 is below 15% (see Supporting Information File 1,

Figure S4). These values are comparable to the hole field effect

mobility values determined from OFET measurements by

Katoh et al. [10] Noteworthy, the mobility is expected to

increase with increasing size of the crystalline grains in the film

[29]. A decrease in the hole mobility values with increasing

film thickness is therefore at a first glance surprising. However,

considering the anisotropic hole transport in the phthalocya-

nines (with higher mobility in the direction of the π–π stacking

in a molecular crystal, i.e., perpendicular to the Pc ligand), a

change in the molecular orientation from more lying to more

standing molecules with increasing film thickness can be re-

sponsible for the decrease in the hole mobility values with

increasing film thickness. By taking into account the homoge-

neous current maps recorded at different voltages (see

Figure 6), the excellent agreement between the local I–V char-

acteristics and the average current values obtained via current

maps (Figure 7), we conclude that the mobility values esti-

mated above are representative for the area of the respective

TbPc2 film.

Conclusion
In this work we present the optical, topographic and electrical

properties of TbPc2 thin films on cobalt by utilizing ellipsom-

etry and AFM techniques. The ellipsometric studies allowed us

to determine the average molecular tilt angle in the TbPc2 films

and this evaluation revealed an evolution from nearly lying

molecules in the first layers to standing molecules in a thick

film. The current flow through our organic layers is homoge-

neous within a standard deviation of about 10%, with lower

values at the grain boundaries as compared to the top of the

grains (see Figure S5 of Supporting Information File 1). A

statistical analysis was conducted to determine the size of the

grains and it was shown that the lateral expansion of the grains

appears to saturate in films at a thickness higher than 58 nm.

The I–V characteristics indicate that the transport through the

films with thicknesses of 20 nm and 80 nm is governed by the

SCLC regime. By applying a SCLC model adapted for the I–V

characteristics obtained from cs-AFM measurements, we esti-

mate the hole mobility in TbPc2 films on cobalt substrates

to be in the range from 0.35 × 10−4 cm2 V−1 s−1 to

2.31 × 10−4 cm2 V−1 s−1, depending on the film thickness and

the dielectric constant considered. The AFM-based approach

implemented here allows important transport properties such as

current density homogeneity and the local charge carrier

mobility to be quantified. The nanoscale resolution achieved

here for the characterization of organic systems such as TbPc2

thin films is crucial for future molecular spintronics applica-

tions.

Experimental
Sample preparation
Cobalt films were grown by electron beam evaporation on a

Si(111) substrate covered by a oxide layer with different thick-

ness (VASE, AFM: 1.5 nm and cs-AFM: 1 µm) at a rate of

1.25 nm/min under UHV conditions (10−8 mbar). The

substrates were cleaned in acetone and ethanol for 5 minutes

each in an ultrasonic bath. On top of the cobalt, the TbPc2 films

were prepared by organic molecular beam deposition at a rate of

0.5 nm/min at a pressure below 10−7 mbar. The evaporation

took place at a temperature of about 400 °C in the Knudsen cell.

The samples were kept at room temperature during all deposi-

tions. The preservation of the molecules in a film was checked

by UV–vis and Raman spectroscopy.

Ellipsometry measurements
VASE measurements were performed ex situ with a Woollam

T-Solar Ellipsometer in the spectral range of 0.7–5.0 eV with an

energy step width of 0.02 eV. Three different angles of inci-

dence (50°, 60° and 70°) were exploited for increased sensi-

tivity of the optical anisotropy of the films. The initially linear

polarized light becomes elliptically polarized light after reflec-

tion on the sample. The elliptical polarization state is described

by the experimentally measured quantities Ψ and Δ, according

to

(5)

where ρ is the ratio between the Fresnel reflection coefficients

for p- and s-polarized light. The ellipsometry data were

analyzed using the WVASE 32 software from J. A. Woollam

Co. [30].

AFM measurements
AFM measurements for topography analysis and electrical char-

acterization were performed on an Agilent 5500 AFM system.

Measurements were performed under a controlled N2 environ-

ment to preserve the integrity and avoid exposure of the organic

films to ambient conditions. Topography measurements were

performed in AC tapping mode, which guarantees minimal

contact between the AFM probe and the organic film. Ultra

sharp (4–10 nm radius) Olympus cantilevers allowed high

sensitivity measurements. cs-AFM measurements were

performed in contact mode using special Pt-coated Si

cantilevers with a spring constant of 0.2 N/m and typical radii

of about 20–25 nm. The voltage is applied directly to the



Beilstein J. Nanotechnol. 2014, 5, 2070–2078.

2077

bottom Co electrode. The grounded conductive cantilever is

therefore used as a top electrode for local I–V spectroscopy as

well as current mapping experiments. AFM topography analysis

and current maps images were analyzed using WSxM and

Gwyddion software packages [31,32].

Supporting Information
The Supporting Information shows the raw data obtained

from ellipsometry and the corresponding model fit for one

sample. Furthermore, a statistical analysis of the AFM data

is included.

Supporting Information File 1
Ellipsometry and AFM analysis.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-215-S1.pdf]

Acknowledgements
We gratefully acknowledge the financial support from the

Deutsche Forschungsgemeinschat (DFG) in the frames of the

Research Unit FOR 1154 “Towards Molecular Spintronics”.

References
1. Rocha, A. R.; Garcia-Suárez, V. M.; Bailey, S. W.; Lambert, C. J.;

Ferrer, J.; Sanvito, S. Nat. Mater. 2005, 4, 335–339.
doi:10.1038/nmat1349

2. Bogani, L.; Wernsdorfer, W. Nat. Mater. 2008, 7, 179–186.
doi:10.1038/nmat2133

3. Gambardella, P.; Stepanow, S.; Dmitriev, A.; Honolka, J.;
de Groot, F. M. F.; Lingenfelder, M.; Sen Gupta, S.; Sarma, D. D.;
Bencok, P.; Stanescu, S.; Clair, S.; Pons, S.; Lin, N.; Seitsonen, A. P.;
Brune, H.; Barth, J. V.; Kern, K. Nat. Mater. 2009, 8, 189–193.
doi:10.1038/nmat2376

4. Mannini, M.; Pineider, F.; Sainctavit, P.; Danieli, C.; Otero, E.;
Sciancalepore, C.; Talarico, A. M.; Arrio, M.-A.; Cornia, A.; Gatteshi, D.;
Sessoli, R. Nat. Mater. 2009, 8, 194–197. doi:10.1038/nmat2374

5. Urdampilleta, M.; Klyatskaya, S.; Cleuziou, J.-P.; Ruben, M.;
Wernsdorfer, W. Nat. Mater. 2011, 10, 502–506.
doi:10.1038/nmat3050

6. Candini, A.; Klyatskaya, S.; Ruben, M.; Wernsdorfer, W.; Affronte, M.
Nano Lett. 2011, 11, 2634–2639. doi:10.1021/nl2006142

7. Vincent, R.; Klyatskaya, S.; Ruben, M.; Wernsdorfer, W.; Balestro, F.
Nature 2012, 488, 357–360. doi:10.1038/nature11341

8. Schwöbel, J.; Fu, Y.; Brede, J.; Dilullo, A.; Hoffmann, G.;
Klyatskaya, S.; Ruben, M.; Wiesendanger, R. Nat. Commun. 2012, 3,
953. doi:10.1038/ncomms1953

9. Ganzhorn, M.; Klyatskaya, S.; Ruben, M.; Wernsdorfer, W.
Nat. Nanotechnol. 2013, 8, 165–169. doi:10.1038/nnano.2012.258

10. Katoh, K.; Komeda, T.; Yamashita, M. Dalton Trans. 2010, 39,
4708–4723. doi:10.1039/b926121d

11. Klar, D.; Klyatskaya, S.; Candini, A.; Krumme, B.; Kummer, K.;
Ohresser, P.; Corradini, V.; de Renzi, V.; Biagi, R.; Joly, L.;
Kappler, J.-P.; del Pennino, U.; Affronte, M.; Wende, H.; Ruben, M.
Beilstein J. Nanotechnol. 2013, 4, 320–324. doi:10.3762/bjnano.4.36

12. Palik, E. D. Handbook of Optical Constants of Solids II; Academic
Press, 1991.

13. Gordan, O. D.; Friedrich, M.; Zahn, D. R. T. Org. Electron. 2004, 5,
291–297. doi:10.1016/j.orgel.2004.10.001

14. Gordan, O. D.; Friedrich, M.; Zahn, D. R. T. Thin Solid Films 2004, 455,
551–556. doi:10.1016/j.tsf.2003.11.209

15. Yoshino, K.; Lee, S. B.; Sonoda, T.; Kawagishi, H.; Hidayat, R.;
Nakayama, K.; Ozaki, M.; Ban, K.; Nishizawa, K.; Ohta, K.; Shirai, H.
J. Appl. Phys. 2000, 88, 7137–7143. doi:10.1063/1.1316050

16. Bräuer, B.; Fronk, M.; Lehmann, D.; Zahn, D. R. T.; Salvan, G.
J. Phys. Chem. B 2009, 113, 14957–14961. doi:10.1021/jp9073224

17. Margheriti, L.; Chiappe, D.; Mannini, M.; Car, P.-E.; Sainctavit, P.;
Arrio, M.-A.; de Mongeot, F. B.; Cezar, J. C.; Piras, F. M.; Magnani, A.;
Otero, E.; Caneschi, A.; Sessoli, R. Adv. Mater. 2010, 22, 5488–5493.
doi:10.1002/adma.201003275

18. Malavolti, L.; Poggini, L.; Margheriti, L.; Chiappe, D.; Graziosi, P.;
Cortigiani, B.; Lanzilotto, V.; Buatier de Mongeot, F.; Ohresser, P.;
Otero, E.; Choueikani, F.; Sainctavit, Ph.; Bergenti, I.; Dediu, V. A.;
Mannini, M.; Sessoli, R. Chem. Commun. 2013, 49, 11506–11508.
doi:10.1039/c3cc46868b

19. Khrishnakumar, K. P.; Menon, C. S. Mater. Lett. 2001, 48, 64–73.
doi:10.1016/S0167-577X(00)00281-0

20. Siles, P. F.; Bof Bufon, C. C.; Grimm, D.; Jalil, A. R.; Mende, C.;
Lungwitz, F.; Salvan, G.; Zahn, D. R. T.; Lang, H.; Schmidt, O. G.
Org. Electron. 2014, 15, 1432–1439. doi:10.1016/j.orgel.2014.04.004

21. Vervacke, C.; Bof Bufon, C. C.; Thurmer, D. J.; Siles, P. F.;
Schmidt, O. G. Anal. Chem. 2012, 84, 8399–8406.
doi:10.1021/ac301959e

22. Alexeev, A.; Loos, J.; Koetse, M. M. Ultramicroscopy 2006, 106,
191–199. doi:10.1016/j.ultramic.2005.07.003

23. MacDonald, G. A.; Veneman, P. A.; Placenica, D.; Armstrong, N. R.
ACS Nano 2012, 6, 9623–9636. doi:10.1021/nn303043y

24. Hendriksen, B. L. M.; Martin, F.; Qi, Y.; Mauldin, C.; Vukmirovic, N.;
Ren, J.; Wormeester, H.; Katan, A. J.; Altoe, V.; Aloni, S.;
Fréchet, J. M. J.; Wang, L.-W.; Salmeron, M. Nano Lett. 2011, 11,
4107–4112. doi:10.1021/nl202720y

25. Walter, M. G.; Rudine, A. B.; Wamser, C. C.
J. Porphyrins Phthalocyanines 2010, 14, 759–792.
doi:10.1142/S1088424610002689

26. Reid, O. G.; Munechika, K.; Ginger, D. S. Nano Lett. 2008, 8,
1602–1609. doi:10.1021/nl080155l

27. Horowitz, G.; Fichou, D.; Peng, X.; Delannoy, P. J. Phys. France 1990,
51, 1489–1499. doi:10.1051/jphys:0199000510130148900

28. Bof Bufon, C. C.; Vervacke, C.; Thurmer, D. J.; Fronk, M.; Salvan, G.;
Lindner, S.; Knupfer, M.; Zahn, D. R. T.; Schmidt, O. G.
J. Phys. Chem. C 2014, 118, 7272–7279. doi:10.1021/jp409617r

29. Yakuphanoglu, F.; Caglar, M.; Caglar, Y.; Ilican, S. Synth. Met. 2010,
160, 1520–1523. doi:10.1016/j.synthmet.2010.05.013

30. WVASE®; J.A. Woollam Co. Inc.: Lincoln, NE, 2014.
31. Horcas, I.; Fernández, R.; Gómez-Rodríguez, J. M.; Colchero, J.;

Gómez-Herrero, J.; Baro, A. M. Rev. Sci. Instrum. 2007, 78, 013705.
doi:10.1063/1.2432410

32. Gwyddion, 2.38; Klapetek, P.; Nečas, D.: Brno, Czech Republic, 2014.

http://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-5-215-S1.pdf
http://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-5-215-S1.pdf
http://dx.doi.org/10.1038%2Fnmat1349
http://dx.doi.org/10.1038%2Fnmat2133
http://dx.doi.org/10.1038%2Fnmat2376
http://dx.doi.org/10.1038%2Fnmat2374
http://dx.doi.org/10.1038%2Fnmat3050
http://dx.doi.org/10.1021%2Fnl2006142
http://dx.doi.org/10.1038%2Fnature11341
http://dx.doi.org/10.1038%2Fncomms1953
http://dx.doi.org/10.1038%2Fnnano.2012.258
http://dx.doi.org/10.1039%2Fb926121d
http://dx.doi.org/10.3762%2Fbjnano.4.36
http://dx.doi.org/10.1016%2Fj.orgel.2004.10.001
http://dx.doi.org/10.1016%2Fj.tsf.2003.11.209
http://dx.doi.org/10.1063%2F1.1316050
http://dx.doi.org/10.1021%2Fjp9073224
http://dx.doi.org/10.1002%2Fadma.201003275
http://dx.doi.org/10.1039%2Fc3cc46868b
http://dx.doi.org/10.1016%2FS0167-577X%2800%2900281-0
http://dx.doi.org/10.1016%2Fj.orgel.2014.04.004
http://dx.doi.org/10.1021%2Fac301959e
http://dx.doi.org/10.1016%2Fj.ultramic.2005.07.003
http://dx.doi.org/10.1021%2Fnn303043y
http://dx.doi.org/10.1021%2Fnl202720y
http://dx.doi.org/10.1142%2FS1088424610002689
http://dx.doi.org/10.1021%2Fnl080155l
http://dx.doi.org/10.1051%2Fjphys%3A0199000510130148900
http://dx.doi.org/10.1021%2Fjp409617r
http://dx.doi.org/10.1016%2Fj.synthmet.2010.05.013
http://dx.doi.org/10.1063%2F1.2432410


Beilstein J. Nanotechnol. 2014, 5, 2070–2078.

2078

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.5.215

http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.5.215


2139

UHV deposition and characterization of a mononuclear iron(III)
β-diketonate complex on Au(111)
Irene Cimatti1, Silviya Ninova1, Valeria Lanzilotto1, Luigi Malavolti1, Luca Rigamonti2,
Brunetto Cortigiani1, Matteo Mannini1, Elena Magnano3, Federica Bondino3,
Federico Totti1, Andrea Cornia2 and Roberta Sessoli*1

Full Research Paper Open Access

Address:
1Laboratory of Molecular Magnetism, Department of Chemistry "Ugo
Schiff", University of Florence & INSTM RU of Florence, Via della
Lastruccia 3, 50019 Sesto Fiorentino, Italy, 2Department of Chemical
and Geological Sciences, University of Modena and Reggio Emilia &
INSTM RU of Modena and Reggio Emilia, Via G. Campi 183, 41125
Modena, Italy, and 3CNR-IOM, Laboratorio TASC, Basovizza SS-14,
Km 163.5, 34149 Trieste, Italy

Email:
Roberta Sessoli* - roberta.sessoli@unifi.it

* Corresponding author

Keywords:
Au(111); β-diketonate complexes; DFT; STM; thin films; UPS; XMCD;
XPS

Beilstein J. Nanotechnol. 2014, 5, 2139–2148.
doi:10.3762/bjnano.5.223

Received: 31 July 2014
Accepted: 23 October 2014
Published: 18 November 2014

This article is part of the Thematic Series "Molecular materials – towards
quantum properties".

Guest Editor: M. Ruben

© 2014 Cimatti et al; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
The adsorption of the sterically hindered β-diketonate complex Fe(dpm)3, where Hdpm = dipivaloylmethane, on Au(111) was

investigated by ultraviolet photoelectron spectroscopy (UPS) and scanning tunnelling microscopy (STM). The high volatility of the

molecule limited the growth of the film to a few monolayers. While UPS evidenced the presence of the β-diketonate ligands on the

surface, the integrity of the molecule on the surface could not be assessed. The low temperature STM images were more informa-

tive and at submonolayer coverage they showed the presence of regular domains characterized by a flat morphology and height of

≈0.3 nm. Along with these domains, tetra-lobed features adsorbed on the kinks of the herringbone were also observed. DFT-simu-

lated images of the pristine molecule and its possible decomposition products allowed to assess the partial fragmentation of

Fe(dpm)3 upon adsorption on the Au(111) surface. Structural features with intact molecules were only observed for the saturation

coverage. An ex situ prepared thick film of the complex was also investigated by X-ray magnetic circular dichroism (XMCD) and

features typical of high-spin iron(III) in octahedral environment were observed.

2139

Introduction
A renewed interest in mononuclear metal complexes has

recently arisen due to the observation that systems of this class

can behave as single molecule magnets (SMMs) [1-6]. SMMs

are molecules whose magnetic moment reorients orders of

magnitude slower than in normal paramagnets and results in a

memory effect at low temperature. Such a behaviour is often

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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http://dx.doi.org/10.3762%2Fbjnano.5.223


Beilstein J. Nanotechnol. 2014, 5, 2139–2148.

2140

Figure 1: UPS spectra acquired for the Au(111) sample exposed to increasing doses of Fe(dpm)3 with low (left) and high (right) deposition rates.

accompanied by spectacular quantum features, for example,

resonant quantum tunnelling of the magnetization [7-9], and has

attracted practical interest in the areas of ultra-high-density

information storage devices, quantum computing and spin-

tronics [10]. Although the SMM behaviour was first observed in

polynuclear systems, the investigation was extended to simple

mononuclear complexes of either lanthanide or transition-metal

ions, which are better suited for vapour-phase processing, in

particular when β-diketonate ligands are present [11].

This work exploits the high volatility of the iron(III) tris-

β-diketonate complex, Fe(dpm)3 (Hdpm = dipivaloylmethane),

in order to perform a detailed in situ ultra-high vacuum

(UHV) characterization. In Fe(dpm)3 the three dipivaloyl-

methanide ligands chelate a high-spin (HS) Fe3+ ion, producing

a distorted octahedral coordination environment. Fe(dpm)3

is of specific importance because in a previous study it

was suggested as a possible contaminant in thin films of

[Fe4(Ph-C(CH2O)3)2(dpm)6] (Fe4Ph) [12], a tetrairon(III) star-

shaped SMM that can be sublimated in vacuum conditions. This

class of molecules provided the first evidence that SMMs can

retain their memory effect once grafted onto a metallic sub-

strate. The magnetic properties of individual Fe4 molecules

have also been addressed using electro-migrated nanojunctions

[13-16]. We present here a detailed scanning tunneling

microscopy (STM) and photoelectron spectroscopy investi-

gation, in the ultraviolet (UPS) and X-ray (XPS) ranges, on

ultra-thin films of Fe(dpm)3 sublimated on Au(111) surfaces.

The non-trivial interpretation of the STM images and the spec-

troscopic data, supported by theoretical simulations, evidence a

pronounced reactivity of this species with gold surface.

Results and Discussion
Electronic characterization
The Fe(dpm)3 adsorption mechanism onto the Au(111) surface

was studied by means of UPS and XPS measurements. Due to

the high volatility of the compound, low deposition rates (LR)

were obtained by keeping the crucible at room temperature and

varying the exposure time, namely, t1 = 30 min, t2 = 60 min,

t3 = 90 min, t4 = 13 h. The corresponding UPS sequence is

reported in the left panel of Figure 1.

The spectrum recorded at t1 is almost identical to the one

collected for the clean substrate. Only a slight attenuation of the

gold features and the appearance of a small peak near −15.7 eV

can be noticed. Longer exposure times (t2 and t3) lead to a clear

development of the deeper molecular states and a more evident

smearing of the gold valence band (VB). Finally, the spectrum

shape of the sample dosed for ca. 13 h remains practically

unchanged if compared with the t3 deposition. This result

suggests a self-limiting adsorption mechanism of Fe(dpm)3 on

the Au(111) surface. With the aim of collecting more material,

the deposition rate (high rate, HR) was increased by heating the

crucible up to 338 K. In this case, relatively short exposure

times (t5 = 1 min) already show the typical features observed

for the t4 sample (compare the right and left panel of Figure 1).

Despite the high deposition rate, longer doses (t6 = 10 min and

t7 = 20 min) do not produce thicker films, which confirms that
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Figure 2: (Top panel) UPS spectra relative to the Fe(dpm)3 saturation
coverage (grey curve) and the clean substrate (red curve). (Bottom
panel) Theoretical density of states for the system Fe(dpm)3@Au(111)
(grey curve) and decomposition into Au and Fe(dpm)3 contributions.

saturation of the coverage has been achieved. This behaviour

is fully consistent with that reported for other metal

β-diketonate complexes. Saturation coverage has been observed

for Cu(hfac)2, adsorbed onto the TiO2(110) substrate [17],

while multilayers of Pd(hfac)2 can be obtained by cooling Cu

surfaces at 120 K [18].

As shown in Figure 2 (top panel), the spectrum corresponding

to the saturation coverage (t7) still displays some features

related to the gold substrate; in particular, the Fermi edge

(Au#1) and the most prominent peaks (Au#2 and Au#3) of the

spectra between −2 and −7 eV can be clearly identified. On the

other hand, the smooth trend of the inelastic electron tail allows

observation of the molecular features labelled as a, b, c and d.

To gain a deeper insight, the density of states (DOS) for the

Fe(dpm)3@Au(111) system was computed through a periodic

density functional approach (see details in Experimental

section). The comparison between the experimental and com-

puted DOS spectra (Figure 2) shows a good correlation between

the main features. The DOS region between −2 and −7 eV is

strongly dominated by the gold features while few molecular

Figure 3: Projected DOS of the molecules in Fe(dpm)3@Au(111) (a),
FeOH(dpm)2@Au(111) (b), and Fe(dpm)2@Au(111) (c), in which
further separation of PDOS coming from the Fe ion and the ligands is
presented.

states are clearly visible only at higher binding energies, that is,

at more negative values of E − EF (see inset in the bottom panel

of Figure 2). These deeper molecular states can be easily asso-

ciated to those observed in the inelastic tail of the experimental

spectrum, despite the contraction of the theoretical energy scale.

The observed slight mismatch between experimental and theo-

retical energy scale can be related to possible deficiencies in the

used exchange-correlation functional/basis sets combination

[19]. However, it should be considered that the calculated DOS

do not take into account that during the photoexcitation process

the creation of a hole reduces the electron screening, the

so-called final state effects in photoemission [20]. This effect

becomes larger with a deeper created hole, justifying the larger

discrepancies observed at higher binding energies.

By plotting the projected density of states (PDOS) on the

ligands and the iron ion (see Figure 3a), it is evident that dpm−

ligands provide the main orbital contributions to the energy

region where the molecular peaks (a, b, c, d) can be identified at

the UPS level. More information on the coordination environ-

ment of the iron ion could be extracted from the frontier molec-

ular orbitals which are also expected to bear the fingerprint of

any possible molecule–substrate interaction. However, at low

molecular coverage, the UPS spectra are dominated by the gold

signal and no information on the molecule’s Fermi region could
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Figure 4: C 1s, O 1s and Fe 2p XPS spectra for the Au(111) substrate exposed to increasing doses of Fe(dpm)3.

Figure 5: STM image of Au(111) surface after exposure to Fe(dpm)3 for t1 = 30 min (LR) at T = 30 K. (a) Size = 400 × 400 nm2, bias = −2 V (empty
states), I = 10 pA. (b) Size = 34 × 34 nm2, bias = −2 V (empty states), I = 5 pA.

be obtained. Therefore, it seems that UPS spectra are unable to

unambiguously assess the integrity of Fe(dpm)3 once adsorbed

on the gold surface.

Samples labelled as t1, t6, and t7 were also characterized by

XPS spectroscopy, and the results are reported in Figure 4. As

expected, no intensity variations occur when passing from t6 to

t7. For the t1 coverage, lower than the saturation one, the C 1s

and O 1s peaks do not show significant changes in terms of line

shape and binding energy with respect to the thicker films. As

for the Fe 2p region, the signal is detectable but quite noisy at

saturation coverage, and practically negligible at t1. Therefore,

no useful information about the Fe oxidation state could be

retrieved.

STM and DFT characterization
Spectroscopic characterization indicates that Fe(dpm)3 adsorbs

on the gold surface up to a saturation coverage, probably one or

two layers, but no definitive conclusions could be drawn about

the molecule–substrate interaction. With the aim of identifing

the nature of the deposited film, samples with saturation and

submonolayer coverage were studied by means of low tempera-

ture STM measurements.

A representative STM image (400 × 400 nm2) for submono-

layer coverage (t1 = 30 min) is presented in Figure 5a. Upon

adsorption, the surface is characterized by the presence of mole-

cular patches with regular shape and variable size. Reactive

sites on the Au substrate, such as the kinks of the herringbone

reconstruction and terrace steps, seem to be necessary for the

nucleation of molecular domains. Extended islands can grow in

the middle of a gold terrace starting from the isolated objects

initially adsorbed on the herringbone kinks. Molecular assembly

can also occur starting from the lower side of step edges. An

enlarged view of the surface reveals that the molecular islands

are mainly characterized by a flat morphology and an ordered

internal structure (see Figure 5b). However, given the limited

resolution, it is not possible to address the individual units
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Figure 6: STM images for saturation coverage of Fe(dpm)3 on Au(111) at T = 30 K. (a) t6 = 10 min (HR); size = 100 × 100 nm2, bias = 1.5 V (filled
states), I = 10 pA. (b) t7 = 1 min (HR); size = 45 × 45 nm2, bias = 1.5 V (filled states), I = 10 pA.

forming these domains. On the other hand, their flatness and

ordering suggest that these features could arise from the self-

assembly of highly symmetric building blocks. Indeed, most of

the isolated objects, which are believed to be the starting point

of the molecular self-assembly, are characterized by a four-fold

symmetry (indicated with open circles in Figure 5b). Moreover,

both islands and isolated objects are 0.29 ± 0.02 nm high,

therefore confirming the common nature of their building

blocks. The ordered domains present also less ordered portions

(see the bottom part of the island in Figure 5b). In some areas of

the sample, a second layer is also observed and has the same

ordered domains in addition to sporadic disordered dendritic

regions. By comparing the height of ordered and disordered

regions (both at the submonolayer and second layer domains)

we can conclude that they might be constituted of the same

units (see Figure S1 in Supporting Information File 1).

The situation is different for STM images corresponding to the

saturation coverage, that is, t6 and t7 (see Figure 6). Both sam-

ples are characterized by a wetting layer whose dendritic mor-

phology is reminiscent of the second layer disordered regions,

which were occasionally detected at the submonolayer regime.

This finding suggests that high deposition rates prevent

the molecules from self-assembling in ordered domains. On top

of this disordered layer we also observed quasi-spherical

objects with a height of 0.35 ± 0.06 nm and a diameter of

1.57 ± 0.21 nm.

To get a deeper insight in the adsorption process, the STM

image of Fe(dpm)3 was simulated by DFT calculations. At the

experimental bias of 1.5 V (negative values for simulations), an

almost spherical multi-lobe image with height of about 0.92 nm

Figure 7: Optimized geometries of the three theoretical models
Fe(dpm)3@Au(111) (a), FeOH(dpm)2@Au(111) (b), and
Fe(dpm)2@Au(111) (c) presented as side (left column) and top views
(middle column). Simulated STM images at experimental bias are also
reported in the right column. (a) Bias = −1.5 eV (filled states);
size = 17.31 × 14.99 Å2. (b), (c) Bias = 2 eV (empty states);
size = 14.44 × 14.99 Å2.

and diameter of approximately 1.37 nm is calculated (see

Figure 7a). A reasonable agreement between the calculated

image and the round features of Figure 6 was found. However,

the limited experimental resolution and the approximation in the

calculation approach do not allow for an unambiguous conclu-

sion. Because of the low resolution, it is much more difficult to

find correlations with the features observed within the dendritic

layer or other disordered regions.
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As for the submonolayer coverage (Figure 5b), the observed

tetra-lobed features (and probably the flat domains) are

not compatible with the spherical calculated aspect for

intact Fe(dpm)3 molecules, suggesting that major structural

changes occur on the gold substrate, namely, decomposition.

To better understand the features observed at low coverage

deposition, two molecular fragments were theoretically

investigated as possible intermediate or end products in the

Fe(dpm)3 decomposition process: FeOH(dpm)2@Au(111) and

Fe(dpm)2@Au(111). Indeed, the high-spin (HS) Fe3+ ion in

FeOH(dpm)2 can undergo reduction to HS Fe2+ in Fe(dpm)2 via

Fe(dz
2)–Au(s) interaction and result in low-spin (LS) Fe2+ with

a concurrent release of the OH− group. FeOH(dpm)2 considers

a penta-coordinated complex of HS Fe3+ with two dpm− ligands

forming the basis of a square pyramid and the OH− group acting

as an apical ligand. Fe(dpm)2 corresponds to a LS Fe2+ square

planar complex. The optimized geometries as well as the com-

puted STM images are reported in Figure 7b,c. The computed

STM image of Fe(dpm)2@Au(111) (Figure 7c) matches very

closely to the observed tetra-lobed units with no detectable

contribution from the iron dz
2 orbital. FeOH(dpm)2@Au(111)

also affords a tetra-lobed pattern, but with an extra spot in the

middle. This shows that FeOH(dpm)2 is unlikely to be the end

product of Fe(dpm)3 decomposition.

The TDOS and PDOS for the two fragments were also

computed and compared to the ones of pristine Fe(dpm)3 in

Figure 3. The largest differences are expected in the valence

band region involving the coordination site (i.e., molecules

Fermi region). Unfortunately, as mentioned above, these

features are hidden by the gold contribution. Even if some

minor differences are computed for the inner levels corres-

ponding to the dpm− ligands, again the overwhelming

contribution from the substrate does not allow for unambiguous

identification of the species present on the surface from UPS

experiments.

Thanks to the combined STM and DFT investigation we

partially rationalized the adsorption mechanism of Fe(dpm)3 on

the Au(111) surface in terms of a "dissociative adsorption

process". This is also supported by the exhaustive literature

which can be found on the surface reactivity of metal

β-diketonates in relation with their use as metallic precursors in

coating technology, such as chemical vapour deposition (CVD)

and atomic layer deposition (ALD) [21,22]. For instance, the re-

activity of CuII(hfac)2, hfac− = hexafluoroacetylacetonate, was

found to critically depend on the nature of the molecule–sub-

strate interaction. Using TiO2(110) [17], Ag [23], TiN [24,25],

and Ta [26] as substrates, the molecule dissociatively chemi-

sorbs giving rise to “activated” species (CuIhfac and hfac−)

which favour the subsequent reduction to Cu0 by chemical

processing [23,25] or thermal treatment [17,26]. On the con-

trary, Cu(hfac)2 adsorbs on SiO2 without fragmentation, thus

making reduction to Cu metal less favoured [27]. In the case of

Cr(dbm)3, dbm− = dibenzoylmethanide, the STM investigation

revealed bi-lobed features associated with free dbm–, suggesting

that the molecule dissociatively interacts with the Cu(100)

surface, while the less reactive dbm-based Ru complexes seem

to adsorb as intact molecules on Ag(111) [28,29].

A different situation is observed for complexes based on Fe(II)

and bearing pyridine ligands, such as Fe((H2B-pz)2)2(bipy),

Fe((H2B-pz)2 )2 (phen)  or  Fe(phen)2 (NCS)2 ,  where

H2B-pz = bis(hydrido)bis(1H-pyrazol-1-yl)borate, bipy = 2,2’-

bypiridine and phen = 1,10-phenanthroline. This class of com-

pounds, known as spin crossover (SCO) [30], can be reversibly

switched between two distinct spin states, low-spin (LS) and

high-spin (HS), by means of a variety of external inputs, such as

temperature, light and charge flow. Recently many efforts have

been made to study SCO molecules adsorbed on solid surfaces

with the aim to exploit their conversion properties in nanoscale

devices [31-36]. Many of these studies have systematically

shown the presence of intact molecules even if the switching

properties can be dramatically altered by the interaction of the

organic ligands with the surface. For instance, the electrical

switching of Fe((H2B-pz)2)2(phen) can be observed in the

second molecular layer deposited on Au(111), but the mole-

cules of the first layer cannot be switched [36]. Similarly,

isolated Fe(phen)2(NCS)2 molecules cannot be switched on

Cu(100). On the other hand, the introduction of an interfacial

layer of CuN on Cu(100) allows switching between the HS and

the LS state [33,35]. A slightly different situation was observed

for a submonolayer of Fe((H2B-pz)2)2(bipy) on Au(111) [34],

where 20% of the molecules are able to preserve the SCO

behavior.

XMCD of a Fe(dpm)3 thick film
Given the interest in Fe(dpm)3 as a potential contaminant of

evaporable Fe4 SMMs [12], the magnetic characterization of an

ex situ preparation was also attempted. Considering that the

high coverages compatible with an ex situ prepared sample

cannot be achieved by UHV sublimation, a thick film sample of

Fe(dpm)3 was prepared by drop-casting. XAS spectra at the Fe

L2,3 edge, acquired at the BACH beamline of the Elettra

synchrotron for both circular left (σ+) and circular right (σ−)

polarization, are reported in the top panel of Figure 8. These

absorption spectra were measured at 4 K under an external field

of 3 T applied parallel to the light propagation vector. They

show the expected features for HS Fe3+ ions in octahedral coor-

dination geometry with two distinct peaks at the L3 edge [37-

39]. From these data the XMCD signal can be extracted as the

difference (σ− − σ+).
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Figure 8: X-ray absorption spectra for a bulk sample of Fe(dpm)3
acquired using the left (σ+) and right (σ−) circular polarisation (upper
panel) and the derived XMCD% spectrum calculated by dividing the
XMCD signal (σ− − σ+) by the L3 edge jump of the isotropic spectrum
(σ− + σ+)/2 (lower panel).

Similarities between the presented XMCD spectra, featuring the

largest intensity at 709.1 eV, and those reported for the Fe4

family of molecules [13,14,40] are evident thus excluding radia-

tion damage for Fe(dpm)3 molecules in the adopted experi-

mental conditions. The amplitude of the XMCD% signal

reaches approximately 80% of the isotropic contribution

(σ− + σ+)/2, as expected for a set of independent HS Fe3+ ions

with their magnetic moment fully aligned in the direction of the

externally applied magnetic field [37,38]. Interestingly this

value is comparable to the one recorded at the Fe L2,3 edge on

the heteronuclear Fe3Cr systems [41], the isostructural

chromium centred analogues of Fe4 SMMs. On the other hand,

the XMCD% intensity observed here is almost twice as large as

in Fe4 SMMs. We reiterate here that in star-shaped Fe4 SMMs,

the field-opposing contribution of the central spin halves the

average magnetic polarization per iron site. Full polarization is

instead achieved in these conditions for non-interacting Fe3+

ions, as in the present case, or for the peripheral and parallel

aligned Fe3+ spins of Fe3Cr.

It is interesting to point out that also the XMCD profile

observed in Fe(dpm)3 is very close to that of Fe3Cr. In particu-

lar, for both Fe(dpm)3 and Fe3Cr, the XMCD signal remains

negative in the saddle between the two main peaks at the L3

edge (707.9 eV). By contrast, the XMCD signal at 707.9 eV

vanishes in Fe4 SMMs [13,14,40]. The different behaviour of

the latter can be justified by a non-perfect cancellation of the

magnetic contribution of central and peripheral Fe3+ ions, thus

confirming that this spectral feature is a diagnostic signal for

intact star-shaped Fe4 molecules [41].

Conclusion
Our multi-technique investigation revealed, notwithstanding

from the sterically hindered β-diketonate ligands, Fe(dpm)3

undergoes a partial decomposition upon adsorption on the

Au(111) surface. The high volatility of the complex limits the

deposition to only a few layers. Photoelectron spectroscopy of

valence and core states proved to be unable to assess the pres-

ence of intact complexes on the surface. More informative was

an in situ, low temperature STM investigation, which showed

the presence of both tetra-lobed and approximately spherical

objects, the latter only visible for higher coverages on top of a

wetting layer. The comparison of the experimental topography

with DFT-simulated STM images of the pristine Fe(dpm)3 com-

plex, as well as those of two possible fragments, suggests that

the observed tetra-lobed features are compatible with the forma-

tion of Fe(dpm)2 species on the surface, while the spherical

spots visible at higher coverages reveal some resemblance with

the simulated images for Fe(dpm)3. Despite the important infor-

mation obtained by combining STM microscopy and DFT

calculations, a definitive assessment of decomposition products

in terms of redox and spin state could only be achieved through

a detailed synchrotron investigation on in situ prepared samples.

Experimental
Synthesis of [Fe(dpm)3]
A solution of Hdpm (160.2 mg, 0.8693 mmol) in acetonitrile

(5 mL) and NEt3 (0.4 mL) was added dropwise to a solution of

sublimed FeCl3 (48.0 mg, 0.296 mmol) in acetonitrile (1 mL).

A red, microcrystalline solid was formed and was collected

and washed with acetonitrile (2 mL) and dried in vacuum

(113.7 mg, 64.79%). Stoichiometric calculations for

C33H57FeO6 (605.66) were: C, 65.44; H, 9.49, while experi-

mental values revealed C, 65.01; H, 9.66. NMR studies

revealed: 1H NMR (200 MHz, C6D6, 293 K, δ): 12.9 ppm

(54 H, t-Bu) with mp 171–172 ºC. The unit cell of the crystals

was checked by X-ray diffraction and found to coincide with

that reported in the literature [42].

Sample preparation
All UHV-based depositions were performed on a Au(111)

single crystal. The surface was cleaned by repeated Ar+ sput-

tering (2 µA, 1 keV) and annealing (720 K) cycles. Consid-

ering that Fe(dpm)3 and most β-diketonates show high volatility

[43,44], the sublimation was performed in a dedicated prepar-

ation chamber with a base pressure of 1 × 10−7 mbar. Low

deposition rates were obtained by keeping the molecular

powders, hosted in a quartz crucible, at room temperature. In

order to achieve higher deposition rates, the powders were

heated to a temperature of about 338 K. During the sublimation,

the substrate was kept a room temperature. A K-type thermo-

couple, buried into the powder, allowed for temperature control.
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STM studies
The STM images were obtained by an UHV scanning

tunnelling microscope (Omicron VT-STM) operating at 30 K in

the constant current mode with electrochemically-etched W

tips. The applied tip bias voltage and the tunnelling current of

each image are given in the figure caption.

Photoelectron spectroscopy
XPS and UPS measurements were carried out in an UHV

chamber with a base pressure in the low 10−10 mbar range. The

chamber is equipped with a hemispherical analyser (VSW

HA100) with a 16-channel detector, a monochromatic X-ray

source (Al Kα source, E = 1486.6 eV), and a helium discharge

lamp. The X-ray source was assembled at 54.44º with respect to

the analyser and operated at a power of 100 W (13 kV and

7.7 mA). For the UPS spectra, the He II line (40.8 eV) was used

for excitation. In order to ensure that all photoelectrons gener-

ated by the He II line were detected, a fixed bias of −30 V was

applied to the sample. Both XPS and UPS spectra were

recorded in normal emission with circular 5 mm entrance and

exit slits. The pass energy was set to 44 and 10 eV for XPS and

UPS spectra, respectively. For the XPS spectra, the binding

energy scale was calibrated by setting the Au 4f7/2 peak at

80.04 eV. UPS spectra were calibrated such that the Fermi level

was located at 0 eV.

X-ray absorption spectroscopy
The deposition was prepared by drop-casting using a 2 mM

dichloromethane solution on a gold film grown on mica.

The Fe L2,3 XMCD measurements were performed in total elec-

tron yield using a ±6.5 Tesla, 2 K cryomagnet endstation at the

BACH beamline of the Elettra synchrotron facility in Trieste

(Italy) [45]. For the measurements we used magnetic fields of

±3 T applied in the same direction of the synchrotron light

propagation, sample temperature of 4 K, energy resolution

below 100 meV and theoretical 100% degree of circular

polarization. In order to suppress beam damage, the flux was

reduced to have sample drain currents below 11 pA. The data

were normalized using a Au grid located between the sample

and the last focusing mirror of the beamline.

DFT calculations
The calculations for all model structures were performed with

the Cp2k program package [46] within the DFT framework.

The Grimme’s D3 parameterization approach [47] was used to

introduce the dispersion correction term. Norm-conserving

Goedecker–Teter–Hutter (GTH) pseudopotentials [48] were

used together with GTH double-ζ polarized molecularly opti-

mized basis sets for all atomic species. The energy cut-off

applied to the plane wave basis sets was set to 400 Ry. Geom-

etry optimizations were performed with the PBEsol functional

[49]. In all cases, the convergence criteria were fixed at

1 × 10−6 Hartree for the SCF energy and 1 × 10−3 Hartree

Bohr−1 for the atomic forces. A Fermi–Dirac distribution was

used with a broadening (electronic temperature) of 300 K.

The  fo l lowing  s imula t ion  ce l l s  s i zes  were  used :

Fe (dpm) 3 @Au(111)  –  (17 .3  ×  15 .0  ×  40 .0 )  Å 3

FeOH(dpm)2@Au(111)  and  Fe(dpm)2@Au(111)  –

(14.4 × 15.0 × 40.0) Å3. During the geometry optimization, the

atomic positions of the bottom Au layer were kept fixed to the

bulk experimental distances (2.885 Å), whereas the other two

layers were allowed to relax. In all simulated DOS studies, the

Gaussian width of the convolution, σ, was set to 0.30 eV. The

STM images were simulated according to the Tersoff–Hamman

approximation [50] as implemented in Cp2k.

Supporting Information
Supporting information contains STM images of low rate

deposition of Fe(dpm)3. An additional second layer of

ordered and disordered domains is visible.

Supporting Information File 1
Additional STM images.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-223-S1.pdf]
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Abstract
Free 4-undecenoxyphthalocyanine molecules were covalently bonded to Si(100) and porous silicon through thermic hydrosilyla-

tion of the terminal double bonds of the undecenyl chains. The success of the anchoring strategy on both surfaces was demon-

strated by the combination of X-ray photoelectron spectroscopy with control experiments performed adopting the commercially

available 2,3,9,10,16,17,23,24-octakis(octyloxy)-29H,31H-phthalocyanine, which is not suited for silicon anchoring. Moreover, the

study of the shape of the XPS N 1s band gave relevant information on the interactions occurring between the anchored molecules

and the substrates. The spectra suggest that the phthalocyanine ring interacts significantly with the flat Si surface, whilst

ring–surface interactions are less relevant on porous Si. The surface-bonded molecules were then metalated in situ with Co by using

wet chemistry. The efficiency of the metalation process was evaluated by XPS measurements and, in particular, on porous silicon,

the complexation of cobalt was confirmed by the disappearance in the FTIR spectra of the band at 3290 cm−1 due to –NH stretches.

Finally, XPS results revealed that the different surface–phthalocyanine interactions observed for flat and porous substrates affect

the efficiency of the in situ metalation process.

2222

Introduction
Free (Pc) and metallophthalocyanines (M–Pc) are molecules of

great interest because of their versatile optical and electronic

properties as well as their thermal stability [1]. These prop-

erties make them attractive molecular materials for applications

in photovoltaic cells [2], sensing devices [3,4], catalysis [5],

cancer therapy [6] and molecular electronics [3,7,8]. The most

promising architecture for the exploitation of the potentialities

of Pc and M–Pc is the organization of the molecules in a suit-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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able and accessible way on a solid surface. Therefore, phthalo-

cyanine thin films have been deposited by using different tech-

niques including Langmuir–Blodgett deposition [9], spin-

coating [10] and vapor deposition [10,11]. Well-organized

monolayers and multilayers have been also obtained through

self-assembly [12,13]. Among the various approaches adopted

to organize phthalocyanines on surfaces, covalent grafting on

H-terminated silicon through hydrosilylation reaction has the

advantage to form robust and highly stable Si–C bonds. For this

reason, a device based on silicon-grafted molecules possesses a

much greater robustness and reliability compared to van der

Waals films or Au-bonded layers, which makes these systems

suited for application in aggressive environments [14-16]. In

addition, the possible use of differently doped silicon substrates

could influence the electronic properties of grafted Pc and

M–Pc [3], and, in turn, the device properties. Furthermore, the

overall chemical and physical properties of M–Pc can be easily

tuned by varying the nature of the coordinated metal, thus

making phthalcyanine-based systems suitable for a wide range

of applications. In particular, transition metal Pc have attracted

great interest for their optical and magnetic properties [8,17] as

well as for their potential catalytic [5] and sensing applications

[4]. Various metallophthalocyanines (Zn, Fe, Co, Cu, Sn) have

been deposited as monolayers and multilayers on various

surfaces [13,18] and, in some cases, free base Pc have been

metalated directly on the metal surface from vapor-deposited

atoms [19,20]. However, no report of the direct metalation of

covalently bonded Pc on inorganic surfaces has been reported,

yet.

In this work we study the silicon grafting of the tetra-4-(ω-

undecenyloxy)phthalocyanine (thereafter 1-Pc) (Figure 1) and

its interaction with a silicon surface. 1-Pc was synthesized to

allow for a silicon grafting by functionalization with four

undecenyl chains each having a terminal double bond.

Phthalocyanine covalent anchoring was performed through

thermic hydrosilylation on flat Si(100) and on porous silicon

(Si-1-Pc and PSi-1-Pc, respectively). The success of the

anchoring strategy on both surfaces was demonstrated by the

combination of X-ray photoelectron spectroscopy (XPS) with

control experiments performed adopting the commercially

available 2,3,9,10,16,17,23,24-octakis(octyloxy)-29H,31H-

phthalocyanine (thereafter 2-Pc), which is not suited for silicon

anchoring (Figure 1).

1-Pc covalently bonded to silicon surface was in situ metalated

with Co by using a solution of cobalt chloride. The direct for-

mation of Co-Pc on flat and porous Si (Si-Co-Pc and PSi-Co-

Pc, respectively) was monitored by XPS and FTIR. In particu-

lar, for phthalocyanines anchored on porous Si, transmission

FTIR represents a suitable technique to monitor the formation

Figure 1: Chemical structures of 1-Pc and 2-Pc.

M–Pc through the disappearance of the band at 3290 cm−1,

corresponding to the pyrrolic –NH streches [21]. Differences in

the metalation efficiency between porous and flat silicon were

evaluated by XPS and explained in terms of different surface

interactions.

Results and Discussion
Synthesis of 1-Pc
Phthalocyanine 1-Pc was prepared according to a slightly modi-

fied literature procedure [22] starting from the 4-(ω-undecenyl-

oxy)phthalonitrile in refluxing 1-pentanol in presence of a

catalytic amount of 1,8- diazabicyclo[5.4.0]undec-7-ene (DBU)

as a basic catalyst. The target compound was isolated in 58%

yield as a dark-green powder after purification. 1-Pc was

successfully characterized by 1H NMR and MALDI–TOF mass

spectrometry (see Experimental section).

XPS characterization of Si-bonded phthalocyanine
Covalent anchoring of 1-Pc on flat Si(100) and porous Si was

performed through thermally activated hydrosilylation and the

functionalized samples (Si-1-Pc and PSi-1-Pc, respectively)

were characterized through XPS. In addition, further experi-

ments were performed to demonstrate that the surface anchoring

is not due to physisorption but it is due to the hydrosilylation

reaction. Control samples were, therefore, prepared by treating
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flat and porous silicon surfaces with a phthalocyanine (2-Pc), in

which no double bonds are present in the lateral chains, under

the same experimental conditions adopted for 1-Pc anchoring.

Elemental compositions of 1-Pc and 2-Pc treated samples are

reported in Table 1.

Table 1: Atomic compositions (%) evaluated through XPS of 1-Pc
treated flat (Si-1-Pc) and porous (PSi-1-Pc) silicon samples. Analo-
gous samples obtained from 2-Pc treatment (Si-2-Pc and PSi-2-Pc)
have been also reported as control experiments.

Si-1-Pc Si-2-Pc PSi-1-Pc PSi-2-Pc

C 36.6 11.8 56.5 30.5
N 2.4 0.5 4.6 0.6
Si 38.8 46.7 29.6 34.3
O 22.2 41.0 9.3 34.6

XPS data show that Pc-related signals (C 1s and N 1s) are

higher for the 1-Pc treated samples compared to the 2-Pc

treated samples. Since the C 1s signal is affected by the pres-

ence of ubiquitous adventitious carbon [23,24], the success of

Pc anchoring route can be evaluated from the N 1s signal,

which is very low for Si-2-Pc and PSi-2-Pc samples while it is

about 5 and 8 times higher for 1-Pc treated surfaces. These data

point to a surface-anchoring process determined by the hydrosi-

lylation reaction of the double bonds while physisorption

phenomena play a much less relevant role.

The surface density of 1-Pc on flat Si(100) was estimated

from XPS data (Table 1) [25-27]. The obtained value,

ca. 2 × 1013 molecules/cm2, points to a molecular footprint of

5 nm2 for each molecular unit, which is intermediate between

the cross-sectional areas expected for a configuration with the

side chains vertical with respect to the phthalocyanine ring

(ca. 1 nm2) and a configuration in which all four alkyl side

chains are full extended in the same plane of the ring

(ca. 9 nm2).

Useful information about the nature of the grafted layers was

obtained from high-resolution spectra of the relevant photo-

emission bands. Figure 2 reports the C 1s photoelectron spectra

of Si-1-Pc (a) and PSi-1-Pc (b). The observed bands do not

show significant differences between flat and porous samples.

For both samples, a careful deconvolution of the band envelope

reveals three components: a main peak centered at 285.0 eV,

due to both aliphatic and aromatic carbons [11]; a band at a

binding energy (B.E.) of 286.5 eV due to the pyrrole carbons

and to the shake-up related to benzene carbons, in tune with

literature data [11]; and finally, a band at 288.3 eV (288.1 eV

for PSi-1-Pc) due to the shake-up transition associated with the

photoionization of pyrrole [11].

Figure 2: C1s XPS spectral region of Si-1-Pc (a) and PSi-1-Pc (b).

The N 1s XPS spectral regions of Si-1-Pc and PSi-1-Pc are

reported in Figure 3a and 3b, respectively. The spectrum

collected from Si-1-Pc shows two bands, at B.E. values of

398.8 and 400.4 eV. The first signal is due to non-protonated

pyrrolic nitrogen atoms and due to iminic bridges, whilst the

high B.E. signal is due to protonated pyrrolic nitrogen atoms

[28-30]. However the intensity ratio between the 398.8 and

400.6 eV bands is 2:3, which is significantly different from the

value (3:1) expected for free-base phthalocyanines [28-30]. The

increase of the high B.E signal can be explained as a conse-

quence of the interaction with the silicon surface. The effects of

various surfaces on the shape of the N 1s band have been

already observed and discussed for other metal phthalocyanine

monolayers adsorbed on oxide semiconductors [28-30] and,

recently, reported also for double-decker complexes on silicon

[31]. In general, according to the mentioned studies, the inter-

action between the fraction of anchored phthalocyanine lying

down close to the surface and the semiconductors surface itself,

induce an electron depletion in the phthalocyanine ring and, in

turn, a high energy shift (about 1.5 eV) from 398.8 to about

400.3 eV of the main N 1s component due to deprotonated
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nitrogen atoms [28,29,31]. Possible local interactions

(i.e., H-bonds) between the phthalocyanine ring lying down

close to the surface and the Si surface itself could contribute to

a similarly high B.E. shift [32] and cannot be excluded. In any

case, the surface-induced shift can explain the increase of the

component at 400.4 eV and also the presence of a low shoulder

at around 401.8 eV due to protonated nitrogen atoms.

The N 1s XPS spectrum of Psi-1-Pc (Figure 3b) shows a

different situation. The N 1s band consists of the same two

components at 398.6 and 400.4 eV observed for Si-1-Pc, but in

this case the component ratio is 2:1, which is closer to the value

expected for free phthalocyanine, thus indicating that there are

no strong interactions between the surface of PSi and the Pc

molecules.

Figure 3: N 1s XPS spectral region of Si-1-Pc (a) and PSi-1-Pc (b).

Metalation of SAM
The possibility to induce a direct metalation of the grafted Pc

was explored for both Si-1-Pc and PSi-1-Pc samples. 1-Pc that

was covalently bonded to Si and PSi surfaces has been treated

with a solution of CoCl2 in diglyme in the presence of triethyl-

amine and then accurately sonicated to remove any physisorbed

salt. XPS characterization of cobalt treated Si-1-Pc and

PSi-1-Pc samples (Si-Co-Pc and PSi-Co-Pc, respectively)

clearly showed the presence of Co, whilst no Cl could be

detected (Cl content < 0.1% noise level). Similar bands centered

at 781.2 eV are present in the spectra of both Si-Co-Pc and PSi-

Co-Pc (Figure 4a and Figure 4b). Although this band position is

consistent with the presence of Co(II) atoms, the peak position

and, in particular, the absence of the intense shake-up typical of

Co(II) compounds such as CoCl2 (Figure 4c) indicate that Co

signal is not due to physisorbed CoCl2. The observed band

shape and position are consistent with spectra reported for

Co-phthalocyanine thin films [33-35].

Figure 4: Co 2p3/2 XPS spectral region of Si-Co-Pc (a) and PSi-Co-
Pc (b). The Co 2p3/2 region of CoCl2 powder (c) has been added as
reference.

In addition, complexation efficiency was estimated from the

N/Co atomic ratio determined through XPS. Considering a

theoretical N/Co ratio of 8 expected for 100% of complexation,

N/Co ratios obtained for Si-Co-Pc and PSi-Co-Pc (28.6 and

10.7, respectively) indicate a percentage of metalation of 28%

and 75%, respectively.

Further indication of Co complexation in the Pc-ring was

obtained from the analysis of the N 1s spectra (Figure 5) after
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Figure 5: N 1s XPS region of Si-Co-Pc (a) and PSi-Co-Pc (b).

metalation. Clearly the presence of cobalt gives rise to a modifi-

cation on the N 1s band shape compared to spectra before meta-

lation (Figure 3). As expected, after metalation the intensity of

the component at 400.4 eV due to –NH pyrrolic nitrogen atoms

decreases compared to the low B.E. component at 398.8 eV

since the metal coordination is associated to the deprotonation

of pyrrolic nitrogen atoms to form N–Co [36]. In particular, for

PSi-Co-Pc, for which the metalation efficiency is higher than

that of Si-Co-Pc, the 400.4 eV signal becomes much lower and

the spectrum becomes similar to the typical spectra of M–Pc in

which a single band at low B.E. is present [36]. Note, in addi-

tion, that eventual interferences due to triethylamine physisorp-

tion on PSi, which would lead to the increase of the N 1s

component around 400 eV, can be ruled out since the reverse

trend was observed for PSi-1-Pc. Overall the metalation

appears more efficient in the case of the porous silicon sub-

strate compared to flat Si(100). This behavior is likely to be

Figure 6: FTIR spectral region between 3400–2800 cm−1 (CHx
stretching region) of PSi-1-Pc (below) and PSi-Co-Pc (above).

associated to the different surface interactions observed for

Si-1-Pc and PSi-1-Pc. In the case of a flat substrate the

proposed strong surface interaction of the fraction of 1-Pc lying

down close the substrate prevents an efficient insertion of Co in

the Pc ring, whilst in the case of porous samples, less strong

surface interactions allow for a more efficient metalation.

Further information about the grafting of 1-Pc on porous

silicon and about the in situ metalation could be obtained from

transmission FTIR spectra by taking advantage of the high

surface area of PSi. Figure 6 compares the FTIR region of

3400–2800 cm−1 in which –CHx and –NH stretches are present

before and after the metalation. Typical bands present before

the metalation are the strong CH2 stretches νas(CH2) at

2925 cm−1 and νsym(CH2) at 2854 cm−1, the weak =CH
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stretches ν(=CH) of the aromatic rings at 3070 cm−1 and the

characteristic –NH stretch of pyrrolic nitrogen atoms at about

3290 cm−1. After metalation, –NH stretch vibrations cannot

longer be clearly detected, whilst the other bands are still

observed. Since triethylamine is unable to deprotonate the

phthalocyanine, the absence of N–H bonds is exclusively due to

the Co complexation [21].

Conclusion
The results presented here report on a grafting route to covalent

anchor phthalocyanine on flat and porous silicon surfaces. The

grafting route was validated by XPS characterization and

control experiments that were performed by adopting a phthalo-

cyanine inert towards hydrosilylation. XPS results also suggest

that on flat substrates a relevant fraction of phthalocyanine

interacts significantly with the silicon surface, thus inducing

evident modifications of the N 1s band shape. On porous

silicon, surface interactions are less relevant and the N 1s band

shape is similar to the typical shape of free Pc.

In situ complexation of Co was achieved with phthalocyanine

bonded to both flat and porous silicon surfaces. However, the

metalation efficiency is higher in the case of porous samples.

These differences were attributed to the different surface inter-

actions observed for the two samples. If strong surface interac-

tions are present, as in the case of flat silicon, metalation is less

efficient, whilst if Pc does not interact significantly with the

surface, as in the case of PSi, the efficiency of the metalation

improves. Although further work is required to better clarify the

nature of interaction between the silicon surface and the molec-

ular system, these results represent a step forward in the under-

standing of the chemistry of phthalocyanine covalently bonded

to inorganic surfaces.

Experimental
Reagents
All chemicals, unless otherwise noted, were commercially

available and used as received. Water used for porous silicon

and monolayer preparations was a Milli-Q grade (18.2 MΩ·cm)

with a final filtering step through a 0.22 μm filter. 2-Pc was

purchased from Aldrich chemicals.

1-Pc synthesis
To a stirred solution of 4-(ω-undecenyloxy)phthalonitrile [22]

(300.0 mg, 1.01 mmol) in 1-pentanol (10 mL) a catalytic

amount of DBU was added. The resulting solution was stirred at

135 °C for 14 h under N2. After cooling, methanol was added to

the residue until a precipitate formed. The green finely

dispersed mixture was filtered off and purified by flash chroma-

tography (DCM as eluent) to give 1-Pc as a green solid

(174.0 mg, 58% yield). 1H NMR (400 MHz, CDCl3) δ

6.91–6.72 (br), 5.99–5.93 (m, 4H), 5.16–5.05 (m, 8H), 3.98 (bs,

8H), 2.22 (m, 8H), 2.01 (bs, 8H), 1.71–1.54 (m, 48H);

MALDI–TOF (m/z): [M]+ calcd for C76H98N8O4, 1186.77;

found, 1186.79.

Preparation of Si-1-Pc and PSi-1-Pc
The anchoring of 1-Pc on a single crystalline, Czochralski

grown, p-type boron-doped, (100)-oriented silicon substrate

was performed through a well establish thermal hydrosilylation

route [37,38]. Similarly to the procedure described in

[38], Si(100) substrates were first cleaned with ‘‘piranha’’

solution (H2SO4 (30%)/H2O2 70:30, v/v) at room temperature

for 12 min, rinsed in double distilled water for 2 min,

etched in 2% hydrofluoric acid for 90 s, washed with double

distilled water for 20 s, accurately dried with pre-purified N2,

and immediately placed in a three neck flask containing

10 mL of anhydrous mesitylene (Sigma-Aldrich) in

which was dissolved 25 mg of 1-Pc (2.1 mmol/L). The

solution was then refluxed at 190 °C for 2 h, under slow N2

bubbling. After cooling to room temperature, the substrates

were removed from the flask, rinsed, and repeatedly sonicated

in dichloromethane, pentane, and toluene to remove any

residual unreacted Pc.

Porous Si (PSi) was prepared by a metal-assisted chemical

etching method [39]. A Czochralski grown, p-type boron-

doped, Si(100) substrate was immersed in an aqueous

solution of 0.14 M HF and 5 × 10−4 M in AgNO3 for 5 min,

washed in water and then immersed for 1 min in a solution of

HF (65%)/H2O2 (25%)/H2O (10%), washed in water and then

left for 1 h in a solution of HF (20%)/H2O (80%). At the end,

the substrate was washed, dried and placed in a three-neck flask

containing a solution of 1-Pc in mesitylene (2.1 mmol/L) and

treated as described for flat Si(100) grafting. In this case the

reaction time was increased to 4 h.

Control experiments were performed by placing non-etched

Si(100) or PSi substrates in a three-neck flask containing a 2-Pc

solution (2.1 mmol/L) in mesitylene and treated as described for

Si(100) or PSi grafting.

Direct metalation
Metalation of the silicon-anchored Pc was obtained by wet

chemistry. The freshly prepared Si-1-Pc and PSi-1-Pc

were immersed in a flask containing a cobalt solution

and then refluxed at 160 °C for 8 h, under slow N2 bubbling.

The solution was prepared by dissolving 80 mg of CoCl2

in 20 mL of anhydrous diglyme and 3 mL of TEA

(triethylamine). The substrates were finally washed several

times with diglyme and sonicated first in CH2Cl2 and then in

EtOH.
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Material characterisations
X-ray photoelectron spectra (XPS) were measured at a take-off

angle of 45°, relative to the surface plane, with a PHI 5600

Multi Technique System (base pressure of the main chamber

2 × 10−10 Torr). The spectrometer is equipped with a dual

Mg/Al standard X-ray source and a monochromatized Al

source, a spherical capacitor analyzer (SCA) with a mean diam-

eter of 279.4 mm. The samples were excited with monochroma-

tized Al Kα radiation. The XPS peak intensities were obtained

after Shirley background removal. No relevant charging effect

was observed. Freshly prepared samples were quickly trans-

ferred to the XPS main chamber. The XPS binding energy scale

was calibrated by centering the C 1s peak (due to hydrocarbon

moieties and adventitious carbon) at 285.0 eV [24,40]

Infrared attenuated total reflectance spectra of the monolayers

were recorded by using a Jasco FT/IR-430 spectrometer

(100 scans collected per spectrum, scan range 560–4000 cm−1,

resolution 4 cm−1).
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Abstract
This review reports on the recent progress in the synthesis, modelling and application of hybrid spin-crossover materials, including

core–shell nanoparticles and multilayer thin films or nanopatterns. These systems combine, often in synergy, different physical

properties (optical, magnetic, mechanical and electrical) of their constituents with the switching properties of spin-crossover

complexes, providing access to materials with unprecedented capabilities.

2230

Review
Introduction
More than 15 years ago, Olivier Kahn highlighted the great

potential of the so-called spin-crossover (SCO) materials on the

nanoscale [1]. Indeed, there are interesting fundamental ques-

tions with regards to the size effect on the phase transition

temperature, on the hysteresis width, on the kinetics of the spin

transition, etc. On the other hand, SCO nanomaterials are also

attractive candidates for integration into a variety of emerging

micro- and nano-technologies. The notable characteristics of

SCO materials include: i) reversible changes in their various

physical properties (magnetic, optical, electrical and mechan-

ical), ii) diverse external stimuli to drive their transition,

iii) their versatility, i.e., there are multiple complexes with

different transition properties, iv) room temperature operation

and v) their bistability can be kept down to the nanoscale.

In the last few years, diverse pathways for the production of

SCO nanomaterials as colloidal suspensions, thin films and

other types of nanoscale assemblies have been established using

different chemical and/or lithographic approaches for control-

ling the size, shape and even the organization of SCO nano-

objects [2-11]. Furthermore, there is an active quest for devel-

oping novel methods which are sensitive enough to probe

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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http://dx.doi.org/10.3762%2Fbjnano.5.232


Beilstein J. Nanotechnol. 2014, 5, 2230–2239.

2231

extremely small quantities of SCO materials for a better under-

standing of these materials at the nanoscale. All of these recent

results have been extensively reviewed in [12-16]. In the

present review, we focus on new types of emerging, hybrid

nano-objects that involve SCO nanomaterials in complex struc-

tures, which reveal unique functionalities due to the synergy

between the SCO properties and the physical properties

(magnetic, photonic, charge transport, etc.) of the surrounding

matter. The present review constitutes an overview of these

systems including their synthesis, theoretical modelling and

future possible technological applications.

Indeed, a recent strategy to access the multifunctional potential

of novel nanomaterials was the development of nanohybrid or

nanocomposite structures that are able to combine different ma-

terials with different properties. Typically, in this approach, at

least one of the components is organic while the other is inor-

ganic in nature. A nanocomposite is a multiphase solid material

where one of the phases has one, two or three dimensions in the

size range of 1–100 nm. Additionally, it is worth noting that the

molecular building blocks that constitute these hybrid materials

can be as big as inorganic clusters, typically in the nanometer

range. The most notable advantage of controlling their mutual

arrangement is that they can effectively combine the properties

of both components into one material with the additional possi-

bility to present synergetic effects, and thus properties which

were unattainable in the constituent parent materials [17]. The

properties of these hybrid structures are not only interesting

from a fundamental point of view, but are currently envisaged

to be applied in various fields of technology.

Synthesis of hybrid SCO nanostructures
The development of functionalized nano-composite materials

with potential applications in the field of switchable materials

has recently attracted great attention mainly due to the develop-

ment of hybrid nanoparticle molecules (HNMs) [18] and hybrid

nanoparticle-coordination network structures (HNCNSs) [19].

Here, some remarkable examples of sophisticated structures

involving SCO activity recently appeared in the literature and

are examined according to a simple classification based on the

position of the active SCO species on the core–shell nanostruc-

ture. One can thus envision a case in which the switchable

active species is placed at the core, a second type where the

active species is at the shell, and finally, a third type where both

the core and the shell substructures are active (see Figure 1).

To our knowledge, for the first type, only three examples have

been reported. Raza et al. [20] produced core–shell nano-

structures based on a Hofmann-type clathrate SCO core with

different shell materials. Although they observed a very

interesting effect of the shell thickness on the SCO properties,

Figure 1: Classification of core–shell SCO systems.

their study did not aim for development of multifunctional ma-

terials. Titos-Padilla et al. [21] reported a core–shell nanocom-

posite with a SCO core synthetized from the coordination

polymer [Fe(Htrz)2(trz)](BF4) (Htrz = 1,2,4-triazole and trz =

1,2,4-triazolato), known to show a memory effect above room

temperature [22], and SiO2 shell grown around it. The use of

silica is of great interest because of its high porosity and the

possibility of grafting other functionalities onto its surface. In

this case, the luminophore 3-(dansylamido)propyltrimethoxy-

silane was grafted onto the surface of the nanoparticles (NPs)

using a straightforward chemical reaction (see Figure 2). The

luminescent signal from these core–shell particles during the

thermal cycles follows the SCO curve obtained from magnetic

studies. Consequently, the authors affirm that the grafting

process did not significantly affect either the morphology or the

magnetic properties of the NPs. In this system, the luminescent

signal from the dansyl is quenched by the Fe(II) low-spin state

(LS) centers of the coordination polymer as a consequence of

the spectral overlap between the dansyl emission and the

absorption band of the LS ions.

Following this synthetic strategy, a new nano-composite ma-

terial with the same SCO complex {[Fe(Htrz)2(trz)](BF4)} was

reported by our team, which associated the SCO complex with

gold NPs by means of an intermediate decorated silica shell

[23]. Briefly, SCO@SiO2 particles were synthetized using the

reverse micelle technique by mixing two microemulsions: one

containing the triazole ligand and the other the iron(II) salt,

using Triton and TEOS (tetraethoxysilane) as tensioactive and

silica sources, respectively. The SCO nano-composite particles

were combined with gold NPs with the aim of using the prop-

erties of the gold to absorb light and convert it to heat (via a

strong photothermal effect). Despite the small volume fraction

of gold NPs within the nanocomposite (around 0.5%), the laser

power required for a complete spin-state switching process was

reduced by around 70%. It is interesting to note here that a

similar strategy for low power, laser switching was also devel-

oped using the strong infrared absorption of the polymer matrix

in a polymer–SCO composite material [24]. This work revealed

exciting applications for high density read/write optical memory

devices based on SCO compounds.
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Figure 2: Synthesis route and schematic representation of the luminescent, SCO, SiO2 nanoparticles. Reproduced with permission from [21], copy-
right 2011 Wiley-VCH.

Figure 3: a) Schematic overview of the formation of the nanocomposite, gold-decorated SCO–SiO2 nanoparticles. b) TEM and c) STEM–EDX images
of the particles. Adapted with permission from [23], copyright 2014 The Royal Society of Chemistry.
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Figure 4: Schematic representation of single layer Au@PBA nanoparticles, double layer Au@PBA@PBA core–shell NPs, and hollow PBA NPs. On
the right, TEM and HRTEM images of the Au@KNiFe NPs. Adapted with permission from [25], copyright 2014 Wiley-VCH.

As far as we know, the second and third types of core–shell

structures were only achieved thus far by using Prussian blue

analog complexes (PBA). While not all of these compounds are

switchable, some can exhibit a charge transfer-induced, SCO

phenomenon.

Guari et al. [25] has described a practical approach for

the synthesis of single layer Au@PBA and double layer

Au@PBA@PBA core–shell NPs. The synthesis route devel-

oped by the authors is a two-step process: first, an aqueous syn-

thesis of cyanide gold NPs was performed and second, a cyano-

bridged polymer shell was grown on the surface of the Au NPs

by controlling the time of the reaction process. Following these

procedures, two more remarkable processes were achieved: a

second layer of PBA was inserted into the previous architecture

in a controlled manner and additionally, the gold was removed

from the core (Figure 4). As expected by the authors, the new

NPs containing a gold core display both properties: the plas-

monic optical property provided by the gold and the magnetic

interactions from the PBA compound on the shell. In summary,

the single layer NPs seem to behave differently from the double

layer nanostructures. Namely, the single layer NPs exhibit a

paramagnetic behavior while the double layer NPs exhibit ferro-

magnetism. Therefore, these new hybrid materials may be

considered as multifunctional.

The third type of core–shell or core–multishell NPs contains

two active magnetic species. Catala and Mallah reported

that it is possible to carry out epitaxial growth of a 3D PBA

different from that used for the core in the case of 10 nm

Cs[NiIICrIII(CN)6]@Cs[CoIICrIII(CN)6] heterostructures [19]

or 50 nm CsI[CoIICrIII(CN)6]@CsI[FeIICrIII(CN)6]@-

CsI[NiIICrIII(CN)6] systems [26]. These core–multishell coordi-

nation nanoparticles were fabricated using a straightforward,

surfactant-free manipulation with precise size control of the

sample by controlling the addition rate and the concentration of

the components. It is worth noting that these new combined ma-

terials present a different magnetic behavior than the associated

pure nanoparticles. The authors attributed this result to a

synergetic effect between the different ultrathin shells,

allowing a modulation of the magnetic response of the

nanoparticles. This method was also used by Talham to
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Figure 5: HRTEM images of core–multishell PBA nanoparticles a) RbCoFe@KNiCr@RbCoFe and b) KNiCr@RbCoFe@KNiCr, and c) shows the
field-cooled magnetic susceptibility as a function of temperature before and after light irradiation of RbCoFe@KNiCr. Adapted with permission from
[27], copyright 2011 American Chemical Society.

study the photoinduced switching of the magnetism of

KjNik[Cr(CN)6]l@RbaCob[Fe(CN)6] heterostructures [27].

These nanoscale heterostructures exhibited a photo-response

not seen in either constituent on its own (Figure 5). The

changes induced by the light irradiation occur in the

RbCoFe lattice, which experiences a charge transfer-induced

spin transition from the FeII-CN-CoIII(LS) to the FeIII-CN-

CoII(HS) state. According to the authors, the increase in the

volume during this photo-switching process modifies the

magnetism of the inner KNiCr layer due to magnetostrictive

effects.

Devices based on hybrid SCO nano-
structures
Luminescent devices
Matsuda et al. proposed a synthesis strategy that exploits the

synergy between the charge carrier orbitals of a SCO complex

and a light emitting material. They developed a concept for an

organic light emitting diode (OLED) that consists of a 50 nm

light emitting thin film composed of chlorophyll a (Chl a)

mixed with the SCO complex [Fe(dpp)2](BF)4 (dpp = 2,6-

di(pyrazol-1-yl)pyridine) spin-coated on an indium tin oxide

(ITO) substrate (anode) and then covered by a 30 nm thick Al

cathode (see Figure 6a) [28]. With this configuration, the elec-

troluminescence (EL) of the device can be reproducibly

switched on/off as a function of temperature due to the thermal

spin state switching. Indeed, the light emission of this type of

OLED is severely quenched if the [Fe(dpp)2](BF)4 is in its LS

form (T < 260 K). After a photoluminescence study of identical

films of [Fe(dpp)2](BF)4 and Chl a, the authors excluded the

possibility of an energy transfer from the excited Chl a to the

SCO complex in the LS state. These observations suggests that

the excited form of Chl a does not exist in the OLEDs at low

temperatures [29].

To explain these findings, the authors proposed two mecha-

nisms: first, since the oscillator strength of the charge transfer

(CT) bands increases in the LS state, it is possible that the

injected electrons transit from the π orbital of the dpp ligand to

the d orbital of the iron centers, giving an additional electron

transport path from the cathode to the anode through the SCO

complex. Second, a shift in the energy level of the molecular

orbital concerning the electron transport in the SCO complex

relative to that of Chl a (Figure 6b) [30] is possible. Thus, at

high temperatures (HS state) the injected electrons effectively

excite the Chl a molecules, leading to EL emission. Conversely,

at low temperatures (LS state) the electron transport orbital of

the [Fe(dpp)2](BF)4 shifts to a level lower than that of Chl a

and as a result, the electrons flow exclusively into the SCO

complex, preventing the formation of excited Chl a. Even

though the shift of this orbital in the SCO complex is unknown,

the authors confirmed their model by changing the light emit-

ting compound to Nile Red (NR). This dye presents an electron

transport orbital below that of Chl a; in consequence, in spite

the change of  the electronic  configurat ion of  the

[Fe(dpp)2](BF)4, the EL emission persists at all temperatures

(Figure 6c).

In a different approach, the luminescent response of a

luminophore can also be effectively quenched if its emission/

excitation displays an adequate spectral overlap with one of the

distinctive LS or HS absorption bands of a SCO complex. In

this manner, the luminescence will be modulated as the com-

plex switches its spin state. Nonetheless, in order to render this

approach valuable at the nanoscale, it is imperative to place the

luminophore close to the metallic centers of the complex

(≈1–3 nm) to establish a non-radiative energy transfer [31]. In

our research, we exploited this idea by using an acridine orange

dye as the luminescent doping agent for the SCO complex
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Figure 6: a) Architecture of the OLED device constructed by Matsuda et al. [28]. b) A schematic representation of the mechanism proposed for the
EL, on/off switching, based on an energy level diagram of a device using Chl a and [Fe(dpp)2](BF)4. c) Energy level diagram for an analog device but
employing NR as the emitting material [30]. Adapted with permission from [28] and [30], copyright 2008 and 2013 Elsevier.

Fe(hptrz)3(OTs)2 (hptrz = 4-heptyl-1,2,4-triazole) [32]. In addi-

tion to its strong emission in the green spectral range that over-

laps with the characteristic LS absorption band of the SCO

complex (centered at 543 nm), these molecules may serve as

ligands in substitution for hptrz and thus, they are likely to ap-

proach the Fe(II) centers during the synthesis. Regular arrays of

luminescent, SCO, nano-objects with an average size of

200 × 150 nm were patterned by employing a nano-patterned

polydimethylsiloxane (PDMS) stamp. The luminescence of the

isolated dots as a function of temperature increased upon the LS

to HS spin transition and decreased as the LS state was restored

at low temperatures. The synergy between luminescence and

SCO properties in these hybrid systems also has interesting

potential for thermal imaging applications. Molnár et al. demon-

strated that thin films of the system as employed in [32] can be

successfully used as luminescent surface temperature sensors

with high spatial resolution [33]. The greatest benefit from this

luminescent, SCO-based probe lies in the fact that the speed and

temperature range (where the spin transition takes place) can be

tuned by well-known chemical synthesis methods and without

necessarily modifying the luminescent agent. This can be trans-

lated into a flexible design when it comes to sensitivity and

working range of the probe at fixed wavelengths.

Active plasmonic devices
Currently, one of the most dynamic research area in the

nanosciences is plasmonics. Surface plasmons provide unprece-

dented capabilities for manipulating electromagnetic waves at

the nanoscale and have opened the door to unique photonic

applications involving biological/chemical sensors, signal

processing and solar energy harvesting. In particular, emerging,

active, plasmonic devices employ hybrid nanostructures

consisting of at least one metallic nanostructure and one dielec-

tric compound with externally tunable dielectric properties.

From this point of view, SCO complexes are of great interest

due to the substantial variation of the real part of their refrac-

tive index (n) throughout the entire UV, visible and IR

frequency ranges. In our research, we proposed a hybrid,

SCO–plasmonic device based on gold nanostructures.

Employing electron beam lithography (EBL) and lift off strate-

gies, we developed localized surface plasmon (LSP) substrates

consisting of a series of arrays of gold nanorods with different

aspect ratios (Figure 7a) [34]. After this, the photonic device

was finalized with a 60 nm thin film of the SCO complex,

Fe(hptrz)3(OTs)2, spin-coated onto the top.

For a given particle size, aspect ratio and distance between

particles, each array of gold nanorods have a characteristic LSP

resonance (LSPR) wavelength that will also depend on the

refractive index value of the surrounding media (Figure 7b). As

a result, the LSPR of these devices can be tuned by varying n,

due to the spin-state change of the SCO film. Figure 7c displays

the LSPR response of the array shown in Figure 7a (covered

with a SCO film) as a function of temperature. It was demon-

strated that under those experimental conditions, the confined

electromagnetic field around the metallic nanostructures can be



Beilstein J. Nanotechnol. 2014, 5, 2230–2239.

2236

Figure 7: a) SEM image of a gold nanorod array with 200 nm pitch. b) Extinction spectra of three nanorod arrays with different aspect ratios.
c) Plasmon resonance shift associated with the spin crossover of a 60 nm thin film deposited onto the nano-dot array displayed in a) as a function of
temperature. Adapted with permission from [34], copyright 2013 The Royal Society of Chemistry.

Figure 8: a) Schematic view of the molecular memory proposed by Zhang et al. At low temperatures, the spin state is determined by the polarization
of the ferroelectric substrate. If the substrate is poled “up”, the SCO molecules will remain HS; conversely, the SCO molecules will adopt the LS form
for a substrate poled “down”. b) Inverse photoemission spectrum at 170 K for a 25 molecule thick layer of [Fe(H2B(pz)2(bipy)] deposited on
PVDF–TrFE poled “up” (red) and “down” (blue). Each spectrum corresponds to the characteristic signature of the complex in the HS and LS form, res-
pectively. Adapted with permission from [35], copyright 2014 The Royal Society of Chemistry.

successfully coupled to the molecular spin state changes

brought on by the Fe centers of the SCO film. The LSPR tech-

nique was sensitive enough to detect the thermal spin transi-

tions in thin films of up to 60 nm with a conventional optical

absorption setup. Furthermore, the spin-state switching behav-

ior was also observed due to plasmonic heating. Such devices

that display synergy between plasmon resonance and molecular

spin states may be of great interest for implementing detection

or self-regulation strategies on-chip for the photothermal effect

or, with an appropriate design, even for the development of

photonic self-oscillators.

Nanoelectronic devices
The act of inducing an SCO transition with an electric field

could provide the breakthrough necessary for the development

of working molecular memory devices. With this in mind,

Zhang et al. designed an experiment where the spin state of a

thin film can be controlled by the ferroelectric polarization of

the underlying substrate [35]. Through variations observed from

inverse photoemeision spectroscopy (IPES) of the film, they

inferred the signature of a voltage-controlled, spin-crossover

transition that was later validated using magnetometry. For this

purpose, 3 nm thick, organic copolymer, ferroelectric

polyvinylidene fluoride trifluoroethylene films (PVDF:TrFE,

70:30) were deposited on graphite substrates using the Lang-

muir–Blodgett technique (Figure 8). Then, an up or down ferro-

electric polarization state was preprogrammed into these

substrates by scanning a probe (±900 V) before deposition of a

SCO layer. The complex [Fe(H2B(pz)2(bipy)] (pz = pyrazol-1-

yl, bipy = 2,2’-bipyridine) was sublimated onto these substrates

to form different thin films of 10 to 25 molecular layers in

thickness and also onto gold substrates as control samples. It

was found that there was a shift in the density of unoccupied

states during the spin transition that leads to a significant loss in
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the density of states just above the Fermi energy level in a HS

to LS transition. This situation was observed in SCO films

deposited on the gold and the graphite substrates where the

ferroelectric PVDF–TrFE film was poled “down”. However, if

the interfacial dipoles of the PVDF–TrFE film are poled “up”

instead, the characteristic inverse photoemission (IPES) signa-

ture of the SCO complex in the HS form persists down to

100 K, well below the thermal spin crossover (Figure 8). These

observations in this hybrid device constitute one of the first

evidences that electric fields can be effectively employed to

address and manipulate spin states in molecular SCO systems

on the nanometer scale.

Theoretical studies of spin-crossover nano-objects:
towards modelling hybrid systems
A reduction in dimensions leads to an inevitable change in the

bistability phenomenon for SCO nano-objects [36]. This idea

has been experimentally confirmed with the study of spin-

crossover nanoparticles [2-5]. The main observations include

the shrinking of the thermal hysteresis loop, a downshift in the

transition temperature, and an increase of the high spin (HS)

residual fraction at low temperature. On the other hand, against

all predictions, a surprising cooperative behavior has been

observed in very small nanoparticles (2–4 nm) [6-11]. The

origin of this effect is not well understood and different expla-

nations can be proposed. For instance, the hysteresis loop in

small objects could be the consequence of interactions between

particles through the matrix, an interaction between the particle

and the matrix [20], or a size dependent variation of the

mechanical properties of the particle [37]. Of course all of these

phenomena can be coupled, which leads to considerable

complexity for the study of size effects in spin-crossover

nanoparticles.

In any case, the pervasiveness of the surface-to-volume ratio at

the nanometer scale has a major impact on the spin-crossover

behavior. Thus, the SCO phenomenon can be controlled by

clever engineering of the nanoparticle interface. To this regard,

theoretical studies can be very useful to predict the various

interface effects. In general, the presence of the surface leads to

new energy terms that are added to the internal energy of the

system. As a consequence, the internal energy becomes nonex-

tensive, which leads to the modification of the thermodynamic

properties of the SCO particles [37,38]. The degree to which the

system becomes nonextensive depends on the surface-to-

volume ratio. The modulation of the spin-crossover behavior in

nanoparticles can be realized by modification of the surface

energy terms in the HS and LS states. This energy depends on

two different parameters: the energy per surface, γ, and the area

of the particle, A. The energy per surface term depends on

several complicated phenomena which happen at the surface.

Figure 9: Thermal SCO curves for different thicknesses of an inactive
HS shell, calculated with a compressible Ising-like model with
harmonic potential. Top panel: core–shell system with an SCO active
core and an inactive HS shell. Adapted with permission from [40],
copyright 2013 American Physical Society.

For instance, coordination defects the surface, the relaxation or

reconstruction of the surface, the chemical or physical inter-

action between the nanoparticle and the environment can all

contribute, in a rather complex way, to γ. The theoretical predic-

tion of these phenomena and, even more importantly, their spin-

state dependence is currently not possible. On the other hand,

the spin-crossover behavior of particles can be altered when

their shape is modified [38,39].

Beyond the modulation of the surface-to-volume ratio, in the

case of hybrid core–shell particles, the interaction between the

core and the shell can be used to further tune the spin-crossover

phenomenon. Oubouchou et al. have shown the impact of an

inactive HS shell on an active SCO core [40]. Figure 9 displays

thermal SCO curves of a square-shaped SCO core surrounded

by 0, 5, 10, 15 and 20 layers of an inactive HS shell. The

authors explain the downshift in the transition temperature by a

negative elastic pressure applied by the shell, leading to the

widening of the thermal hysteresis loop. In another point of

view, the downshift in the transition temperature and the

cooperative change of the SCO behavior can be understood by

additional deformation energies in the internal energy of the

core, depending on the core spin state. Félix et al. have shown

that the misfit between the lattice parameters of the core and the

shell leads to a modification of the spin transition temperature
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[41]. In the case of an inactive HS shell, the misfit between a

LS core and the shell is higher than the misfit between a HS

core and the shell. The consequence of this misfit is a down-

shift in the transition temperature of the core. As shown in

Figure 10, the authors have also shown that the synergy

between an SCO active shell and an SCO active core leads to a

modulation of the SCO behavior, and furthermore, to a new

kind of bistability at the nanometer scale.

Figure 10: Comparison between the thermal SCO curves of a 9 × 9
hollow particle with a 3 × 3 hole and a 9 × 9 shell surrounding a 3 × 3
active core. Adapted with permission from [41], copyright 2014 Else-
vier.

Conclusion
The fundamental and technological developments associated

with the vast hybrid materials domain are limited only by the

imagination of researchers. In the SCO field, thus far, chemists

have focused mainly on the elaboration of core–shell or doped,

hybrid nanoparticles. While low-level doping is not expected to

significantly influence the SCO properties, theoretical models

predict important effects in the case of core–shell systems that

must be taken into account for the design of such nano-objects.

On the other hand, physicists have produced different multi-

layer structures involving electroluminescent, plasmonic and

ferroelectric thin films in interaction with SCO films. The

results prove that SCO materials are attractive candidates for

integration into photonic and electronic devices. In addition we

believe that interesting applications of SCO hybrids can be

anticipated in mechanical actuator technology as well. Indeed,

the huge spontaneous strain during the spin transition was

recently employed by Shepherd et al. through the integration of

SCO materials in bimorph cantilevers, which were actuated

both thermally and by light irradiation [42]. While these

systems used macroscopic materials, in principle, true

nanoscale operation is also possible. Exciting strain-induced

coupling of SCO with electrical [43] and magnetic properties

[44] has also been very recently reported using polymer

composite and multilayer heterostructure systems, respectively.

Finally, let us note that spintronics may also benefit from SCO

nanohybrids as was highlighted by a scanning tunneling

microscopy experiment [45].
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Abstract
The improvement of molecular electronic devices such as organic light-emitting diodes requires fundamental knowledge about the

structural and electronic properties of the employed molecules as well as their interactions with neighboring molecules or inter-

faces. We show that highly resolved scanning tunneling microscopy (STM) and spectroscopy (STS) are powerful tools to correlate

the electronic properties of phosphorescent complexes (i.e., triplet emitters) with their molecular structure as well as the local

environment around a single molecule. We used spectroscopic mapping to visualize several occupied and unoccupied molecular

frontier orbitals of Pt(II) complexes adsorbed on Au(111). The analysis showed that the molecules exhibit a peculiar localized

strong hybridization that leads to partial depopulation of a dz² orbital, while the ligand orbitals are almost unchanged. We further

found that substitution of functional groups at well-defined positions can alter specific molecular orbitals without influencing the

others. The results open a path toward the tailored design of electronic and optical properties of triplet emitters by smart ligand

substitution, which may improve the performance of future OLED devices.

2248

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ca.s@wwu.de
mailto:d.wegner@science.ru.nl
http://dx.doi.org/10.3762%2Fbjnano.5.234


Beilstein J. Nanotechnol. 2014, 5, 2248–2258.

2249

Introduction
Organic light emitting diodes (OLEDs) based on phosphores-

cent Ir(III) or Pt(II) complexes (also referred to as triplet emit-

ters) are a very promising alternative to current devices for

highly efficient lighting and display technologies [1]. In the

quest to improve OLEDs, a fundamental understanding of the

nature and interactions of the involved molecular orbitals (MO)

is crucial both within each organic layer and at the interfaces of

the multilayer device [2]. Cyclic voltammetry (CV) is widely

used to determine the oxidation and reduction potentials of

organometallic molecules and has rightfully become a very

popular technique for electrochemical studies [3,4]. However,

interactions of the molecules with their environment (e.g.,

host–guest interactions, hybridization at surfaces and interfaces,

interaction in aggregates) can significantly change the energetic

position and order of molecular orbitals, but CV cannot always

provide information on such effects whenever the local environ-

ment is not well known. Moreover, CV depends delicately on

many parameters and necessitates great care during execution

and analysis [5], but the major popularity of CV and its trans-

formation as a quick tool in many labs entails the risk of disre-

garding this [6].

Looking at alternative surface science-based methods, photo-

emission and inverse photoemission spectroscopy techniques

are common to address the electronic properties of molecular

systems under well defined conditions [7,8]. As a drawback,

these methods are each limited to the occupied or unoccupied

states, respectively. Moreover, in a structurally complex or

inhomogeneous sample the spectra display the average of

distributed MO levels due to a lack of spatial resolution. This

has led to controversies as to how the MO levels should be

deduced from the spectra [9,10]. In this context, the combined

power of atomic and high energy resolution in scanning

tunneling microscopy (STM) and spectroscopy (STS) makes it

an ideal tool to study the electronic properties of adsorbed

molecules with precise knowledge and control of the local

environment around a single molecule. Although this method is

limited to an energy range a few eV around the Fermi energy

EF, this is usually sufficient to probe the relevant frontier

orbitals [11-15]. Several studies have performed STM and STS

on organometallic compounds, mainly on porphyrins and

phthalocyanines [16-22]. Considering this general success, it is

surprising that phosphorescent complexes have barely been

investigated via scanning probe methods. Almost all studies are

limited to the analysis of thin film and crystal growth of Pt(II)

or Ir(III) complexes via atomic force microscopy [23,24] or

STM [25-28] and lack the submolecular resolution to address

specific parts of a molecule. Only a single study employed STS

[29], but without showing STM images or stating where on the

molecule the data had been acquired. Essentially, prior to our

involvement [30] no publication has utilized the advantages of

combined STM and STS to study triplet emitters.

We have performed STM and STS measurements at cryogenic

temperatures on submonolayer amounts of various square-

planar Pt(II) complexes on a Au(111) single-crystal surface.

These complexes coordinate a Pt atom to a tridentate ligand

(TL, with substituents R1 and R2) and an ancillary ligand (AL,

substituent R3), see Figure 1, and are known to be highly effi-

cient (phosphorescent) triplet emitters both in monomeric and

aggregated form [31,32]. We identified a number of occupied

and unoccupied frontier orbitals. Comparison with density func-

tional theory (DFT) calculations allows the unambiguous

assignment of all MOs from the HOMO–2 to the LUMO+2. We

found that the complexes show a peculiar site-specific

hybridization to the Au(111) substrate that only involves the Pt

atom but leaves the ligand orbitals essentially unaltered. We

also show that different substituents at particular positions of

the molecular structure alter the HOMO and LUMO levels, and

we propose a strategy of fine-tuning both levels independently,

which should permit the tunability of the HOMO–LUMO gap

(and thus the emission color) as well as charge-injection

barriers in a device.

Figure 1: Molecular structure of the complexes C1 to C4. In all cases
the Pt atom is fourfold coordinated by N atoms, stemming from a
tridendate ligand (TL, containing two triazole groups and one pyridine)
and an ancillary ligand (AL, containing a pyridine group). The
substituents R1 to R3 are varied in order to investigate their influence
on the adsorption as well as the electronic structure.
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Results and Discussion
Methods and sample preparation
The experiments were performed under ultrahigh vacuum

conditions (base pressure <10−10 mbar) using a commercial

low-temperature scanning tunneling microscope (Createc

LT-STM). The synthesis of the complexes is described else-

where [32,33]. The sample preparation was done by repeated

sputter-annealing cycles of the Au(111) single-crystal substrate

followed by thermal evaporation of the molecules from a

commercial evaporator (Createc TUBOmini) at about 420 K to

470 K, while the substrate was held at room temperature.

Typical deposition times were on the order of 20 to 30 seconds,

leading to sub-monolayer coverage on the metal surface. Subse-

quently, the sample was transferred in situ into the cold STM

(T = 5 K).

All images where taken in constant-current mode. For the

tunneling spectra the current I and the differential conductance

dI/dV (via lock-in technique, modulation voltage 10–20 mV)

were measured simultaneously as a function of sample bias V

under open-feedback conditions. The bias voltage is always

given with respect to the sample, i.e., positive sample bias

corresponds to electrons tunneling from occupied electronic

states of the tip into unoccupied states of the sample, and V = 0

corresponds to the Fermi energy EF. In good approximation,

dI/dV is proportional to the local density of states of the sample.

Energy-resolved spectral maps (that visualize the spatial distri-

bution of molecular orbitals) were acquired by measuring dI/dV

at a fixed bias as a function of lateral position in constant-

current mode.

For the DFT calculations shown here, Kohn–Sham molecular

orbitals were calculated in the gas phase with the Gaussian 09

package [34] using the PBE0 hybrid exchange-correlation func-

tional [35] and the SDD basis set [36]. The molecular orbitals

were visualized using the VMD 1.9 software. The orbital ener-

gies in the gas-phase calculations are computed with respect to

the vacuum level. For a comparison with the measured values

from STS (which are given relative to EF), a constant corres-

ponding to the work function of 5.1 eV has to be added to the

calculated values (cf. details in the discussion).

Structural analysis
For the the structural characterization of as-grown molecular

films, we focus on the two Pt complexes C1 and C2 (see

Figure 1). STM images of the first monolayer of C1

(Figure 2a,b) and C2 (Figure 2c–f) on Au(111) reveal that the

underlying Au(111) herringbone reconstruction is essentially

unaffected by the adsorbed layer. This is indicative of an overall

weak adsorbate-substrate interaction [37]. The close-up images

exhibit submolecular resolution and clearly reflect the chemical

building blocks. By superimposing the corresponding molec-

ular structures we can attribute the highest round protrusions to

the Pt atom in the center of the complexes. This bright feature is

surrounded by the TL that appears as a slightly dimmer protru-

sion at the top of the molecule (pyridine-R2) and two lobes at

the left- and the right-hand side (triazole-R1). The different

substituents R3 of C1 and C2 are clearly visible in the appear-

ance of the AL: while C1 exhibits a round feature next to the Pt

atom stemming from the pyridine (Figure 2b), C2 features an

additional “tail” stemming from the C5H11 alkyl chain

(Figure 2d–f).

Figure 2: Topography analysis of a monolayer of C1 (a,b) and C2 (c–f)
on Au(111). C1 grows in only one close-packed structure probably due
to steric packing. C2 shows three different ordered structures, indi-
cating the additional role of van der Waals forces between neigh-
boring R3 alkyl chains for the self-assembly.

We can evaluate the driving force of self-assembly and gain

information about the intermolecular interactions within the

first monolayer by focussing on the different packing structures.

C1 appears densely packed in a rhombic lattice with side

lengths of 11.5 ± 0.3 Å and an angle of 86 ± 4° (Figure 2b). The

symmetry axis of the molecule is tilted by 12.0 ± 0.5° relative to

the  direction. However, the orientation of neigh-
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boring molecules to each other can be either parallel or antipar-

allel. We did not find any nearest or next-nearest neighbor

correlation, i.e., the orientation in the lattice seems to be purely

random. While we only found one packing for C1, we observed

three different local patterns for C2 within a single preparation

(Figure 2c). The rectangular unit cell (Figure 2d) has a lower

nominal coverage and exhibits pores with an irregular distribu-

tion. At maximum coverage the unit cell becomes oblique

(Figure 2e,f). Each unit cell contains two C2 molecules and in

one case two additional elongated features (see below). The

adsorption angle relative to the  direction differs for

each structure (9 ± 3° (Figure 2d), 4 ± 3° (Figure 2e) and

15 ± 3° (Figure 2f)). This is another indication for a weak

overall molecule–substrate coupling. Furthermore, the lateral

intermolecular interaction also seems to be relatively weak. TLs

of neighboring molecules as well as the pyridine AL of com-

plex C1 seem to be packed in a steric fashion. However, we

attribute the different patterns of C2 to additional van der Waals

forces between the amyl chains [38,39].

We note that an additional molecular structure is evident in the

third pattern of C2 (Figure 2f). Next to two rows of C2 mole-

cules with alternating orientation a row of paired elongated

protrusions appears. This feature is quite similar in size, shape

and intensity to the AL of C2, i.e., 4-pentylpyridine. On the

other hand, isolated TLs could not be observed in any STM

images. As STS spectra of these unknown elongated molecular

structures remain featureless, we cannot clarify their composi-

tion or origin at this point. Nevertheless, we only observed these

units at low coverages. Therefore, we suggest that a small ratio

of molecules dissociates by breaking the bond between the Pt

atom and the AL. This may occur when a molecule diffuses to

an elbow site of the Au(111) herringbone reconstruction or a

monatomic step edge, where the Au atoms have a lower coordi-

nation and hence interact stronger with adsorbates. At higher

coverages, diffusion (and thus dissociation) is hindered. In fact,

we cannot observe the unknown elongated molecular structures

at high nominal coverages close to a complete monolayer.

Occasionally, the supposed 4-pentylpyridine pairs are separated

by a round protrusions. We speculate that these are Au atoms

bound to the two adsorbates [40], as depicted in the model

structure in Figure 2f. We note that these extra molecular struc-

tures did not have any measurable impact on the STS spectra of

the C2 complex and therefore will not be discussed any further.

Spectroscopic analysis – molecule-substrate
interactions
Figure 3 shows an overview of the results from DFT calcula-

tions of C1 in the gas phase (Figure 3a) and dI/dV maps of the

first monolayer of C1 on Au(111). The theoretical results

contain the shapes and energies of five molecular orbitals with

respect to EF . While only one MO (HOMO–1) is exclusively

localized at the Pt atom, all other given MOs exhibit a signifi-

cant contribution at the ligands.

We first focus our discussion on the ligands (i.e., excluding the

Pt site). The depicted seven dI/dV maps in Figure 3b reveal the

local density of states (LDOS) of several MOs between −3.2 V

and +3.2 V. Below −3.0 V the dI/dV intensity is most dominant

at both pyridine rings while the triazole rings are low in inten-

sity. Between −2.8 V and −1.8 V, the intensity distribution is

reversed, i.e., triazoles now appear bright while all pyridines are

dim. At positive bias voltages the triazole groups and the AL

have no or weak intensities in all dI/dV maps, and features are

exclusively observed at the pyridine group of the TL. Between

1.6 V and 2.3 V the signal is found centered above this pyri-

dine ring, but above 2.3 V the dI/dV intensity is found to its left

and right.

We are able to link the calculated orbitals to the measured spec-

troscopic maps by comparing their spatial distributions and

symmetries. The calculated HOMO–2 exhibits an elongated

LDOS distribution along the molecular symmetry axis with

main intensities at both pyridine groups of the TL and the AL.

This is in excellent agreement with the observed dI/dV maps

below −3.0 V. Moreover, the HOMO shows an LDOS distribu-

tion at the two triazole groups, which is in good agreement with

the experimental maps around −2.1 V. At positive energies, the

calculated LUMO has an antinode along the symmetry axis of

the molecule with major LDOS contribution at the TL pyridine.

Again, this distribution agrees well with the spectroscopic maps

seen around 2.0 V. Finally, the LUMO+1 is also localized

mainly at the TL pyridine but now the orbital is antisymmetric

with respect to the molecular symmetry axis. This is in very

good agreement with the dI/dV distribution measured around

2.6 V. As a guide to the eye for the comparison of theory and

experiment, we have schematically depicted the energetic visi-

bility range of the described dI/dV features as Lorentzian peaks

in Figure 3b that can be considered as (qualitative and

schematic) experimental LDOS vs energy plots. The arrows

between Figure 3a and Figure 3b display the MO assignments.

As the DFT calculations only consider free molecules in the gas

phase, differences originate from molecule–molecule or mole-

cule–substrate interactions of the molecules adsorbed as a

monolayer on the Au(111) surface.

We can rule out any significant lateral molecule–molecule inter-

actions, because a comparison of C1 and C2 reveals virtually

identical spectroscopic results despite different adsorption

geometries and packing densities [30]. This also means that the

molecular orientation with respect to the substrate does not

seem to play a role, i.e., the overall molecule–substrate inter-
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Figure 3: (a) Energy and LDOS of calculated orbitals for C1 in the gas phase. Here, a work function of 5.1 eV was assumed. This value results from
minimizing the energy differences between calculated and measured energies of the HOMO and the LUMO, respectively. (b) Series of dI/dV maps
(bottom) and corresponding schematic representation of energetic distribution (top). Molecular states related to the Pt dz² orbital are colored in red,
while ligand centered orbitals are grey-shaded. The arrows between (a) and (b) indicate the orbital shifts caused by the hybridization with the sub-
strate states.

action cannot be large. This is indeed reflected in the above

comparison. For the ligand orbitals, the major consequence of

adsorbing the complex onto the Au substrate is a broadening of

the levels due to weak hybridization with substrate states (i.e.,

physisorption) and only relatively small shifts in the energetic

positions but no effect on the orbital order or occupancy.

The situation is dramatically different when focussing on the

orbital features at the Pt atom. The DFT calculations show that

the HOMO–1 is spatially confined to the Pt position of the com-

plex. Further inspection reveals that this is the Pt dz² state,

whose lobes extend much further out of the molecular plane

compared to the other frontier orbitals. In the experiment,

however, we could not find any additional new feature in our

spectroscopic maps between the HOMO and the HOMO–2.

Instead, a spectroscopic map exhibiting intensity exclusively at

the Pt site (i.e., matching the HOMO–1) was found in the range

between −1.4 V and −0.4 V, i.e., higher in energy as the HOMO

map! The situation is – at first glance – more confusing at posi-

tive sample bias, where we also find an identical spectroscopic

map in the range from 1.0 V to 1.8 V. In fact, these two features

are the first arising MOs below and above EF, respectively. In

the intermediate region around EF the dI/dV maps reflect the

topographic information without a dominating contribution of a

chemical group. This behavior is typical when measuring dI/dV

maps within the HOMO–LUMO gap where no resonant

tunneling into MO occurs [41]. Therefore, the HOMO–1 is

observed twice, below and above EF. This situation is again

schematically depicted in Figure 3b, where two red-colored

broadened peaks represent the observed MOs at the Pt site.

The fact that the Pt-based state is visible in spectroscopic maps

but not in local point spectroscopy should be discussed in more

detail. Sometimes features observed in dI/dV maps taken in

constant current mode can strongly depend on the choice of set-

point current and bias, which may lead to artifacts that are not

related to any electronic state [42,43]. To exclude this possi-

bility, we additionally recorded constant-height dI/dV maps.

Figure 4 shows a comparison of dI/dV maps of C1 at 1.4 V

acquired in constant-current (Figure 4a) and constant-height

mode (Figure 4b). Both images show exactly the same feature

with a bright protrusion at the platinum position while the rest

of the molecule is low in intensity. Furthermore, we have

studied four different Pt-based complexes with tremendous

variations of the apparent molecular shape, and in all these

complexes we observed this Pt-based spectroscopic feature. We

note that it is not entirely uncommon that a spectroscopic

feature might be hard to see or even entirely obscured in point
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spectroscopy but can be observed in dI/dV maps. This has, for

instance, been found for surface states on W(110) [44] and

Ni(111) [45]. Also tetracyanoethylene molecules on Cu(100) do

not show any resonance in STS point spectroscopy [13],

although DFT predicts at least two molecular states within the

experimentally accesable energy range [46] and spectroscopic

maps at EF show the LUMO. Therefore, we conclude that the

Pt-centered feature observed here is not an experimental arti-

fact but an intrinsic and robust feature representing an orbital

state.

Figure 4: dI/dV maps of C1 at 1.4 V recorded in constant current (a)
and constant height (b) mode, respectively. 83 pA were choosen as
the current setpoint.

Our observations summarized in Figure 3 can be understood

when considering that the Pt dz² orbital exhibits a much larger

overlap with the electronic wavefunctions of the Au(111) sub-

strate compared to the ligand orbitals (sp-like states extending

less far out of the molecular plane). If the overlap is large

enough, the states can hybridize, leading to a partial charge

transfer from the HOMO–1 into the substrate. Essentially, two

different scenarios can explain our data. In the first scenario, the

hybridization may lead to a singly occupied molecular orbital

(SOMO). It has been shown that a SOMO is observed twice in

STS [47]: at negative bias it is probed by a tunneling process of

the SOMO-electron to the tip; at positive bias a second electron

is injected into the SOMO. Due to the localized nature of this

MO, the Coulomb repulsion between the two electrons has to be

overcome. The separation of the two peaks in Figure 3b would

then correspond to the Coulomb energy. Typical Coulomb ener-

gies for dz² states of organometallic complexes are around 2 eV

[48,49], in agreement with the 2.4(7) eV for C1. In the second

scenario, the Pt dz² orbital may strongly hybridize with a Au

state to form a (occupied) bonding and an (unoccupied) anti-

bonding orbital [50].

In order to evaluate which of the two scenarios is more likely,

we can have a detailed look at the results of local STS spec-

troscopy (Figure 5). Spectra taken over the Pt atom only reveal

a peak at about 1.9 V but no peaks around −0.9 or 1.4 V. In

comparison, the spectrum on bare Au(111) is featureless at this

energy, i.e., the peak is clearly a molecular state. However, it is

not a state solely located at the Pt atom, because the spectrum

on the pyridine group of the TL also shows a peak at the same

energy and the dI/dV map at 1.9 V has almost exclusively inten-

sity at the latter. We therefore assign the measured peak in the

spectrum to the LUMO that also shows some finite contribu-

tion at the Pt site but is mainly located at the TL pyridine group

(see DFT results in Figure 3a). Yet, we do not see any appear-

ance of further peaks in the spectra between −1.5 V and 1.5 V at

the Pt although the dI/dV maps unambiguously show two MO

features.

Figure 5: dI/dV spectra taken over the Pt atom and the pyridine group
of C1 exhibit a peak at 1.9 V that we assign to the LUMO of the free
molecule (see discussion in the text). For comparison, a spectrum of
the bare Au(111) surface is also shown. Results for complex C2 are
almost identical.

Why can we observe the dz² state in dI/dV maps but not in the

spectra, whereas we can observe the ligand states in both

measurements? For this we have to consider the possibility of

strong physisorption (or even chemisorption). While weak

physisorption only leads to a broadening of the MO levels (as

described above), a strong molecule–substrate hybridization

(i.e., strong physisorption or chemisorption) can lead to a strong

broadening of a MO level as well as significant shifts in binding

energy even to a degree that this state changes its occupancy

due to charge transfer with the substrate [48,51-54]. For the

SOMO scenario, we would expect the transfer of one electron

from the Pt dz² state to the Au substrate, but the emergence of a

Coulomb blockade would require that the MO is still well local-

ized and should be clearly visible as peaks in STS spectra. On

the other hand, in the scenario of bonding and antibonding

states the dz² orbital of the Pt atom may hybridize and broaden

in such a strong manner that no significant feature arises from

the underground signal in the tunneling spectra. Nevertheless, in

the dI/dV maps the very low intensity may still be imaged over

a wide range (in our case about 1 eV). We also note that first

DFT calculations including the surface do not support the for-

mation of a SOMO. Therefore we conclude that the experi-
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mental findings are in favor of the second scenario, the forma-

tion of bonding and antibonding states.

Independent of the mechanism, we can summarize that Pt(II)

complex C1 exhibits a peculiar site-specific strong hybridiza-

tion accompanied by a charge transfer that only involves the Pt

atom but leaves the ligand orbitals essentially unaltered. We

note that this effect has some interesting consequences in

possible device applications. The shift of the Pt dz² state reduces

the charge-injection barrier dramatically: now the first acces-

sible states to inject holes or electrons are not the HOMO and

LUMO at about −2 and +2 eV, respectively, but the hybridized

Pt MO at −0.9 and +1.4 eV. The exact energies should even be

tunable in a controlled fashion by altering the degree of mole-

cule–substrate coupling. This could be achieved by using

different substrates [13,54] or alternatively by a systematic vari-

ation of the vertical Pt-substrate separation. The latter could be

achieved sterically by using ligand side groups with different

degrees of bulkiness. For instance, replacing the CF3 by tert-

butyl or adamantyl groups [32] would lift the molecular plane

further away from the substrate surface. We emphasize that our

analysis of electronic properties is identical (and thus highly

reproducible) for all complexes within the monolayer; i.e., the

molecules interact in a well-defined way with the substrate.

This is only possible due to its planar structure that leads to

distinct orbital overlaps. Hence, we expect that well-defined

interactions also occur in host–guest environments as well as

within aggregated structures of Pt(II) complexes.

Spectroscopic analysis - intramolecular
tuning
The electronic properties of Pt(II) complexes can, of course,

also be tuned by alteration of the chemical structure. In order to

understand the intramolecular interactions in more detail, we

have decided to only apply a fine-tuning of the substituents. For

this study we measured two modified complexes C3 and C4

where either R1 or R2 are substituted in comparison to C2.

Figure 6 depicts submolecularly resolved STM images of the

molecules on Au(111). Both molecules are found in self-assem-

bled monolayer islands containing only intact molecules. The

overlay of the corresponding molecular structures again allows

a straight-forward identification of each molecule. C3

(Figure 6a) exhibits two bright lobes to the left and right of a

dimmer protrusion. We attribute these to the two bulky tert-

butyl groups at R1 and the central Pt atom, respectively, i.e., the

tert-butyl substituents dominate the topography. The AL and

the pyridine of the TL appear as a dim elongated and round

feature below and above the Pt site, respectively. In contrast,

C4 (Figure 6b) exhibits the brightest protrusion at the top of the

molecule (i.e., at R2) where a single hydrogen atom is replaced

by a methoxy group. As observed for C1 and C2, the triazole

groups with the CF3 substituent at R1 show only a low apparent

height. The unaltered Pt atom and AL appear similar to C2 and

C3. The packing of both molecules in the self-assembled

islands consists of interlocked double rows where R2 is pointing

towards R3 of a neighboring molecule. Apart from the molec-

ular size, the different substituents do not show any influence

on the measured structures. We suggest that only weak lateral

interactions, most likely van der Waals forces (especially

between neighboring amyl groups), and steric effects drive the

self-assembly, similar to the situation of complex C2.

Figure 6: STM images of self-assembled monolayers of C3 (a) and C4
(b). Due to the rotational degree of freedom around the O–C bonds,
the exact position of the methoxy group cannot be given here. Despite
the different substituents R1 and R2 the complexes show similar
packing structures indicated by the overlaid molecular models.

For C3, one may think that equally detailed STS mapping of the

molecular orbitals as in Figure 3 may be prohibited by the

topography-dominating tert-butyl groups. Nevertheless, we

performed energy resolved dI/dV measurements on C3 ranging

from −2.55 V to +2.95 V. Figure 7 contains the corresponding

series of dI/dV maps. An overlay of molecular structures in each

map (where exact positions are again extracted from the simul-

taneously acquired topography images) permits the correlation

of features to specific molecular parts. For comparison, the

respective DFT MOs (calculated for gas-phase molecules) are

reproduced in the insets. At +2.95 V (Figure 7a) a high signal is

found at the AL, especially between the two neighboring amyl

groups. Additionally, two lobes with low intensity show up on

both sides of the TL pyridine. At +2.45 V (Figure 7b) the AL

becomes dimmer while the sides of the TL pyridine are

brighter. We suggest that the lack of dI/dV signal on top of the

pyridine is due to a nodal line along the symmetry axis of the

underlying MO. This changes at +1.95 V (Figure 7c), where a

bright intensity is found above the center of the TL pyridine but

not on its sides anymore. There is also a smaller signal located

at the Pt atom and between the amyl groups. The situation is

almost reversed at voltages of +1.45 V (Figure 7d): now the Pt

position is most dominant and the top of the pyridine lost inten-

sity. We could not find any evidence for unoccupied molecular

states at the triazole groups in the given voltage range.
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Figure 7: Series of dI/dV maps of complex C3 and corresponding
calculated orbitals of gas-phase molecules.

At negative sample bias of −1.30 V (Figure 7e) we observed

waisted features at both tert-butyl groups and the Pt position

whereas the pyridines and the amyl group are very low in inten-

sity. The dI/dV signal at −1.55 V (Figure 7f) is concentrated at

the left- and right-hand side of the TL while we do not detect

any signal at the other positions. Compared to this, the dI/dV

map at −2.05 V (Figure 7g) is completely inverted. Finally, at

−2.55 V (Figure 7e) an asymmetric distribution of the dI/dV

signal is found. The brightest features stem from the tert-butyl

groups, but there are additional sickle-like features with lower

intensity to the bottom right. The simultaneously recorded

topography (not shown here) looks similar to that of Figure 6a.

Therefore it is unclear whether this asymmetry is an artifact

caused by the STM tip.

Essentially, despite the bulky tert-butyl groups, the dI/dV maps

again reveal various spatial LDOS distributions that can be

assigned to the simulated MOs analogous to the procedure for

C1 (Figure 5). The LUMO+2 is mainly localized at the AL and

shows minor LDOS at the TL pyridine. The LUMO+1 is anti-

symmetric with respect to the mirror plane of the TL and has

the highest LDOS at the TL pyridine. We assign these two

orbitals to the features measured in the dI/dV maps at +2.95 V

and +2.45 V, respectively. In the gas phase, the calculated

energy levels of the LUMO+2 and LUMO+1 are quasi degen-

erate. Considering a much larger level broadening, we expect

both MOs to be detected simultaneously but with varying rela-

tive intensity for different voltages. The symmetric LUMO

exhibits a high LDOS at the pyridine extending further to the Pt

atom. This is in good agreement with the map in Figure 7c.

Overall, the three lowest lying unoccupied molecular orbitals

reflect the results of the dI/dV measurement both in order and

occupancy.

Nevertheless, the features in Figure 7d are best described by the

Pt dz² orbital, which is the HOMO–2 in the gas-phase calcula-

tions. This indicates a scenario analogous to C1 where a charge

transfer from the molecule to the substrate occurs. However,

this does not explain why we still observe a significant dI/dV

contribution at (or between) the amyl groups. This could only

be understood by assuming that the LUMO+2 exhibits a rela-

tively strong level broadening. Alternatively, an artifact of scan-

ning the sample in constant-current mode may be possible: the

signal can be increased when the tip is approached toward the

substrate at these positions between two neighboring amyl

groups.

At negative bias the intensities at the Pt atom and both sides of

the TL (Figure 7e) can be described by a superposition of the Pt

dz² orbital (HOMO–2) and the antisymmetric HOMO. We

suggest that the occupied MO closest to EF is again the shifted

HOMO–2 (cf. C1) showing a significant energetic overlap with

the lower lying HOMO. In comparison to C1 this orbital is

calculated to be higher in energy which explains the simulta-

neous observation of both orbitals. The HOMO is individually

reproduced in Figure 7f, only 0.25 eV below Figure 7e. The

inverted intensity along the symmetry axis of the TL in

Figure 7g is best reproduced by the calculated HOMO–4, while

Figure 7h resembles the symmetry of the HOMO–1 or the

HOMO–3 (not shown here) with LDOS distributed along the

triazole-Pt-triazole axis. This observation provides indications

for an orbital shift of the HOMO–4 towards EF.



Beilstein J. Nanotechnol. 2014, 5, 2248–2258.

2256

Figure 8: Tunneling spectra of C3 and C4 each acquired at the pyri-
dine and triazole groups of the TL. For comparison, the vertical lines
indicate the HOMO and LUMO levels of C1 and C2 [30].

Our analysis shows that the characterization and visualization of

molecular orbitals by STS is not limited to entirely flat mole-

cules, but can also be applied when bulky chemical groups are

used. Moreover, seven different MOs were measured, which

even exceeds the previous result of the flat complex (cf.

Figure 3). The unoccupied MOs of C1 and C3 show a similar

behavior and seem to be almost unaffected by the adsorption.

The Pt dz² orbital appears likewise below and above EF, which

is why we also assume a charge transfer toward the substrate for

C3. However, we observed an alteration of the orbital order for

the occupied states of C3. At this point, the origin for this

different behavior from C1 is unclear, but we assume that only

the MOs exhibiting a huge contribution at the Pt site (HOMO–2

and HOMO–4) are likely to be significantly influenced by the

Au(111) surface, while ligand-centered states remain essen-

tially unchanged.

Despite the substrate-induced alterations, the HOMO and

LUMO orbitals of C3 can be clearly identified. This becomes

even clearer when looking at local tunneling spectra. As shown

in Figure 8, a spectrum taken above the triazole group (red line)

reveals a peak at about −1.5 V. This peak is almost invisible at

the TL pyridine site (blue line), which confirms the strong

localization of the HOMO at the triazole groups as observed in

the corresponding spectroscopic map (see Figure 7f). On the

other hand, the pyridine spectrum exhibits a broad peak at about

1.9 V that is not present on the triazole group. This is a clear

manifestation of the LUMO orbital (Figure 7c). We can

compare the HOMO and LUMO energies with those of com-

plex C1 and C2 that were also quantified via local dI/dV spec-

troscopy [30]. We find that the LUMO level of C3 is virtually

identical to that of C1 and C2, whereas the HOMO level is

significantly shifted toward EF by about 0.6 eV. In order to

understand why only the HOMO level is altered, we have to

discuss the effect of the different substituents. Compared to a

CH3 or, in our case, a tert-butyl group, the CF3 group is known

to have an electron-withdrawing impact on an aromatic group

(here: the triazole) which can stabilize associated MOs [55,56].

The calculated frontier orbitals show that several MOs have

finite LDOS at the triazole groups. However, a closer inspec-

tion reveals that the carbon atom to which the R1 substituents

are attached only exhibits an antinode with large LDOS contri-

bution in case of the HOMO but not the LUMO. Indeed, our

spectroscopic maps of MOs show that the HOMO is localized at

the triazole groups, while the LUMO shows no contribution

there. Therefore it is reasonable to assume that the CF3 group of

C2 will only stabilize the HOMO, i.e., it shifts further away

from the Fermi energy compared to C3. This is indeed what we

see in our STS data.

We have also looked at another complex C4 where the

substituent R2 was changed from a hydrogen atom to a methoxy

(OCH3) group. The latter is known to donate electrons into the

π-electronic system of the attached aromatic (here: a pyridine)

group, leading to a destabilization of associated unoccupied

MOs. Indeed, looking at the tunneling spectra of C4 (Figure 8),

we find that the LUMO is shifted further away from EF by

about 0.4 eV, while now the HOMO is unaffected. Similar to

the above discussion, this can be explained by the fact that the

LUMO has a significant contribution at the TL pyridine group

but none at the triazole (and vice versa). Interestingly, the DFT

calculations show that both HOMO and LUMO have strong

contributions at the pyridine group. However, the HOMO

shows a node, the LUMO an antinode along the molecular

symmetry plane, and the corresponding carbon atom of R2 is

located right there. This subtle difference seems to decide

whether the R2 moiety has an impact on the MO. Our finding is

rather exciting as it may open the possibility to independently

tune the HOMO and the LUMO levels by substitution of R1 and

R2, respectively. This may have powerful consequences for

OLED materials design because it should be feasible to set and

tune the charge-injection barriers and the HOMO–LUMO gap,

and hence the emission color, independently. We will perform

further investigations on this matter to test the validity of this

concept.

Conclusion
We showed that various phosphorescent Pt(II) complexes can

be deposited reliably and without dissociation onto a Au(111)

surface by thermal sublimation inside an ultrahigh vacuum

environment. These planar molecules are well-suited for a thor-

ough analysis by STM and STS. We can simultaneously iden-

tify and visualize the molecular structure as well as various

occupied and unoccupied molecular frontier orbitals with high

submolecular spatial and meV energy resolution. We found that
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molecule–substrate coupling as well as specific substitution of

functional groups can alter the occupation and alignment of

molecular orbital levels. We emphasize the complementary

benefit of combined STM and STS compared to CV or (inverse)

photoemission studies whose results are often flawed by diffi-

culties and ambiguities in the analysis due to a major lack of

knowledge regarding structural integrity, homogeneity and

cleanliness of samples. In a truly interlocked interdisciplinary

effort, we have identified the fundamental mechanisms of

external and intramolecular interactions that determine the elec-

tronic structure of the complexes, especially the HOMO and

LUMO levels as well as the HOMO–LUMO gap. The results

open a path toward the tailored design of triplet emitters for

improving the performance of future OLED devices.
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Abstract
Single-crystal angular-resolved magnetometry and wavefunction-based calculations have been used to reconsider the magnetic

properties of a recently reported DyIII-based single-molecule magnet, namely [Dy(hfac)3(L1)] with hfac− = 1,1,1,5,5,5-hexafluoro-

acetylacetonate and L1 = 2-(4,5-bis(propylthio)-1,3-dithiol-2-ylidene)-6-(pyridin-2-yl)-5H-[1,3]dithiolo[4',5':4,5]benzo[1,2-

d]imidazole. The magnetic susceptibility and magnetization at low temperature are found to be strongly influenced by supra-

molecular interactions. Moreover, taking into account the hydrogen-bond networks in the calculations allows to explain the orienta-

tion of the magnetic axes. This strongly suggests that hydrogen bonds play an important role in the modulation of the electrostatic

environment around the DyIII center that governs the nature of its magnetic ground-state and the orientation of its anisotropy axes.

We thus show here that SMM properties that rely on supramolecular organization may not be transferable into single-molecule

devices.

2267

Introduction
At the molecular level, single-molecule magnets (SMMs) can

be seen as magnets in which the magnetic information relies on

the magnetic moment of the molecule and its magnetic

anisotropy [1]. Most of SMMs have been characterized as bulk

crystalline material in which intermolecular magnetic interac-

tions are expected to be negligible when compared to the

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:boris.leguennic@univ-rennes1.fr
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intramolecular ones. The magnetic properties of a compound

have then a molecular origin. However the “single-molecule”

terminology can be misleading. In fact, in some particular cases,

supramolecular interactions have been evidenced to play a

significant role in SMM behavior. For instance, in Mn aggre-

gates, supramolecular organization generates exchange-biased

quantum tunneling [2]. The easiest way to evidence these supra-

molecular effects is to design a diamagnetic solid solution in

which the sample is present at a doping level [3-12]. The

investigation of such sample shows drastic differences from the

bulk and highlights that a “single-molecule” when embedded in

its crystalline matrix does not behave as an isolated object. This

sensitivity of SMM to their environment makes their insertion

into devices [13-15] trickier than expected. If SMM are consid-

ered for quantum information processing [16-19], supra-

molecular interactions are expected to generate decoherence

[20]. If spin-based devices [13] are considered, the influence of

supramolecular interactions has to be characterized very well

before deposition of the molecule on a surface. This implies

new strategies and new investigation tools [21,22]. When the

molecule benefits from a well-known architecture [23,24] that

can be optimized for grafting [25,26] the magnetic properties of

the molecular object can be kept at the surface [27,28]. This is a

tremendous breakthrough in magnetic molecular science that

opens the way to molecular surface magnetometry [29].

However, in a “core-shell” picture, where the core is the

magnetic ion and the shell its organic surrounding, shell defor-

mation upon grafting can drastically impact the properties of the

molecule. A good example is Tb-phthalocyanine molecule,

which is one of the most efficient SMM [30]. Depending on the

surface and the grafting or deposition mode [25,31-33], it can

show erratic hysteresis and even some depth- dependence of the

magnetic behavior when multilayers are considered [34]. In

order to overcome these drawbacks and to understand their

origin, many studies have been undertaken on single-crystals to

extensively characterize the magnetic anisotropy of the mole-

cules [9,10,35-38] and its evolution with ligand modifications

[39-41]. These studies have been performed mainly on

lanthanide-based SMMs as these ions are expected to be

extremely sensitive to modifications of the surrounding [42,43].

The first strong experimental evidence has been given by the

investigation of DyDOTA (where H4DOTA = 1,4,7,10-tetraaza-

cyclododecane N,N′,N′′,N′′′-tetraacetic acid) the Dy derivative

of the famous GdDOTA that is a commercial contrast agent

used in MRI [44]. In this molecule, lanthanide coordination is

ensured by one DOTA ligand and one water molecule which

provides the “contrast properties” of the compound [45]. A

general assumption was that these properties were governed by

the Ln–O bond that was supposed to be close to the easy

magnetization axis of the molecule. Synergistic investigation by

single-crystal magnetometry, low temperature luminescence,

and wavefunction-based ab initio calculations, has demon-

strated that subtle modification of the DyIII environment such as

the rotation of the water molecule is enough to be the driving

force of the easy-axis orientation in such a molecule [40].

Subsequent investigations have shown that all lanthanides from

Tb to Yb are affected in the same way [36]. This reveals that

this subtle effect can be considered as a general property of 4f

open-shell ions whatever their ground-state parity. This opens

the way to close theoretical examinations of Ln-based SMMs as

simple electrostatic approaches were not able to reproduce such

results [46].

The influence of the surrounding on Ln-based SMM can also be

highlighted through a supramolecular point of view. As an

example, the special packing of two analogous Yb-based mole-

cules in which H-bonds are present or not, drastically influ-

ences the orientation of the magnetic easy axis [12,39]. In the

latter, multiconfigurational post-Hartree–Fock calculations

demonstrated that the relative position of one hydrogen atom

along the N–H…O bonding mode tailors its orientation.

In the present article, a DyIII-based SMM in which supra-

molecular effects impact the magnetic properties is investigated

on the basis of single-crystal angular-resolved magnetometry

and ab initio calculations.

Results and Discussion
We have focused our investigation on two DyIII-based

complexes that were reported by some of us recently [12]. As a

short reminder, both complexes are mononuclear species of the

general formula [Dy(hfac)3(L1)] (Dy1) and [Dy(hfac)3(L2)]

(Dy2). Dy1 crystallizes in the triclinic P–1 (No. 2) space group

with a unit cell composed of mononuclear complexes of the

formula [Dy(hfac)3(L1)] with hfac− = 1,1,1,5,5,5-hexafluoro-

acetylacetonate and L1 = 2-(4,5-bis(propylthio)-1,3-dithiol-2-

ylidene)-6-(pyridin-2-yl)-5H-[1,3]dithiolo[4',5':4,5]benzo[1,2-

d]imidazole. In this complex, the DyIII ion is surrounded by six

oxygen atoms and two nitrogen atoms belonging to three hfac−

ligands and one bis-chelating L1 ligand (Figure 1). The average

Dy–O distances are shorter (2.35(3) Å) than the average Dy–N

distances (2.50(6) Å). Dy2 crystallizes in the monoclinic P21/c

(No. 14) space group and the unit cell is composed of mononu-

clear complexes of the formula [Dy(hfac)3(L2)] with L2 =

2-(4,5-bis(propylthio)-1,3-dithiol-2-ylidene)-6-(pyridin-2-yl)-5-

(pyridin-2-ylmethyl)-5H-[1,3]dithiolo[4',5':4,5]benzo[1,2-

d]imidazole (Figure S1, Supporting Information File 1). As for

Dy1, the DyIII ion is surrounded by six oxygen atoms and two

nitrogen atoms belonging to three hfac− ligands and one bis-

chelating L2 ligand. The average Dy–O and Dy–N distances are

equal to 2.34(4) Å and 2.49(5) Å, respectively. The formation

of “head to tail” dimers is observed in both compounds.
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Figure 1: Molecular structure of Dy1 (top). Dy, O, N, C, S and F atoms
are depicted in light blue, red, blue, grey, yellow and green, respective-
ly. H atoms are omitted for clarity. Inset: Experimental (black) and
theoretical (green) ground state anisotropy axes are shown on the
coordination polyhedron. Thermal variation of χMT of a solid-state
sample of Dy1 (black circles) with the curve (in green) calculated on
the basis of SA-CASSCF/RASSI-SO data (bottom). Inset: field varia-
tion of the magnetization at 2 K (black squares) with the computed
curve (in green) obtained at the same level of calculation.

Despite their identical coordination spheres the experimental

magnetic properties of the two compounds differ significantly.

Indeed, in the condensed phase the thermal variations of χMT as

well as the field variations of the magnetization at 2 K do not

match (Figure 1 and Figure S1, Supporting Information File 1).

While for both complexes the high temperature values of χMT

coincide and are close to the expected value for a 6H15/2 multi-

plet (14.17 cm3·K·mol−1) [47], on cooling the values of χMT of

Dy1 is far below the ones of Dy2. On the other hand, the

magnetization at 2 K increases linearly for Dy1 at fields higher

than 1 T while it saturates for Dy2. The consequences of these

differences is that Dy2 behaves as a SMM in the solid state

while Dy1 does not [12]. However, the latter behaves as a SMM

in CH2Cl2 solution. This drastic difference of behavior between

solid state and solution was attributed, with no clear experi-

mental evidence, to the breaking of the hydrogen-bond network

in solution. This is what we would like to clarify in the present

work.

Following this first investigation [12], we took advantage of the

uniqueness of the molecule in the P–1 space group to perform

single-crystal angular-resolved magnetometry for Dy1 (see

Experimental section) as already done in the case of the YbIII

derivative [39]. After indexation of the crystal faces through

single-crystal diffraction (Figure S2, Supporting Information

File 1), the angular dependence of the magnetization was

measured in three orthogonal planes (XY, YZ and XZ) at 2 K

with an applied magnetic field of 1 kOe (Figure 2). The

data were then fitted assuming that M = χMH. Rotation of H in

the αβ-plane changes the expression of the magnetization to

M/H = χαα(cosθ)2 + χββ(sinθ)2 + 2χαβ(sinθ cosθ), where α and β

are the directions of the vectors X, Y and Z in a cyclic permuta-

tion and θ is the angle between H and α (Figure 2). The prin-

cipal values of the Zeeman tensor in the 1/2 effective spin

approximation (gz = 14.22, gy = 3.96 and gx = 9.43) as well as

its orientation are extracted (see Supporting Information File 1).

First of all, the principal values do not fit with an Ising-type

anisotropy (gz = 20, gy = gx = 0) which agrees with the non-

SMM behavior of this compound in the solid state. Secondly,

the tensor orientation of the ground state is not lying in any

special direction (Figure 1).

Figure 2: Angular dependence of χMT measured for Dy1 in the three
orthogonal planes with the best fitted curves as solid lines.

Relativistic ab initio calculations (SA-CASSCF/RASSI-SO)

have been performed in order to rationalize the observed

magnetic properties of both compounds Dy1 and Dy2. We first

attempted to reproduce the magnetic data in solely considering

isolated molecules (see Experimental section). For Dy2 the

computed χMT vs T and M vs H curves almost perfectly match

the experimental ones (Figure S1, Supporting Information

File 1). On the contrary, this “molecular” approach dramati-
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Table 1: Computed ground-state anisotropy tensor for Dy1 for different positions of the hydrogen atom involved in the hydrogen bond. The weights of
the ± MJ components of the calculated ground-state wavefunction, the relative energy of the first excited-state (ΔE, cm−1) and the angle (α, degrees)
between the experimental and computed easy axes are also given.

H atom position gx gy gz ± MJ weights of the GS wavefunction ΔE α

no H 0.08 0.16 18.87 0.85|±15/2>; 0.11|±11/2>; 0.03|±7/2> 91.1 56.9
HO 0.02 0.03 19.51 0.94|±15/2>; 0.03|±9/2>; 0.02|±11/2> 109.7 27.1
Hm 0.83 3.05 17.05 0.77|±15/2>; 0.10|±9/2>; 0.03|±5/2>; 0.03|±1/2>; 0.03|±3/2> 34.1 28.5
HN 0.39 1.25 17.94 0.78|±15/2>; 0.12|±11/2>; 0.06|±7/2>; 0.03|±3/2> 48.1 67.0

cally fails in the case of Dy1 with a significant discrepancy

between calculated and experimental values at the low tempera-

ture limit for χMT (computed: χMT = 11.135 cm3·K·mol−1;

experimental: χMT = 9.67 cm3·K·mol−1, Figure 1). Also, at 2 K

the computed M vs H curve saturates contrary to the experi-

mental one (Figure 1), a behavior that was already observed for

the Yb parents [Yb(hfac)3(L1)] and [Yb(hfac)3(L2)] [39]. The

disagreement for [Yb(hfac)3(L1)] was attributed to intermolec-

ular interactions that seem to play a key role in the magnetic

properties of this series of complexes. Moreover, the calculated

ground state of Dy1 is almost Ising (see below in Table 1) in

contradiction to the solid-state experiments (see above). This

result is confirmed by the nature of the calculated ground-state

wavefunction that is mainly composed of MJ = 15/2 state with a

small contribution of the MJ = 11/2 state. Finally, the orienta-

tion of the calculated easy axis differ by more than 57° from the

experiment. In short, whereas this “molecular” computational

results do not reproduce the solid-state behavior, they are in line

with the observations made in solution [12]. The above results

showed that a “local” description that only takes into account

intramolecular interactions is not able to explain the solid-state

magnetism of this complex. As already mentioned in the intro-

duction, subtle geometric effects may change both magnetic

susceptibility and orientation of the easy axis [39,40]. Contrary

to Dy2, intermolecular hydrogen bond networks organize the

three dimensional edifice in Dy1 (Figure 3) [12]. We thus

revisit the theoretical interpretation on the basis of these supra-

molecular interactions.

In Dy1, a hydrogen bond is formed between the protonated

imidazole ring and the oxygen atom of the neighboring mole-

cule. On the contrary, in Dy2, the presence of the 2-methylpyri-

dine arm prevents such weak interactions between neighboring

molecules [12]. To mimic this hydrogen bond in the calcula-

tions, the neighboring complex in Dy1 was modeled by an

imidazole molecule. Various arbitrary positions of the H atom

were considered, i.e., i) at the position calculated from single-

crystal X-ray diffraction (HN), ii) along the O…N axis at a clas-

sical O–H distance (HO) and iii) equidistant to N and O (Hm). In

order to cover as much as possible of both the long-range inter-

Figure 3: Representation of supramolecular interactions in Dy1. Dy,
O, N, C, S and F atoms are depicted in light blue, red, blue, grey,
yellow and green, respectively. H atoms (except the H atoms involved
in hydrogen bonds) are omitted for clarity.

actions and the electronic reorganization that might be induced

by this weak interaction, the hydrogen atom involved in the

hydrogen bond was described with an extended [3s2p1d] basis

set (see Experimental section). First, the presence of this

hydrogen bond in the calculations slightly affects the relative

energy splitting of the ground-state multiplet. Compared with

the non-protonated situation, the whole splitting is slightly

reduced for Hm and HN whereas it increases for HO (Table 1

and Figure S3, Supporting Information File 1). More impor-

tantly, the energy gap between the ground and first excited

states is much smaller when the H atom is positioned close to

the N atom of the imidazole or in the median position. Thus, the

weight of the MJ = ±15/2 state in the ground-state wavefunc-

tion is significantly lowered and mixing with other MJ states is

observed (Table 1). Concomitantly, the magnetic susceptibility

and magnetization curves are progressively closer to the experi-

mental ones (Figure 4). In particular, for the hydrogen atom at

the Hm position, the low temperature limit for χMT is well

reproduced (computed: χMT = 9.40 cm3·K·mol−1; experimental:

χMT = 9.67 cm3·K·mol−1), as well as the M vs H curve at 2 K.

As shown in Figure 4 the location of the proton has a non-negli-
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Figure 4: Orientation of the experimental (black) and calculated ground-state anisotropy axes for Dy1 (top). The orientation of the calculated axis is
given for the different positions of the hydrogen atom involved in the hydrogen bond, i.e., from left to right: HN (blue), Hm (purple) and HO (red).
Thermal variation of χMT of a solid-state sample of Dy1 (black circles) with the curve calculated on the basis of SA-CASSCF/RASSI-SO data for the
various positions of the H atom (bottom). Inset: field variation of the magnetization at 2 K (black squares) with the computed curve obtained at the
same level of calculation.

gible effect on the orientation of the ground state magnetic axis.

Whereas this axis is calculated far away from the experimental

one if the hydrogen bond is not taken into account (α = 57°) or

for HN (α = 67°), the discrepancy is much weaker for HO

(α = 27°) and Hm (α = 29°, Table 1). As described previously

[10,39,41], the orientation of the axis is governed by the varia-

tion of the electrostatic potentials generated by the coordinated

atoms on the DyIII center (Table S1, Supporting Information

File 1). In particular, the charge on the oxygen atom (O5)

involved in the hydrogen-bond evolves significantly. This

induces large modifications of the charge distribution around

DyIII with respect to the position of the hydrogen atom.

Based on these observations, it seems thus that Hm is the most

suited position for this particular H atom. It may signify that at

the time scale of the magnetic measurements an “averaged”

position of the H atom along the N–H…O bond has to be

considered.

Conclusion
The understanding of the subtle mechanisms at the origin of the

magnetic properties of molecular materials is a prerequisite

before anchoring/grafting these molecular architectures onto

surfaces, nanoparticles or graphene-based devices. In this work,

we have used wavefunction-based calculations combined with

single-crystal angular-resolved magnetometry to reconsider the

magnetic properties of a recently proposed DyIII-based single-

molecule magnet [12]. The magnetic susceptibility and magne-

tization at low temperature are found to be strongly influenced

by supramolecular interactions. Moreover, taking into account

the hydrogen-bond networks allows to explain the orientation of

the magnetic axes. The computational results suggest that

hydrogen bonds have an important influence on the modulation

of the electrostatic environment of the DyIII ion. As a conse-

quence it also impacts the nature of the Dy magnetic ground

state and the orientation of the magnetic axes. Further investi-



Beilstein J. Nanotechnol. 2014, 5, 2267–2274.

2272

gation of the dynamics of the N–H…O bonds and its implica-

tion on the magnetic behavior is thus envisaged.

Experimental
Computational details. Ab initio calculations were carried out

on model structures of Dy1 and Dy2 (see below) by using the

SA-CASSCF/RASSI-SO approach, as implemented in the

MOLCAS quantum chemistry package (versions 7.6) [48]. In

this approach, the relativistic effects are treated in two steps on

the basis of the Douglas–Kroll Hamiltonian. First, the scalar

terms were included in the basis-set generation and were used to

determine the spin-free wavefunctions and energies in the

complete active space self consistent field (CASSCF) method

[49]. Next, spin-orbit coupling was added within the restricted-

active-space-state-interaction (RASSI-SO) method, which uses

the spin-free wavefunctions as basis states [50,51]. The

resulting wavefunctions and energies are used to compute the

magnetic properties and the g-tensors of the lowest states from

the energy spectrum by using the pseudo-spin S = 1/2 formalism

in the SINGLE-ANISO routine [52,53]. The calculated ground

state wavefunction were obtained from the RASSI-SO results

by using a custom-made program. Cholesky decomposition of

the bielectronic integrals was employed to save disk space and

speed-up the calculations [54]. For similar reasons, the donor

part of the TTF ligand in Dy1 and Dy2 was replaced by

H atoms [39]. All atoms were represented by ANO-type basis

sets from the ANO-RCC library [55,56]. The following contrac-

tions were used: [9s8p5d4f3g1h] for the Dy ion, [4s3p2d] for

the O and N atoms of the first coordination sphere of the Dy

ion, [3s2p] for the C, F and remaining N atoms, [3s2p1d] for the

H atom involved in the hydrogen bond and [2s] for all the other

H atoms. The active space of the self consistent field (CASSCF)

method consisted of the nine 4f electrons of the Dy ion span-

ning the seven 4f orbitals. State-averaged CASSCF calcula-

tions were performed for all of the sextets (21 roots) and

quadruplets (224 roots) of the Dy ion. Only 148 quadruplets

were added to the 21 sextets to mix through spin–orbit coupling

in RASSI-SO. In this case, there was no need to add more

quadruplet or doublet roots to converge the wavefunctions and

energies of the ground multiplet (6H15/2) of the Dy ion. The

anisotropy tensor, the energy of the eight Kramer doublets of

the ground spin–orbit state, as well as the temperature-depen-

dent magnetic susceptibility and the molar magnetization at 2 K

were computed to support experimental results. Atomic charges

were computed by using the LoProp approach [57].

Magnetic measurements. Angular-resolved magnetometry was

performed on a single-crystal of Dy1 with a Quantum Design

MPMS-XL SQUID magnetometer by using the horizontal-

rotator option. The background of the sample holder was

subtracted.

Supporting Information
Supporting information features molecular structure and

magnetic properties of Dy2, as well as susceptibility tensor

and calculated charges and potentials of Dy1.

Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-236-S1.pdf]
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Abstract
We report on the intercalation of a cationic fluorescent oligo(fluorene) in between the 2D interlayer region of a fluoromica type sili-

cate. The formation of intercalated structures with different fluorophore contents is observed in powders by synchrotron

radiation XRD. Successively, the hybrids are dispersed in poly(styrene) through in situ polymerization. Such a procedure allows us

to synthesize the materials from solution, to achieve solid films, and to characterize them by optical and morphologic techniques.

The polymeric films with homogeneous distribution of the hybrids exhibit ultraviolet–blue photoluminescence with a significantly

enhanced photostability compared to the bare oligo(fluorene)s. Finally, under specific conditions, the polymer hybrid with higher

oligo(fluorene) content spontaneously assembles into highly ordered microporous films.

2450

Introduction
The functionalization of inorganic structures is an effective ap-

proach for enriching the potential applications of existing nano-

materials [1-7]. Among the inorganic nano-scaled materials,

layered silicates have been widely used as hosts for functional

π-conjugated molecules (dyes) [8-10], and polymers [11-15],

owing to their adsorption properties, ion-exchange ability, high

specific surface area, and a two-dimensional (2D) expandable

interlayer space. The combination of these features permits the

easy tuning of the interaction between the emitting centers by

surface chemistry (i.e., ion-exchange and grafting reactions),

and a sandwich-type intercalation. In particular, the intercala-

tion of functional molecular species within the silicate inter-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:g.leone@ismac.cnr.it
mailto:f.galeotti@ismac.cnr.it
mailto:u.giovanella@ismac.cnr.it
http://dx.doi.org/10.3762%2Fbjnano.5.254
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Table 1: Cation-exchange reaction conditions, and XRD results.

sample
cation exchange XRD data

(% vs CEC) 2θ (°) d spacingb (nm) d-freec (nm) Ld (nm)

SMEe 7.26/9.36 1.22/0.95 50/45
DHSe 9.40/9.20 0.94

T5 5 5.88/7.1 1.51 0.55 10
T15 15 2.65/5.85e 3.3/1.51 2.34/0.55 13/30
T30 30 2.87/5.75/8.5f 3.15 2.18 13

aThe XRD data for SME and DHS, reported in [9], are added to help the comparison with the TF-intercalated samples. Peaks other than those indi-
cated observed in the patterns are possibly attributable to a mixed reflection of fluoromica [20].
bThe basal spacing, d(001), is determined by Bragg’s equation 2d(hkl) sin θ = λ.
cThe lamellae clearance (d-free) is determined by subtracting the thickness of the SME layer (0.94 nm) from the basal spacing determined from the
(001) diffraction peak.
dL is the crystallite size determined by using the package described in [21];
eTwo spacings related to different arrangements are observed.
fThree orders of [00l] are detected.

layer region is expected (i) to improve the photo-, thermo-, and

chemical stability of the dye, which is generally insufficient for

a use in applied optoelectronic devices, and (ii) to control the

accommodation of the guest for organizing efficient dye assem-

blies, thus allowing the tuning of the photo-functions of the

hybrid [16,17].

Herein we report the intercalation of a cationic oligo(fluorene)

(Figure 1) in between the interlayer region of a fluoromica type

silicate. A series of three samples has been synthesized with

different amounts of the dye with respect to the fluoromica

maximum cation exchange capacity (CEC), and the formation

of intercalated structures has been observed in powders by

synchrotron radiation X-ray diffraction (XRD). Successively, in

order to enhance the solution processability of the material, the

resulting intercalated hybrids were dispersed in a poly(styrene)

(PS) matrix by in situ thermal polymerization. Such a proce-

dure allowed us to process the materials as solid films and to

characterize them by optical, structural, and morphologic

analyses. In addition, we explored the possibility of organizing

these materials in ordered honeycomb structures through a self-

assembly approach.

Results and Discussion
Synthesis and characterization of
TF-intercalated SME Hybrids
Sodium-exchanged Somasif ME100 (SME) has been chosen to

intercalate a fluorescent oligo(fluorene) cation (hereafter named

TF) thanks to its very low iron impurities and low charge

density [18-20]. The organo-modified SME hybrids were

synthesized by a cation-exchange reaction following the proce-

dure reported elsewhere [8]. In Table 1 the amount of charged

TF with respect to the CEC of pristine SME is shown.

Figure 1: Chemical structure of the cationic oligo(fluorene) (TF).

Structural investigation through XRD studies
Evidence of the intercalation of the oligo(fluorene) (TF) cation

was first provided by XRD analysis (Figure 2 and Table 1). The

sample profiles have been treated according to Enzo et al. [21]

to derive relevant parameters reported in Table 1. As reported

on our previous works [8,9], SME shows two diffraction peaks

at 7.30 and 9.40°, corresponding to the interlayer spacing of

1.22 and 0.95 nm of hydrated and dehydrated layers, respective-

ly, while for DHS (dehydrated SME) only the peak at about

9.40° [d(001) = 0.95 nm] is observed.

The XRD pattern of TF-intercalated SME samples (T5, T15,

and T30) are reported in Figure 2. T5 exhibits a broader peak

centered at ca. 5.88°, and a second one at about 7.1°. The

former (marked with an asterisk and equivalent to pristine SME

[9]) stems from the layer which retains water molecules

(meaning that the cation-exchange is incomplete), while the

latter reflection, shifted to lower a Bragg angles compared to

SME (7.30°), is associated with a layer repetition of 1.46 nm

(d-free value of 0.51 nm) thus suggesting that the TF cation is
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Figure 2: XRD spectra of SME, dehydrated SME (DHS), TF-interca-
lated hybrids (T5, T15, and T30), and the PS/TF–intercalated SME
materials (PT5, PT15 and PT30).

intercalated in between the SME galleries. To propose a reason-

able interlayer arrangement of TF molecules, the steric limita-

tions between TF and the SME charged sites should be exam-

ined. Indeed, steric limitations are determined by the SME

equivalent area for the charge deficit layer (Ae) and the

minimum area demand (Ad) of intercalated molecules. In the

case of sample T5, according to the XRD data (d-free =

0.51 nm), and TF size [22], a monolayer arrangement with the

alkyl chains extending nearly parallel to the SME lamellae is in

agreement with XRD data. In such a configuration the evalu-

ated Ad value of the oligo(fluorene) can range from 0.4 to

0.5 nm2 according to the available space to extend the lateral

chains, which is smaller than the SME equivalent area for the

charge deficit layer (assuming an average layer charge density

of 0.77 nm2 as reported by Choy et al. [23]).

When the TF loading is increased up to 15% and 30% CEC the

XRD spectra change. T15 shows two uncorrelated peaks at 2.65

and 5.85°, indicating that different intercalating arrangements

are obtained (in a forthcoming paper a detailed analysis will be

reported). T30 exhibits a diffraction peak having a maximum at

2.9°, strongly shifted to lower angle with respect to the neat

SME, which indicates a successful oligo(fluorene) intercalation.

An approximate doubling of the interlayer height up to 3.1 nm

was observed, and it can be explained if a tilted interlayer distri-

bution of the TF cation is considered. Indeed, such an inter-

layer spacing (d-free = 2.14 nm) is attributable to the intercala-

tion of TF molecules with a position far from flat inside the

SME interlayers, and it becomes coherently positioned with

second and third order appearance [d(002) = 5.7° 2θ, d(003) =

8.5° 2θ, see also Table 1]. This fact possibly suggests that a

sequence of ordered TF molecules standing-up between layers

is formed. For such an inclination, the evaluated Ad can exceed

1 nm2 for each TF molecule; therefore, considering an average

layer charge density of 0.77 nm2, the area available of SME

surface is oversaturated by the oligo(fluorene) cation with a

loading of 30% CEC.

Synthesis and characterization of PS/TF-
intercalated SME hybrids
Aiming to improve the processability of the TF-intercalated

SME material in solution, we believed that an intriguing

strategy would be to use a polymer as dispersing agent. Our

previous results [8-10] caused us to regard the in situ polymer-

ization as a potent tool to improve the intimate mixing between

the polymer and the inorganic component. Thus, we synthe-

sized the polymer directly by mixing the TF-intercalated SME

hybrid with styrene monomer that polymerizes when the

temperature is increased to about 120 °C.

The PS/TF-intercalated SME materials (hereafter named PT5,

PT15, and PT30) were first characterized by XRD analysis. All

the materials still show the presence of a diffraction peak in the

low-angle region, clearly related to the precursor features. Simi-

larly to what observed earlier, no XRD peaks of pristine crys-

talline SME were observed after the polymerization due to the

distribution of intercalated SME tactoids within the continuous

polymer phase [24,25]. As an example, the XRD pattern of the

PT30 material, included in Figure 2, still reveals the presence of

a peak in the low-angle region that corresponds to a layer peri-

odicity of 3.14 nm. This peak is only marginally shifted to a

lower diffraction angle than that of T30 (d001 = 3.10 nm), which

is consistent with the partial intercalation of PS in between the

enlarged SME layers.

Optical and morphological properties
The emission properties of the polymer hybrids were recorded

in 220–230 nm thick spin-coated films. The fluorescence

spectra of PT5, PT15, and PT30 films show maxima at 400 nm

similar to neat TF, in turn unchanged compared to the terfluo-

rene [26], with vibronic side bands typical of fluorene-based

oligomers.

The PL intensity of PT15 film is higher than PT5 and PT30

likely due to the higher density of fluorescent intercalated

tactoids. We recorded a PL quantum yield of 48% for PT15

(Figure 3).

Thicker films of PT5, PT15 and PT30 prepared by drop casting

of toluene solutions, show a distribution of SME aggregates

ranging from a few micrometers to a few tens of micrometers.
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Figure 4: Fluorescence microscopy image, corresponding AFM magnification X,Y = 20 µm (inset) and cluster profile of PT5 (a) PT15 (b) and PT30 (c)
films. d) AFM detail of a typical cluster.

Figure 3: The fluorescence spectra of PT5 (a), PT15 (b), PT30 (c) and
TF films (d).

As evidenced by the fluorescence microscope images in

Figure 4, the blue emission comes solely from the silicates,

while the polymer matrix is completely dark, which confirms

that the whole amount of the emissive TF is confined in

between the fluoromica layers. The AFM images reported as

inset of Figure 4a–c confirm the large-scale morphology

observed by fluorescence microscopy and reveal an organiza-

tion and orientation of most of the silicates forming clusters

(Figure 4d).

Self-assembly
We explored further possibilities of organization of these ma-

terials by drop casting dilute solutions in carbon disulfide under

humid atmosphere. Under these conditions, the fast evaporation

of the solvent and its consequent cooling trigger the conden-

sation of micrometric water droplets on the polymer solution
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Figure 5: (a–c) Microscopy images of films of PT5, PT15 and PT30 cast under breath figure conditions. (d–f) Fluorescence microscopy images of
PT5, PT15 and PT30 films prepared under the same conditions, after the addition of free TF (0.4% w/w). (g) Highly ordered microporous film of PT30
after optimization of parameters. (h) AFM view of a 10 × 10 µm2 area of the same film. All scale bars are 20 µm long.

surface, which leads to the spontaneous formation of breath

figure (BF) patterns [27]. This self-assembly technique allows

one to create patterned surfaces with highly regular geometry,

in an custom-built microfabrication system. Such patterns hold

great promise for several up-to-date applications, including

nanostructures for optoelectronic devices [28-30], microfiltra-

tion membranes [31,32], and plasmonic sensors [33].

In a recently published study [11], we applied the BF pattering

technique to a hybrid copolymer formed by a PS backbone and

oligo(fluorene) branches, partially intercalated within the SME

layers. The balanced combination of flexible coil, rigid rods,

and silicates realized in that single material allowed us to

prepare highly ordered BF patterns. By contrast, when we tried

to organize PT5, PT15, and PT30 by using the same approach,

we could not observe any ordered patterns. As shown in

Figure 5a–c, all the films show unpacked and non-ordered cavi-

ties, with a wide diameter distribution, resembling what is

normally obtained by casting linear PS without polar groups

under the same conditions [34]. This is a clear indication that

the polymer is not able to stabilize the water droplets forming at

the solution/air interface, so that the microdroplets are free to

float around and to coalesce in a disordered way. In order to

increase the hydrophilicity of the system and hence the ability

of the material to stabilize the water droplets, we added some

free TF to the polymer solution.

As soon as a minimal amount of free TF is added to the system

(0.02 mg·mL−1, corresponding to 0.4% w/w with respect to the

polymer hybrid), we could observe the formation of the densely

packed cavities typical of BFs on the surface of the three films.

The micrographs in Figure 5d–f show films of the three ma-
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Figure 6: Chromatic stability of steady-state PL spectra upon UV exposure for 0 (dark blue line) to 20 min (red line) of neat flat TF film (a) and PT15
film (b). PL intensity of 400 nm peak of TF and PT15 film versus exposure time to UV light (c). PL images of the patterned PT15 film acquired during
exposure to UV light are reported in (d–f).

terials, which now emit blue light because of the presence of

free TF blended with PS, homogeneously covered by cavities of

5–20 µm diameter. Even though the diameter distribution is not

uniform in these films, the presence of free TF clearly aided the

formation of BF. Underneath, the emitting SME clusters

containing intercalated TF are still visible.

The process of BF formation is regulated by different parame-

ters (polymer concentration, cast volume, solvent evaporation

rate) that can be tuned to control both the degree of order in the

arrangement of the micropores and their size [27]. Figure 5g

shows a honeycomb film of PT30 prepared after the optimiz-

ation of BF parameters; in particular, the concentration of TF

blended with PT30 was raised up to 0.2 mg·mL−1, and the flow

rate of humid nitrogen was set to 400 L·h−1. As evidenced by

the AFM detail in Figure 5h, in this film cavities have an

external diameter of 0.65 µm and a pitch of 1.0 µm and are

arranged in a highly ordered hexagonal fashion, while bright

SME aggregates are visible under the honeycomb structure,

which indicates that a hierarchical organization of this material

by the BF approach is feasible.

Photostability
The intercalation of the oligo(fluorene) molecules within the

lamellae interlayers of the inorganic scaffold has dramatically

improved their photophysical stability, a critical issue for fluo-

rene-based materials [35]. PT15, selected as a representative

sample, shows good chromatic stability when irradiated by a

100 mW/cm2 UV lamp at 365 nm (Figure 6b), compared to the

flat film of neat TF (Figure 6a). The photodegradation of fluo-

rene-based compounds leads to a reduction of PL intensity

together with the appearance of the keto-defects green emission

band, peaked at around 530 nm, at the expense of the initial

blue emission. In the flat PT15 film the contribution of keto-

defects emission is almost suppressed and the decrease of PL

intensity is slower (Figure 6c) with respect to neat TF film. In

the nanoporous film (Figure 6d–f), the oxidation affects free TF

oligomers dispersed in the polymer hybrid, while sharp blue

emission from the intercalated TF is still observed, confirming

the protecting role played by the silicate.

Conclusion
In summary, novel inorganic–organic hybrid composites have

been prepared by intercalation of a cationic fluorescent

oligo(fluorene) in between fluoromica-type silicate layers. The

confined arrangement of the emitter is easily tuned by modu-

lating the dye loading as demonstrated by XRD studies. Succes-

sively, the hybrids have been in situ dispersed in a PS matrix

as a mean of making a composite that is processable from solu-

tion.
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The hybrid material films exhibit ultraviolet-blue photolumines-

cence with a significantly enhanced photostability with respect

to the bare oligo(fluorene), thanks to the intercalation of the dye

in between the inorganic layers which inhibits the photochem-

ical oxidation by blocking the oxygen penetration.

The possibility to organize the polymer nanocomposite by BF

technique opens to intriguing applications such as optoelec-

tronic devices, microfiltration membranes, and plasmonic

sensors.

Experimental
Reagents
Sodium-exchanged Somasif ME100 (SME, CO-OP Chemicals,

CEC = 1.2 mmol·g−1) was dried at 130 °C under reduced pres-

sure (10−3 bar) for 2 weeks and then it was stored under

nitrogen. Ethyl alcohol (Carlo Erba, 96% pure) was degassed

under vacuum then by bubbling nitrogen, kept over molecular

sieves and used without any further purification. Styrene

(Aldrich, 99% pure) was refluxed for 4 h over CaH2, then

distilled trap-to-trap and stored under nitrogen. Distilled deion-

ized water was used for all ion-exchange experiments. 2,7-

dibromofluorene, 1,6-dibromohexane and trimethylamine were

purchased from Sigma–Aldrich. 9,9-di-n-octylfluorene-2-

boronic acid pinacol ester was purchased from Alfa Aesar. 2,7-

dibromo-9,9-bis(6’-bromohexyl)fluorene was synthesized

following the procedure reported elsewhere [36].

Materials preparation
Synthesis of 2,7-bis(9,9-dioctylfluorene-2-yl)-9,9-
bis[6-(trimethylammonium)hexyl]fluorene dibromide
(TF)
TF was synthesized by standard Suzuki coupling reaction of

2,7-dibromo-9,9-bis(6’-bromohexyl)fluorene and 9,9-di-n-

octylfluorene-2-boronic acid pinacol ester and subsequent quat-

ernization of the neutral precursor with trimethylamine,

according to the following procedure. A mixture of 2,7-

d ibromo-9 ,9-b is (6’ -bromohexyl ) f luorene  (173 mg,

0.266 mmol), 9,9-di-n-octylfluorene-2-boronic acid pinacol

ester (302 mg, 0.585 mmol), Pd(PPh3)4 (6 mg, 0.005 mmol),

aqueous potassium carbonate (2 M, 1.0 mL), and toluene

(2.5 mL) was deoxygenated and then heated to 90 °C under

nitrogen. The mixture was stirred for 48 h and then cooled to

room temperature. The organic fraction was dried over Na2SO4

and purified by silica gel column chromatography, to afford

300 mg of product as pale powder (yield 87%). Condensed

trimethylamine (2.5 mL) was added dropwise to a solution of

the neutral precursor polymer (100 mg) in 7.5 mL of THF at

−30 °C. The mixture was then allowed to warm up to room

temperature for 30 min, and then cooled down again to −30 °C.

More trimethylamine (5 mL) was added and the mixture was

stirred at room temperature overnight. The obtained transparent

gel was dried under a flux of N2 to obtain TF as a white solid

(93 mg; yield 96%).

1H NMR (600 MHz, CD3OD) δ 7.85–7.69 (m, 14H, fluorene

ring), 7.38–7.33 (m, 6H, fluorene ring), 3.14 (t, 4H, -CH2N-),

2.98 (s, 18H,-NCH3), 2.22–2.08 (m, 12H, C(CH2-)2), 1.55 (m,

4H, -CH2-CH2N-), 1.18–0.63 (m, 72H, -CH2C7H15 and

-CH2C3H6C2H4N-); Anal. calcd for C89H130Br2N2: C, 77.02;

H, 9.44; Br, 11.52; N, 2.02%; found: C, 77.95; H, 9.91; Br,

11.08; N, 1.93%.

Preparation of the intercalated SME hybrids
The synthesis of T30 is reported as standard procedure. To a

100 mL three-neck round bottom flask were added SME

(50 mg) and H2O (20 mL) and stirred for 5 days at room

temperature. Meanwhile, an EtOH solution of TF (17 mg,

1.2 × 10−5 mol, 30% vs CEC) is prepared and then added to the

SME suspension. The cation-exchange reaction proceeds for 3 h

at 60 °C and then for additional 48 h at room temperature. The

suspension was filtrated and washed with a H2O/EtOH mixture

(1:1) to collect the hybrid materials. Once the solvent was

removed under reduced pressure, the product was extracted

with EtOH by Soxhlet extraction for 8 h. The residual fraction

was dried in vacuum and then ground in an agate mortar. T5

was prepared with the loading of 5% of CEC for TF (2.8 mg,

2.0 × 10−6 mol) and T15 was prepared with the loading of 15%

of CEC for TF (8.1 mg, 5.9 × 10−6 mol) for 50 mg of SME.

The preparation of PT30 filled with T30 is reported as a stan-

dard procedure. The polymerization experiments were carried

out in a 25 mL round-bottomed Schlenk flask, which had been

dried on the high vacuum line by heating at 110 °C. The reactor

was charged with T30 (10 mg) and styrene (2.20 mL, 1.98 g).

The polymerization was carried out at 125 °C for 100 min.

When the system was cooled to room temperature, polymeriza-

tion was stopped by addition of methanol (20-fold excess). The

precipitated polymer was collected by filtration, repeatedly

washed with fresh MeOH and dried in vacuum to constant

weight (yield = 0.615 g; styrene conversion = 31%; Mw =

30.3 × 104 g/mol; Mw/Mn = 2.0)

Preparation of films
Films for optical characterization were obtained by casting or

spin-coating a 20 mg·mL−1 toluene solution of the compound

on a glass substrate. Honeycomb structured films were obtained

by following the procedure reported elsewhere [11], with few

optimizations. In particular, to set the optimal conditions for BF

formation, concentration of PT5, PT15 and PT30 was varied

from 5 to 20 mg·mL−1, while free TF was varied from 0.02 to

0.2 mg·mL−1.
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Characterization techniques
Size exclusion chromatography (SEC) measurements were

carried out on a Waters SECV2000 system equipped with two

PLGel Mixed C columns, a 2414 RI detector and a 490 UV

diode-array detector. THF was used as solvent and

poly(styrene) with molecular weights (Mw) ranging from 162 to

3.28 × 106 g·mol−1, as standards. GIWAXS measurements were

performed at the X-ray diffraction beamline 5.2 at the synchro-

tron radiation facility Elettra in Trieste (Italy). The X-ray beam

emitted by the wiggler source on the Elettra 2 GeV electron

storage ring was monochromatized by a Si(111) double crystal

monochromator, focused on the sample and collimated by a

double set of slits giving a spot size of 0.2 × 0.2 mm. Both spin-

coated films (50–80 nm thick) and powders inserted into a

sealed capillary were examined at 25 °C. The beam was mono-

chromatized at energies of 8 keV for films or 10.33 keV for

powders. The samples were oriented by means of a four-circle

diffractometer with a motorized goniometric head. The X-ray

beam direction was fixed, while the sample holder could be

rotated about the different diffractometer axes, in order to reach

the sample surface alignment in the horizontal plane containing

the X-ray beam by means of laser light reflection. Subse-

quently it was possible to rotate it around an axis perpendicular

to this plane or, alternatively, to vary the angle between beam

and surface (angle of incidence). Bidimensional diffraction

patterns were recorded with a 2M Pilatus silicon pixel X-ray

detector (DECTRIS Ltd., Baden, Switzerland) positioned

perpendicular to the incident beam, at 200 mm distance from

the sample, to record the diffraction patterns in reflection

mode. Sample and detector were kept fixed during the measure-

ments. The sample inclination to the beam was changed from

ω = −0.05° to ω = 0.25°, in steps of 0.05° yielding seven

diffraction images. The q-resolution of the 2D images collected

was estimated by means of lanthanum hexaboride powder (stan-

dard reference material 660a of NIST) and it has been evalu-

ated ranging from 0.2 to 0.3 nm−1 both for qz and qxy, in agree-

ment with other synchrotron measurements [37-39]. The same

calibration standard allowed for the integration of 2D patterns

by using the software Fit2D [40] yielding several series of

powder-like patterns, corrected for geometry, Lorentz, and

beam polarization effects. Peaks positions were extracted by

means of the program Winplotr [41]. When sufficient amounts

were available, the powders were examined by using an Anton

Parr camera under nitrogen flux and a Siemens D-500

diffractometer (Cu Kα radiation, λ = 0.154 nm). The operating

voltage and current were 40 kV and 40 mA, respectively. Data

were collected from 3 to 33° at 0.05° intervals. PL spectra were

recorded by using a Spex 270M monochromator combined

with a CCD. UV irradiation of the film was performed

by Hamamatsu LightningcureTM  LC8. Atomic force

microscopy investigations were performed by using a NT-MDT

NTEGRA instrument in semicontact mode in ambient condi-

tions.
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Abstract
As a continuation of our work employing polyphenylene-dicarbonitrile molecules and in particular the terphenyl derivative 1

(TDCN), we have synthesized a novel ditopic terphenyl-4,4"-di(propiolonitrile) (2) linker for the self-assembly of organic mono-

layers and metal coordination at interfaces. The structure of the organic linker 2 was confirmed by single crystal X-ray diffraction

analysis (XRD). On the densely packed Ag(111) surface, the terphenyl-4,4"-di(propiolonitrile) linkers self-assemble in a regular,

molecular chevron arrangement exhibiting a Moiré pattern. After the exposure of the molecular monolayer to a beam of Gd atoms,

the propiolonitrile groups get readily involved in metal–ligand coordination interactions. Distinct coordination motifs evolve with

coordination numbers varying between three and six for the laterally-bound Gd centers. The linker molecules retain an overall flat

adsorption geometry. However, only networks with restricted local order were obtained, in marked contrast to previously employed,

simpler polyphenylene-dicarbonitrile 1 linkers.
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Introduction
The drive towards miniaturization of modern electronics has led

to a growing interest in the development of memory units that

can satisfy the ever-growing demand for information storage. In

this context, rare-earth elements have been employed for the

design of materials with extraordinary magnetic properties

[1,2], including single molecular magnets (SMMs) [2,3], which

serve as pivotal subunits for modern developments in spin-

tronic devices [4-12].

Moreover, in recent years, significant strides have been made in

the understanding and the application of nanofabrication from

the "bottom-up" perspective [13-17]. The tailored design,

controlled formation, and in-depth characterization of self-

assembled, molecular and periodic heterostructures (ranging

over several length scales on atomically well-defined surfaces

under ultrahigh vacuum (UHV) conditions) have been achieved

[13-15,18,19]. More recently, our groups have successfully

extended this approach toward the on-surface coordination of

f-block organic networks exhibiting five-vertex, Archimedean

surface tessellation [20,21]. However, at least for the class of

simple polyphenylene dicarbonitrile linkers, NC–Phn–CN

(n = 3, 1), the nature of the underlying mononuclear five-fold

coordination motif is still unclear. It is notably an open ques-

tion whether the nature of the surface interaction or the steric

hindrances of the surface-confined groups are crucial factors

favouring the expression of certain coordination motifs.

In this context, the nature of the organic linker molecule seems

to play a crucial role in the tuning of the on-surface 2D self-

assembly, by means of the intermolecular and substrate-medi-

ated interactions [22-24]. A particular case is represented by

molecules that show highly reactive functional units, such as

terminal carbon–carbon triple bonds (–C≡CH) [25-32]. Notably,

when working on a planar Ag(111) substrate, in addition to the

reported butadiyne bridge formation via a homocoupling reac-

tion, a clear tendency toward branching-side reactions involving

three and four reacting monomers and leading to markedly

reduced chemoselectivity is observed [25-28]. Interestingly, on

a Au(111) substrate, the cyclotrimerisation of arylalkynes

becomes the dominant reaction pathway with high selectivity

[33]. The alkynyl activation leading to C–C coupling has been

ascribed to the emergence of a double σ-bridge-bounded acety-

lene [25,26], or alternatively to the formation of an interme-

diary π-substrate complex [27,28,34].

The results presented herein focus on the design, synthesis,

characterization and 2D Ag(111)-mediated self-assembly of a

novel terphenyl-4,4"-di(propiolonitrile) (2) linker exhibiting a

NC–C≡C–Ph3–C≡C–CN structure. Based on previous work in

our group employing dicarbonitriles, as well as diacetylenes, the

Figure 1: Representation of the structure of the molecular linkers:
terphenyl-4,4"-dicarbonitrile (1) [24,43], terphenyl-4,4"-di(propioloni-
trile) (2) showing the increased distance of the coordinating carbo-
nitrile N-donor atom from the sterically hindering α-C–H group at the
phenyl ring.

linker 2 carries both a –C≡C– acetylene group and a terminal

carbonitrile group (–C≡N). In bulk chemistry, this combination

usually yields so-called propiolonitriles as versatile building

blocks for highly functionalized derivatives [35-41]. The struc-

ture of the organic linker 2 was confirmed by single crystal

X-ray diffraction analysis (XRD) along with other standard

techniques (Supporting Information File 1).

The results of the surface-confined, molecular self-assembly

and the lanthanide coordination reaction were analysed by using

low-temperature scanning tunnelling microscopy (STM). The

STM investigation of the self-assembly of the organic linker 2

on a Ag(111) surface revealed a densely packed, chevron mono-

layer exhibiting a Moiré pattern. In contrast, lanthanide coordi-

nation of the same ligand 2 with Gd atoms resulted in

metal–organic networks with only local order. These latter

results differ strongly from previous reports on 2D surface coor-

dination of the related ligand terphenyl-4,4"-dicarbonitrile (1)

linker by cerium or gadolinium atoms [20,21,42]. This indi-

cates that the preference for the formation of extended

metal–organic networks is not primarily a consequence of the

geometrical footprint of the endgroups at the surface, but rather

a generic property of carbonitrile–Ln coordination.

Results and Discussion
Synthesis
This work compares the 2D self-assembly and the coordination

behaviour of two related ligand systems, namely the terphenyl-

4,4"-dicarbonitrile (1) and the terphenyl-4,4"-di(propiolonitrile)

(2) linker, whereby the latter has been synthesized and charac-

terized herein (Figure 1). A class of terphenyl-4,4"-dicarboni-

trile derivatives, NC–Ph3–CN, was intensively studied as a

linker in molecular and metal coordination assemblies under 2D
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Scheme 1: Synthesis of the terphenyl-4,4"-di(propiolonitrile) linker (2). Reagents and conditions: a) propargyl alcohol, Pd(PPh3)2Cl2/CuI, pyrrolidine/
THF, 60 °C; b) NH3–IPA, MgSO4, MnO2, THF, rt [45].

confinement [20,22,24,43]. With the goal to achieve increased

coordination numbers (7–12) (typically for f-block elements in

bulk chemistry [18,20,44]), the linker 2 was designed to reduce

the steric repulsion induced by the α-C–H bonds at the terminal

phenyl rings and the coordinating donor N-atom of the carbo-

nitrile group. By incorporating the propiolonitrile groups into

the terphenyl backbone of NC–C≡C–Ph3–C≡C–CN (2), the dis-

tance between the coordination-active N-atom of the –C≡N

group and the adjacent phenyl ring bearing the α-C–H group is

consequently increased from 2.58 Å to 5.14 Å. (Figure 1).

During the synthesis, the diiodoterphenyl 4 was subjected to a

cross-coupling reaction with propargyl alcohol in the presence

of catalytic amounts of Pd(II) salts, leading to the formation of

the intermediary compound 5. This compound was subse-

quently reacted by a tandem manganese dioxide-mediated

alcohol oxidation with in situ trapping of the resulting alde-

hydes with ammonia giving the final product 2 with a overall

yield of 18% [45] (Scheme 1).

Additionally, a small amount of a byproduct, identified as

terphenyl-4-propiolonitrile (3) (Ph3–C≡C–C≡N), was separated

and revealed to be a thus-far unreported decarboxylation reac-

tion of the propiolonitrile group. The nature of this compound

was confirmed by a blind synthesis starting from 4-bromoter-

phenyl (6) following a multistep protocol (Supporting Informa-

tion File 1, Scheme S1). The nature of both compounds, the di-

(2) and the mono-substituted linker (3), was substantiated by

single crystal X-ray structure analysis at 180 K. Compound 2

crystallizes in a monoclinic system with space group P21/n,

while 3 crystallizes in the triclinic system with space group P-1.

The anisotropic displacement ellipsoids and atom labelling

(ORTEP plots) of compounds 2 and 3 are shown in Figure 2a

and Supporting Information File 1, Figure S2, respectively.

Selected bond lengths of these molecules are listed in

Supporting Information File 1, Tables S1–4.

The visualization of molecule 2 highlights a conformation, in

which the central phenyl ring is rotated out of the plane of the

two peripheral ones by a dihedral angle of 31.56(5)°

(Figure 2b). In comparison, the mono-substituted compound 3

exhibits twist angles of 33° and 10° between phenyl rings A/B

and B/C, respectively (Supporting Information File 1, Figure

S3). In both cases the molecules arrange within the crystal in

layers (Figure 2c and Supporting Information File 1, Figure S3)

in an antiparallel organisation of the end standing CN groups by

dipole–dipole interactions.

Formation of the self-assembled monolayer
of 2 on Ag(111)
In recent years, systematic studies of the self-assembly behav-

ior of the series of polyphenylene-dicarbonitrile linkers

(NC–Phn–CN, n = 3–6) on the Ag(111) surfaces have been

reported demonstrating the controlled formation of highly-

ordered monolayers [43,46]. The structural diversity of the

formed molecular monolayers was illustrated by (i) a strict

dependence on the length of linker molecules resulting in either

densely packed chevron patterns (n = 3), open rhombic

networks (n = 4) or complex Kagomé lattices (n = 5, 6);

(ii) changing the stereochemical position of the coordinating

–CN groups leading to higher order complexities with partially

systemic behavior [47-51].

The new linker 2 (NC–C≡C–Ph3–C≡C–CN) was deposited by

organic molecular beam epitaxy onto an atomically clean and

flat Ag(111) surface kept at 300 K. After the deposition, the

samples were cooled down to about 6 K for imaging. Similar to

earlier studies on the terphenyl-dicarbonitrile analog 1 [43], the

individual molecules of NC–C≡C–Ph3–C≡C–CN (2) were

clearly resolved as rod-like protrusions showing a chevron

arrangement but now exhibiting an additional Moiré pattern

(Figure 3). The latter results from the superposition of the

monolayer and substrate symmetries, rotated by an angle
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Figure 2: ORTEP plot of compound 2. Ellipsoids were drawn at a 30% level of probability for all non-hydrogen atoms, indicating the numbering
scheme (a); 3D visualization of the molecular conformation (view along direction a) (b); and the packing viewed along the b* axis demonstrating the
parallel layers arrangement (c).

Figure 3: Comparison of the molecular self-assembled monolayers of 1 and 2 on a Ag(111) surface. a) Densely packed chevron layer formed by
NC–Ph3–CN (1), adapted from [43]; b) Densely packed chevron layer formed by the NC–C≡C–Ph3–C≡C–CN (2) species (data measured at 6 K;
image size: 239 × 239 Å2; scanning parameters: Vbias = 0.3 V, I = 0.05 nA).

showing the very subtle balance between molecule–substrate

and molecule–molecule interactions. Occasionally, deviations

from molecular linearity as an S-shape of certain protrusions

could be identified. Similar to the earlier observations for dicar-

bonitrile oligophenyls [43,46,52], this contrast can be ascribed

to the rotation of the aromatic rings alternatively lifting the left

and the right side of a phenyl rings up from the underlying sub-

strate.
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Figure 4: High-resolution STM image showing a) the molecular packing in chevron layers mediated by the propilonitrile end groups of the
NC–C≡C–Ph3–C≡C–CN (2) linker (data measured at 6 K; image size: 119 × 119 Å2; scanning parameters: Vbias = 0.3 V, I = 0.05 nA);
b) Corresponding model showing the interaction of adjacent propionitrile groups.

It was found that the chevron pattern assembled from 2 is

similar to that earlier reported for NC–Phn–CN linkers

(whereby n = 3, 1) [43], where only two orientations of the

molecules with the respect to the substrate within a given

domain are present.

The high-resolution STM topograph depicted in Figure 4a

clearly indicates that the monolayer pattern is determined by

non-covalent interactions between adjacent linkers, in particu-

lar electrostatic interactions [43,47,53]. The packing is stabi-

lized by the attractive interaction between the propilonitrile end

groups, as proton acceptors, and H atoms of the phenylene

rings. This reveals related ordering principles on the terminal

alkynes, which is interpreted in terms of a proton acceptor–ring

interaction [53].

Figure 4b represents the model based on the averaged bonding

distances and angles between adjacent molecules gained from

the STM data. The derived organic network model expresses a

six-fold symmetry related to the substrate atomic arrangement.

Based on the topography and assuming the same size of the

molecules as in the gas phase, we obtained an average length of

about 0.26 ± 04 nm for the phenylene–N distance, which is

slightly shorter than in the earlier reported network of molecule

1 (0.33 ± 03 nm) [43].

Lanthanide-directed coordination of 2 on
Ag(111)
In previous work, regular metallo–supramolecular nanomeshes

were obtained on flat Ag(111) surfaces from the exposure of

1-type NC–Phn–CN (n = 3, 4, 5, 6) linkers to cobalt atoms

[22,23,48], while the use of lanthanide atoms (Ce, Gd) yielded

an Archimedean snub square tiling [20,21]. The underlying

driving force for the diversity in results is associated with the

remarkable coordination reactivity of carbonitrile groups, which

are very well known in bulk coordination chemistry.

The linker 2 was deposited by organic molecular beam epitaxy

onto an atomically clean and flat Ag(111) surface kept at 300 K,

followed by the controlled co-deposition of Gd atoms provided

from an electron beam source. The samples were subsequently

cooled down to T ≈ 6 K for imaging.

In contrast to previous reports on NC–Ph3–CN (1) (Figure 5a)

[20,21], the co-evaporation of Gd atoms with linker 2 resulted

in an irregular metal–organic pattern without expression of a

translational spatial symmetry. Thus, nodes with variable coor-

dination motifs, including clustering, can be found in the STM

topographs (Figure 5b). Consequently, no clear preference of

one coordination motif with higher coordination number was

encountered, even in the presence of excess Gd (associated with

cluster formation as shown by the emergence of white protru-

sions in Figure 5b). This provides an unintended route towards

2D, randomly reticulated coordination networks, which is in

line with the usage of linear and nonlinear dicarbonitrile linkers

as recently reported [48,50].

A model for a five-fold coordination vertex and detailed views

of the respective STM data are reproduced in Figure 5b. Despite

serious efforts, only surface-confined networks with limited

length scales could be obtained. Obviously, the expression of

regular metallo–supramolecular nanostructures or layers
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Figure 5: STM image of the lanthanide-directed assembly on Ag(111) for appreciable surface concentration (linker: Ln = 5:2). a) Snub square tiling
motif comprised of NC–Ph3–CN (1) linkers and Gd centers (atomistic model of the snub square Archimedean tessellation of the surface in insert),
reprinted with permission from [21], copyright 2014 American Chemical Society; b) irregular metal–organic network comprised of
NC–C≡C–Ph3–C≡C–CN (2) molecules and Gd centers. In inset: model of one of the coordination units presented (the 5-fold linker Gd nonameric unit.
Data was obtained at 6 K. Image size: 352 × 195 Å2. Scanning parameters: Vbias = 0.7 V, I = 0.1 nA).

requires a careful balance of surface bonding, mobility and

lateral interactions between metal centers and linkers [54]. We

attribute the observed, reduced order to the high reactivity of

the –C≡C– bonds in propiolonitrile groups. From bulk chem-

istry, it is well known that the activation of the acetylene group

by noble metal substrates can occur [35-41]. This was demon-

strated by on-surface homo-coupling of alkynes on planar

surfaces with a clear tendency towards branching side reactions

[25-28,34]. Although in the presented work we could not

deduce any changes of the –C≡C– bonds from the STM investi-

gations, we attribute the hampering of the expression of a

regular network to the presence of active –C≡C– bonds close to

the coordinating CN units.

Conclusion
The self-assembly of the new terphenyl-4,4”-di(propiolonitrile)

(2) linker on the Ag(111) surface leads to a densely packed

monolayer with chevron arrangement exhibiting a Moiré

pattern. Gd-directed assembly resulted in an irregular

metal–organic pattern with variable coordination motifs, but

without any evidence of coordination numbers higher than five.

The preference for the established mononuclear five-fold nodes,

identified previously for the related class of linkers of type 1,

seems thus a generic property of the 2D carbonitrile–Ln coordi-

nation. Obviously, the high reactivity of the –C≡C– bonds in the

propiolonitrile groups prevented the surface-confined molec-

ular system from formation of regular metal–organic nanostruc-

tures or layers, instead resulting in reticulated Ln, organic

networks with only local order. Our results highlight the para-

mount importance of the nature of the coordinating end groups

for the surface-confined lanthanide coordination chemistry in

attempts to design molecular architectures incorporating the

sophisticated properties of f-elements [55].

Experimental
STM measurements
The STM measurements were performed using a CreaTec low

temperature STM (LT-STM). The base pressure of the ultra-

high vacuum system was below 2 × 10−10 mbar.

The Ag(111) substrate was prepared using standard cycles of

Ar+ sputtering (800 eV) and subsequent annealing at 723 K for

10 min. All STM images were taken in constant-current mode

with an electrochemically etched tungsten tip.

The supramolecular networks based on Gd–ligand coordination

motifs described in the manuscript were fabricated in a two-step

process:

1. The molecular linkers NC–C≡C–Ph3–C≡C–CN (2) were

deposited from a quartz crucible held at T = 479 K by

organic molecular beam epitaxy (OMBE) onto a clean

Ag(111) crystal held at ≈300 K.

2. Subsequently, Gd atoms were sublimated by means of

electron beam evaporation from an outgassed Gd rod

(99.9%, MaTecK GmbH, 52428 Jülich, Germany) onto

the sample held at ≈300 K.

X-ray crystallography
Crystals suitable for single crystal X-ray diffraction were

obtained by slow diffusion of hexane into a 1,4-dioxane solu-

tion of 2 and by slow diffusion of hexane into a solution of 3 in

the dichloromethane. Crystals were then selected in perfluo-

roalkyl ether oil. Single crystal X-ray diffraction data of com-

pounds 2 and 3 were collected on a STOE IPDS II diffrac-

tometer with graphite monochromatic Mo Kα radiation

(0.71073 Å) at 180 K.
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Data were corrected for Lorentz and polarisation effects. Inter-

frame scaling was performed with the program LANA. The

structures were solved by direct methods (SHELX-97) [56].

Refinement was performed with anisotropic temperature factors

for all non-hydrogen atoms. Crystal data and the results of the

refinement are collected in Supporting Information File 1,

Tables S1–4. Molecular diagrams were prepared using

Diamond software [57].

CCDC-1026443 (2) and CCDC-1006987 (3) contain the

supplementary reference crystallographic data for this

paper. These data can be obtained free of charge at

http://www.ccdc.cam.ac.uk/conts/retrieving.html (or from the

Cambridge Crystallographic Data Centre, 12 Union Road,

Cambridge CB2 1EZ, UK; fax: +44 1223/336-033; Email:

deposit@ccdc.cam.ac.uk).

General synthesis remarks
Reactions requiring an inert gas atmosphere were conducted

under argon, and the glassware was oven dried (140 °C). All

reagents were purchased from commercial sources and used as

received. Compound 4 was prepared according to previous

literature [58].

1H NMR and 13C NMR spectra were recorded on a Bruker

DRX 500 spectrometer. The chemical shifts are given in ppm

and are referenced to residual proton resonances of the

solvents. The mass spectroscopic data were acquired with

a Voyager-DE PRO Bio spectrometry work station for

MALDI–ToF. MALDI spectra were measured with no addition-

al matrix compound other than the sample itself. Elemental

analysis of carbon, hydrogen, and nitrogen were carried out in a

Vario Micro Cube. Infrared spectra were measured in KBr

pellets (MAGNA FTIR 750, Nicolet) in the 4000–400 cm−1

region.

3,3'-([1,1':4',1''-terphenyl]-4,4''-diyl)bis(prop-2-
yn-1-ol) (5)
Under an argon atmosphere 4,4''-diiodo-1,1':4',1''-terphenyl (4,

192 mg, 1.0 mmol), prop-2-yn-1-ol (140 mg, 2.5 mmol),

Pd(PPh3)2Cl2 (40 mg), CuI (20 mg) were added to a mixture of

10 mL pyrrolidine and 10 mL THF and heated at 60 °C for

36 h. Next, hexane (50 mL) was added and the residue was

filtered off and dissolved in THF. The solution was chro-

matographed on silica gel using dichloromethane/ethyl acetate

5:1 as eluent with a short column, affording 240 mg of 5 as

yellow solid (yield 71%). 1H NMR (500 MHz, DMSO-d6) δ/

ppm 4.34 (d, J = 5.96 Hz, 4H, –CH2–), 5.37 (t, J = 5.96, 5.96

Hz, 2H, –OH), 7.54 (d, J = 8.37 Hz, 4H, Ar–H), 7.77 (d, J =

8.39 Hz, 4H, Ar–H), 7.82 (s, 4H, Ar–H); 13C NMR (126 MHz,

DMSO-d6) δ/ppm 139.21, 138.43, 131.88, 127.20, 126.74,

121.62, 90.79, 83.39, 49.48; IR (KBr, cm−1): 2184 (C≡C);

MALDI–ToF (m/z): [M]+ calcd for C24H18O2, 338.1; found,

338.0.

3,3'-([1,1':4',1''-terphenyl]-4,4''-diyl)dipropiolo-
nitrile (2)
Following [45] a 2 M solution of ammonia in 2-propanol

(1.8 mL, 3.2 mmol) and anhydrous magnesium sulfate (1.5 g,

12.8 mmol) were added to a stirred solution of compound 5

(203 mg, 0.6 mmol) in THF (20 mL). Then, activated

manganese dioxide (1.1 g, 12.8 mmol) was added. The resulting

mixture was stirred at room temperature for 2 h and then diluted

with dichloromethane (20 mL). The mixture was filtered

through Celite, washed well with dichloromethane, and the

combined filtrates were concentrated in vacuum. The residue

was purified by column chromatography on silica gel (hexane/

dichloromethane 2:1) affording 51 mg of 2 as light yellow solid

(yield 26%). 1H NMR (500 MHz, CDCl3) δ/ppm 7.69–7.75 (m,

12H); 13C NMR (126 MHz, CDCl3) δ/ppm 143.69, 139.46,

134.11, 127.85, 127.41, 116.60, 105.54, 82.86, 63.95; IR (KBr,

cm−1): 2260 (C≡N), 2141, (C≡C); MALDI–ToF (m/z): [M]+

calcd for C24H12N2, 328.1; found, 328.1; Anal. calcd for

C24H12N2: C, 87.79; H, 3.68; N, 8.53; found: C, 87.63; H, 3.45;

N 8.81.

Additionally, 10 mg of a white solid was separated. The

analytical data were identical to terphenyl-4-propiolonitrile

(3) prepared by the blind synthesis (Supporting Information

File 1).

Supporting Information
Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-6-31-S1.pdf]
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Abstract
Two-dimensional (2D), supramolecular self-assembly at surfaces is now well-mastered with several existing examples. However,

one remaining challenge to enable future applications in nanoscience is to provide potential functionalities to the physisorbed

adlayer. This work reviews a recently developed strategy that addresses this key issue by taking advantage of a new concept, Janus

tecton materials. This is a versatile, molecular platform based on the design of three-dimensional (3D) building blocks consisting of

two faces linked by a cyclophane-type pillar. One face is designed to steer 2D self-assembly onto C(sp2)-carbon-based flat surfaces,

the other allowing for the desired functionality above the substrate with a well-controlled lateral order. In this way, it is possible to

simultaneously obtain a regular, non-covalent paving as well as supramolecular functionalization of graphene, thus opening

interesting perspectives for nanoscience applications.
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Review
Introduction
Graphene is of significant interest for next generation elec-

tronics [1] particularly due to its electronic properties [2,3].

Thus, many research programs have been focused on the devel-

opment of numerous approaches for synthesizing/transferring

graphene onto surfaces during the last decade [4]. The next step

towards device integration requires improved modification and

functionalization of the bare graphene sheet [5].

This can be achieved either by covalent or non-covalent

approaches [6]. In the former strategy, the covalent chemistry of

pristine graphene requires chemical modification and the trans-

formation of sp2 hybridized carbon atoms into sp3 hybridized.

As a consequence, this disruption of the C-sp2 leads to the alter-

ation of the characteristic electronic properties of graphene. For

this reason, the non-covalent functionalization of graphene is

expected to be more interesting, offering the opportunity to

attach any functionality while simultaneously maintaining the

integrity of the sp2-hybridized carbon network (i.e., not

disturbing its electronic substrate properties) [6]. This aspect is

critical as far as electronic devices are concerned. It is known

that even low-density sp3 grafting strongly affects the delocaliz-

ation of electrons within the graphene layer, making it incom-

patible for applications such as sensors [7]. Finally, an adsorbed

molecular lattice can be applied to impose a super-period in the

graphene atomic lattice. This new method allows the band and

sub-band structure to be finely tuned for innovative two-dimen-

sional (2D) semiconductor junctions [8].

However, the controlled positioning and organization of func-

tional molecules into self-assembled monolayers at surfaces

represent a major challenge for potential applications in various

fields of nanotechnology [9,10]. Among the various manufac-

turing routes, bottom-up approaches [11] are particularly

promising. They exploit supramolecular chemistry on surfaces

to generate specific 2D structures and patterns at the nanometer

scale through the self-assembly of building blocks, also called

tectons [12]. These tectons are mainly planar π-conjugated

molecules as they tend to bond to substrates in a flat-laying

geometry. This allows the tectons to approach each other more

easily and to engage in non-covalent interactions such as

hydrogen bonding [13-15], metal–ligand coordination bonding

[16,17] or even van der Waals interactions [18,19]. Thus,

surface-confined supramolecular chemistry on surfaces appears

to be the method of choice for the simple production of ordered

arrays of molecules for the realization of complex functional

surfaces. In other words, the exploration of both non-covalent

and functionalized molecular self-assemblies on graphene,

although a newly emerging approach, is a very promising

strategy [20-24]. Moreover, the same principles reported for

molecular in-plane-confined self-assembly on substrates (such

as HOPG) can be directly transferred to graphene substrates, as

was recently demonstrated for a few molecules. There are

several examples regarding the formation of well-ordered 2D

molecular adlayers self-assembled via hydrogen bonding [21]

or other weak interactions on graphene [20], where most of

these works were performed by evaporating small molecules

onto graphene under ultra-high vacuum (UHV) conditions.

In this context, we recently developed a successful new strategy

taking place at the liquid–solid interface at room temperature

(RT) for the precise nanometer-scale 2D decoration of flat sp2-

hybridized carbon supports (such as HOPG and graphene) with

periodic arrays of functional 3D building blocks, known as

Janus tectons [25]. Here, we summarize this general, versatile,

and convenient approach for simultaneously (i) generating

surface-based, supramolecular, periodic architectures on C(sp2)-

based substrates, and (ii) independently exposing off-plane

functionalities with controlled lateral order on demand.

Mastering the surface-confined self-assembly
of 2D tectons on C(sp2)-based substrates
In the first stage, a strategy to obtain “on demand”, non-cova-

lent self-assemblies with predetermined 2D periodic topologies

on C(sp2)-based substrates was proposed [26]. Indeed,

the construction of predictable and well-defined assemblies

remains difficult to achieve, where the resulting topologies

are often explained a posteriori based on molecule symmetry,

molecule–substrate interactions and molecule–molecule interac-

tions [19]. As a consequence, the “molecular clip concept” was

introduced as a tool for surface specific supramolecular bonding

on C(sp2)-based substrates and allowed for the first realization

of a predetermined. “on demand” series of 0D, 1D or 2D

topologies, based on a single rigid molecular core on HOPG.

These achievements are based on the rational design of a novel

functional molecular group, which turns into a non-covalent

clip-like bond activated by graphite (Figure 1).

Among the interactions available for controlling supramolecu-

lar chemistry on surfaces, the interdigitation of alkyl chains was

chosen because graphite surfaces such as HOPG exhibit a high

affinity for n-alkane chains which form close-packed 2D

lamellae described by the Groszek model [27]. This is due to

the close match between the intra- and inter-chain distances and

the graphite lattice parameters. More precisely, a new func-

tional group, also called a “molecular clip”, was designed in

order to mimic the adsorption of n-alkane chains on HOPG.

This molecular unit presents two alkyl chains linked by a

π-conjugated bridge. Since the distance between the two alkyl
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Figure 1: Molecular structure and schematic representation of the “molecular clip” illustrating its specific molecular bonding onto HOPG and showing
the rigorous preservation of the Groszek structure [27] for the n-alkyl chains. Figure adapted with permission from [26], copyright 2007 Wiley-VCH
Verlag GmbH & Co.

Figure 2: “On demand” realization of dimer-, polymer- or network-like topologies from a given rigid core and clips placed at different locations. Mo-
lecular structures of molecules I, II, and III (A–C), along with the anticipated self-assembly (D–F). Figure adapted with permission from [26], copyright
2007 Wiley-VCH Verlag GmbH & Co.

chains is twice the interchain distance in a well-organized

n-alkane lamella, this unit acts as a supramolecular, functional

linking group able to form strong, surface-assisted, intermolec-

ular “clips” by interdigitation of the alkyl chains of two func-

tional groups leading to the close-packing structure. Then, with

this tool in hand, a fully deterministic strategy was developed

where mono-, bi- and tri-multibranched functional building

blocks (I–III) (based on a tristilbene rigid core bearing 1,2, and

3 peripheral molecular clips) have been designed, synthesized,

and self-assembled on HOPG (Figure 2).

The surface-confined molecular self-assemblies were character-

ized by scanning tunneling microscopy (STM) at the

liquid–solid interface. As expected, they form non-covalent,

surface self-assembled dimers, supramolecular linear polymers,

and 2D networks. The versatility of the design was then demon-

strated by synthesizing bifunctional molecules bearing two

functional “clips” that end-cap a central moiety consisting of,

for example, a benzene ring (IV) (Figure 3a). As shown in

Figure 3b, compound IV also gives stable monolayers on

HOPG. In addition, the self-assembly yields large, highly

ordered domains, for which the lattice parameters can be accu-

rately measured (Figure 3c), resulting in average lattice para-

meter values of a = 3.86 ± 0.15 nm, b = 2.11 ± 0.08 nm, and

α = 65 ± 1°.

These results demonstrate that we are now able to control the

supramolecular self-assembly on HOPG. First, a new tool

acting as a functional moiety for surface-specific supramolecu-

lar bonding has been designed by combining and controlling

molecule–substrate epitaxial adsorption and intermolecular

packing interactions. Second, the “molecular clip” concept

validity was demonstrated through the good match between the

various expected and experimental topologies resulting from the

supramolecular self-assembly at the liquid–HOPG interface of

designed building blocks.

3D tectons for the controlled placement of
functional molecules on C(sp2)-based
substrates
In the second stage, the design of 3D building blocks was

pursued [29]. This strategy is motivated by the need for func-

tional surfaces for demanding forthcoming applications in

nanotechnology. To address this issue, the realization of
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Figure 3: Compound IV: (A) molecular structure and (B) self-assembly of IV demonstrated by a high-resolution STM image of a monolayer domain of
(IV) formed at the interface between graphite HOPG and a highly diluted (≈10−4 mol∙L−1) solution in phenyloctane. The sample bias was ≈−1.55 V and
the tunnel current was ≈55 pA. The scan size and z-scale were ≈12.5 nm and ≈2.0 Å, respectively. The to-scale model of the molecular assembly is
superimposed. (C) Molecular scheme of one unit cell of the monolayer adsorbed on HOPG (grey honeycomb background) of IV. Grey: alkyl chains;
Yellow: conjugated cores; Green: multiple cyclophane levels. The unit cell is represented using red arrows: the solid arrow represents the intrachain
period and the dotted arrow represents an interchain period. The blue line represents one <100> axis of HOPG. Figure adapted with permission from
[28], copyright 2008 Wiley-VCH Verlag GmbH & Co.

controlled functional molecular assemblies under the surfaces is

a key point. To achieve such an objective requires the creation

of out-of-plane functions and the full exploitation of the area

above the substrate, in order to obtain an exact placement of

functional objects in the third dimension above (perpendicular

to) the surface. Most molecular recognition processes at

surfaces require 3D receptors, and accessing the third dimen-

sion is also a mandatory step for nano-optics/electronics. Indeed

the close proximity between the active conjugated system and a

conducting substrate results in the rapid quenching of any elec-

tronic excitations. Thus, it is of prime importance to provide a

strategy to decouple active molecular units from conducting

C(sp2)-based substrates. In this context, we proposed for the

first time a novel and highly versatile concept, the Janus-like

3D tecton concept. This building block consists of two different

faces (A and B, like in all the Janus species) and a spacer

linking them. Face A was designed to act as a pedestal capable

of steering a 2D self-assembly onto the substrate, while B is a

functional entity (e.g., a chromophore). The spacer acts as a

pillar ensuring the decoupling of the B face from the substrate.

Moreover, if the Janus tecton is laying on the substrate via the

A face, the formation of a well-organized, in-plane monolayer

covering the surface is expected as well as the steered posi-

tioning of the B face out of the plane. This concept was vali-

dated by designing and synthesizing the 3D tecton reported in

Figure 4a. The pillar is a 3.3 Å [3.3]dithiaparacyclophane unit.

The lower deck of this two-story linker is end-capped with two

Figure 4: 3D Janus tecton: schematic structure of the two-faced
building block laying on the substrate (alkyl chains are omitted for
clarity), and large-scale STM image (49.3 x 49.3 nm2) of the self-
assembly at the HOPG–phenyloctane interface. The scaled model of
the molecular assembly is superimposed on the STM picture (only
lower levels A are represented for clarity). Figure adapted with permis-
sion from [29], copyright 2011 Wiley-VCH Verlag GmbH & Co.
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Figure 5: Synthetic strategy and expected organization on C(sp2)-carbon-based supports of the self-assembled Janus tectons, exposing a wide
range of external interfacial compositions.

molecular clips in order to form the pedestal (A face), while a

functional molecule, namely a distyrylbenzene fluorophore

(highlighted in blue), forms the upper level (B face). STM

studies at the liquid–HOPG interface demonstrated that the 2D

well-defined nanostructured platform made of face A on the

surface allowed controlled organization of the chromophores

(faces B), leading to a regular array of functional units raised

from the substrate (Figure 4b).

With these last results, it was demonstrated that (i) the multi-

story molecules stack perpendicular to the substrate paving

HOPG with long-range ordering, and (ii) the “floor” does not

disturb the self-assembly in supramolecular, linear polymeric

chains, even at large scales. Thus, this approach appears to be a

breakthrough given the ability to control the 3-axis positioning

(x,y,z) of a chromophore above a substrate. Moreover, due to its

substantial, inherent tunability, this strategy opens up a

promising novel route toward functional molecular nanostruc-

tures and new perspectives towards active surfaces and inter-

faces on C(sp2)-based substrates.

3D tectons for non-covalent functionalization
of graphene by supramolecular self-
assembly
In the third stage, it was recently demonstrated that the Janus

tecton concept is a versatile platform that can be used towards

the non-covalent functionalization of graphene [25]. Before

presenting the details of this strategy, it must be noted that the

most commonly used non-covalent approach for graphene func-

tionalization involves binding of pyrene-substituted species by

π–π interaction [30-32], however, without formation of a well-

ordered adlayer. Well-organized adlayers have only recently

been obtained by transferring HOPG, molecular, in-plane

confined, self-assembly studies to graphene substrates.

However, to date, the majority of the investigations deal with

only a few of molecules: 3,4,9,10-perylenetetracarboxylic dian-

hydride (PTCDA), phthalocyanine (and its metal coordination

complexes), and C60 fullerenes [20]. Moreover, to our knowl-

edge, no route towards 3D tecton surface-confined self-

assembly, which adds functionality to graphene substrates, has

been previously described and or even explored. In this context,

we took advantage of the tremendous ability of the Janus

tectons to form periodic, functional adlayers on HOPG, used as

a versatile new tool for a similar non-covalent functionalization

of graphene. To ensure the versatility compared to our previous

work, the synthetic sequence as well as the pillar design were

revisited and rationalized. In fact, we developed a synthetic

convergent strategy (Figure 5) which consists of first synthe-

sizing a series of intermediate 3D building blocks (Janus

precursors, JAP) bearing small terminal chemical groups at the

top of the pillar (a dithia[3.3]metaparacyclophane derivative).

In a first attempt to validate the strategy, the terminal chemical

groups were –Br, –CN, –CHO, and –COOH. Second, after

appropriate post-functionalization, the Janus precursors formed

the target Janus tectons (JA), exposing as an upper face

different functional moieties such as triazine-4,5-diamine, 2,6-

bis(2-pyridyl)pyridine and ferrocene units.
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Figure 6: Self-assembly of a Janus tecton precursor (JAP) and the Janus tectons (JA). Drift-corrected STM images obtained at the interface between
HOPG and a 10−4 M solution in phenyloctane of (A) JAP, 13 × 13 nm, set point IT = 35 pA, sample bias VB = −1200 mV, (B) JA functionalized with
triazine-4,5-diamine, low bias: 22 × 22 nm, IT = 8 pA, VB = −950 mV and high bias: 15 × 15 nm, IT = 14 pA, VB = −1350 mV, (C) JA functionalized with
terpyridine, 16 × 16 nm, IT = 25 pA, VB = −1500 mV, and (D) JA functionalized with ferrocene, 25 × 25 nm, IT = 20 pA, VB = −1330 mV. One of the unit
cells corresponding to the lattice formed by the non-functionalized pedestal, a = 3.84 nm, b = 2.08 nm and α = 64°, is highlighted in each image
(green arrows) to illustrate the agreement between all Janus tecton lattices. Figure adapted with permission from [25], copyright 2014 Wiley-VCH
Verlag GmbH & Co.

The self-assembly properties of the JAPs and JAs were investi-

gated by STM at the liquid–HOPG interface, at room tempera-

ture (Figure 6). First, it is obvious that all the probed Janus

building blocks spontaneously self-assemble into 2D networks

on HOPG. More surprisingly, they form periodic lattices with

the same parameters within the typical experimental accuracy of

±5% for the distances and 2° for the angles (a = 3.84 nm,

b = 2.08 nm and α = 64°) regardless of the building block.

These values are compatible with those of the lattice formed by

the neat ground floor [32]. Then, it was inferred that the same

process drives the self-assembly on the substrate regardless of

the tecton. An explanation is that the ground level of functional-

ized 3D Janus tectons of any shape, size or function in JAP and

JA tectons, act to steer the 2D self-assembly. This is due to

interactions with both the HOPG and with the neighboring

adsorbed molecules, as confirmed by molecular mechanics

calculations [25]. Both the experimental and theoretical lattice

values of JA evidenced that the presence of relatively large enti-

ties on the upper level which did not perturb the self-assembly.

In addition, they further confirmed that the self-assembly is

stabilized by adsorption of alkyl chains in registry with HOPG

and by their maximized close-packing interactions through

interdigitation. The comparison of the cross-sectional area of

the pedestal (a∙b∙sinα = 7.18 nm2) with the calculated cross-

sectional areas occupied by each upper unit (to a maximum of

2.02 nm2 for the largest upper level, terpyridine unit) can

Figure 7: Self-assembly on graphene. Drift-corrected STM images
obtained in air on a monolayer graphene substrate grown by chemical
vapor deposition on a polycrystalline copper foil at the interface
between this substrate and a 10−4 M solution of Janus tectons in
phenyloctane. (A) 58 × 58 nm, set point IT = 20 pA, sample bias
VB = −950 mV, (B) 34 × 34 nm, IT = 13 pA, VB = −950 mV. A unit cell
corresponding to the lattice formed on HOPG (a = 3.84 nm,
b = 2.08 nm, and α = 64°) is highlighted in (B) by green arrows. Figure
adapted with permission from [25], copyright 2014 Wiley-VCH Verlag
GmbH & Co.

partially explain these features. All of the upper units are size-

compatible with the huge footprint value.

Finally, the self-assembly of the Janus tectons onto a graphene

monolayer, grown by chemical vapor deposition onto a poly-

crystalline foil, was investigated. As evidenced by a typical

STM image (Figure 7) recorded at the liquid–graphene inter-
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face at room temperature, a self-assembled monolayer is

observed. By using the same procedure as in the case of a

HOPG substrate, the lattice parameters of the network have

been estimated. The main result is that they are similar to those

measured in the case of the HOPG substrate.

These results demonstrate that for the first time a general plat-

form for the non-covalent functionalization of flat sp2-carbon-

based substrates (including graphene) has been investigated. In

contrast to other studies performed by evaporating low molecu-

lar weight molecules under UHV conditions, in our approach,

the self-assembly is achieved at the liquid–solid interface, addi-

tionally allowing the physisorption of higher molecular weight

molecules.

Conclusion
Using the molecular clip concept as a tool for supramolecular

bonding on C(sp2)-based substrates, the Janus tecton concept

offers a versatile platform towards the non-covalent functional-

ization of graphene. The reported strategy is expected to be

applicable for the generation of self-assembly systems exhibit-

ing on demand functionalization, expanding the application

possibilities of this functionalization method. Moreover,

working at the liquid–solid interface makes this strategy easy to

implement and should also provide the opportunity to control

the self-assembly by tuning the molecule–solvent and

solvent–substrate interactions. Finally, the successful self-

assembly on graphene, together with the possibility to transfer

the graphene monolayer onto various substrates, should open up

new opportunities in nanoscience.
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Abstract
Graphene-based electrodes are very promising for molecular electronics and spintronics. Here we report a systematic characteriza-

tion of the electroburning (EB) process, leading to the formation of nanometer-spaced gaps, on different types of few-layer

graphene (namely mechanically exfoliated graphene on SiO2, graphene epitaxially grown on the C-face of SiC and turbostratic

graphene discs deposited on SiO2) under air and vacuum conditions. The EB process is found to depend on both the graphene type

and on the ambient conditions. For the mechanically exfoliated graphene, performing EB under vacuum leads to a higher yield of

nanometer-gap formation than working in air. Conversely, for graphene on SiC the EB process is not successful under vacuum.

Finally, the EB is possible with turbostratic graphene discs only after the creation of a constriction in the sample using lithographic

patterning.
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Introduction
The vision of molecular electronics is the exploitation of single

molecules as the active units in complex devices offering novel

functionalities beyond the present technology [1-3]. To achieve

this goal, several technological challenges need to be overcome,

in particular how to embed nano-scale objects such as a single

molecule in electronic circuits in a reliable way suitable for the

mass production of devices [4]. Besides scanning probe tech-

niques [5], to date the most popular approaches are mechani-

cally controllable break junctions [6] and electromigrated junc-

tions [7], with the use of gold as the preferred material for elec-

trodes, due to its noble metal character and (relatively) easy

handling. The use of gold, however, brings several well

known disadvantages: The mobility of the atoms limits the

stability of the junctions and their use for room temperature

operations [8,9]. In a three-terminals geometry, the relatively

thick electrodes lead to a screening of the gate potential;

the atomistic configuration of the metal–molecule–metal

junction has a large number of parameters that determine the

transport properties which cannot be controlled experimentally,

yet [4].

Recently, the use of graphene as electrode material for molec-

ular electronics has been proposed [1,10]. With respect to

metallic contacts, graphene offers a planar geometry with a

thickness comparable to the molecular size and the strong sp2

carbon bonds assure a high mechanical stability even above

room temperature. Finally, the possibility to exploit specific

functionalizations to attach the molecular units to the graphene

electrodes through carbon bonds and/or π-stacking seems to be

a promising route to develop well-defined and robust junction

configurations. In addition to these advantages, several theoreti-

cal papers have investigated the possibility to use graphene as

an electrode to contact individual molecules [11-16], predicting

interesting specific features such as quantum coherent transport

[11], edge effects [13], and suppression of conductance

fluctuations [14].

Recent works have successfully made use of graphene for the

realization of electrodes in molecular devices [10,17]. Specifi-

cally, parallel multi-junctions devices have been fabricated in

chemical vapor deposition (CVD) graphene by electron beam

lithography and plasma etching [17-19]. In order to address

individual molecules the electroburning (EB) technique has

been employed on exfoliated few-layer graphene on a substrate,

showing electrostatic gating in molecular units at room temper-

ature [10]. More recently, it has been shown how the yield of

fabrication of nanometer-sized gaps can be increased from

about 50% [20] to more than 95% by performing the EB

process under vacuum [21,22]. While this last result is certainly

very promising, it has been demonstrated only for single-layer

graphene grown by CVD and then transferred on SiO2. There-

fore it is important to test it also on other types of graphene. In

particular, since many envisaged applications require the use of

a gate electrode to tune the molecular junctions properties, it

seems appealing the use of few-layer graphene, which is still

thin but much less gate-dependent than the single layer [10,20].

In this work we compare the EB process in air and in vacuum in

few-layer graphene flakes exfoliated on SiO2 substrate and we

show that the yield of nanometer-gap formation can be

increased significantly when working at a reduced pressure. In

addition, we report, for the first time, the EB process (in air and

under vacuum) also on other types of few-layer graphene,

which are better suited for large scale integration, namely multi-

layer graphene grown on the C-face of SiC [23] and thin discs

of turbostratically stacked graphene [24,25].

Results
Mechanically exfoliated few-layer graphene
We first consider the case of few-layer graphene flakes obtained

by the mechanical exfoliation technique (see Experimental for

more details). A typical flake is shown in the inset of Figure 1a.

Several electrical contacts are fabricated on the same sample,

leading to a certain number of nearly identical graphene junc-

tions (same layer thickness, roughly the same geometrical para-

meters). For each flake we processed approximately half of the

junctions under ambient conditions (room temperature and

in air) and the other half under vacuum (pressure below

10−4 mbar) so that the final comparison between the results in

air and under vacuum is made independent on the geometrical

factors. In total, we measured 23 graphene flakes of thickness of

1–20 layers, corresponding to 115 junctions.

To open a nanometer-size gap in the graphene devices, we

polarized the junctions with a single voltage ramp with a fast

feedback loop in order to stop the current immediately after the

opening of the junction. We used the same method previously

employed for the electromigration of gold nanowires [26]. A

typical example of the process is visible in Figure 1a. Above a

certain voltage value, the I–V curves become strongly non-

linear, probably related to the removal of contaminants induced

by the current annealing [10,20,21,27]. Increasing the voltage

further, the true EB process develops. At high temperatures,

induced by the Joule heating, the carbon atoms react with

oxygen until the device breaks and an abrupt increase of the

resistance is observed [10]. When the measured resistance over-

comes a fixed value corresponding to the complete formation of

an open gap in the device, a feedback control of our electronics

restores the voltage to zero very rapidly (<100 µs). The

complete process takes approximately 10 to 20 s.
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Figure 1: a) I–V curve recorded for a typical electroburning (EB) process. Inset: optical image of one of the few-layer graphene flakes used (the dis-
tance between the crosses at the corners is 45 µm); b) example of an I–V measurement for a device showing a sizeable tunneling current after the EB
process. The black circle are the experimental data and the red line is the fitting according to the Simmons model by using the following parameters:
gap size d = 1.83 nm; junction area A = 5 nm2; barrier height Φ = 0.6 eV; c) and d) corresponding SEM images showing the opening of a gap that is a
few nanometers wide (scale bars: 300 nm).

After the EB process, the device is characterized by an I–V

measurement keeping the bias voltage below ±1.5 V to avoid

any modification of the gap [10,28]. An example of a device

displaying a sizeable tunneling current in this range is given in

Figure 1b. Figure 1c and Figure 1d show the corresponding

scanning electron microscope (SEM) images for the device after

the EB process. The opening of the gap, which can be as small

as few nanometers, is visible. The image indicates that the reac-

tion starts at the edges of the central part of the device. Indeed,

the gold contacts act as a thermal reservoir dissipating the heat

and the central part is therefore the hottest part of the device. In

addition, the edges of the flake, which are characterized by

nonsaturated carbon bonds, are likely the most reactive point to

initiate the process.

In order to characterize the gap size in more details, we fit the

I–V curves according to the Simmons model [29] (see

Supporting Information File 1 for more details), using the gap

width d, the junction area A and the height of the tunnel barrier

Φ as the fitting parameters. For the fit shown in Figure 2b we

used d = 1.83 nm, A = 5 nm2, Φ = 0.6 eV. It is known that the

value of d is a quite robust fitting parameter, while the other

two are not, since good fits are still possible even with very

different values. Indeed, we can fit our data with almost the

same accuracy by using a very broad range of values for A and

Φ (see the Supporting Information File 1 for some examples)

but the optimal value for d is always between 1.5 nm and

2.5 nm. For all of our measured devices for which we observed

a tunneling current at low bias voltages (also for the ones made

of different type of graphene, see following sections) the values

for d are in the range from 0.5 nm to 3 nm. This narrow distrib-

ution, which is expected since in the model the current depends

exponentially on the width of the gap, is a strong indication that

we can obtain electrodes with distances in the true nanometer

range.

In the following, we discuss the yield of this EB process, with

particular attention on the differences encountered between air

and vacuum working conditions. In total, 58 junctions were

processed in air and 57 under vacuum and they have been

divided in three categories depending on the I–V characteriza-

tion after the EB process. The first class (A) is composed by the
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Figure 2: top) Number of measured devices displaying the following
behavior: A) sizeable tunneling current (I > 10−13A @ 1.5 V) after the
EB process (red); B) no tunneling current after EB (green); C) no EB
for the maximum currents and/or voltages available. Results related to
both procedures, in air and under vacuum, are presented. Bottom)
Logarithm of the current (in amperes) measured at V = 0.5 V for the
devices of group A: the measured current is significantly different if the
EB process is carried out in air (black histograms) or under vacuum
(white histograms).

devices showing a sizeable tunneling current (I > 10−13 A)

within the range of ±1.5 V. In these devices, the EB process

created a gap with sizes of a few nanometers. In the second

group (B) we consider junctions that underwent an EB process

but no tunneling current is observed in our measurement range.

These are “open” devices, with a gap larger than about 10 nm,

which can be still useful for contacting long molecules or

nanoparticles. Finally, the last group (C) comprises those

devices that did not break under the maximum voltage/current

we applied. The results of these studies are summarized in the

upper panel of Figure 2.

Considering the junctions processed in air, 25 of them (ca. 43%)

exhibited a tunneling current after the EB, in 20 (ca. 35%) no

detectable current was measured and finally 13 (ca. 22%) did

not break during the process. Such a yield is comparable with

what has been found by Burzurì et al. [20], but with a different

electroburning procedure (i.e., feedback controlled). Moving to

the devices electroburned under vacuum, in 33 junctions (ca.

58%) we measured a sizeable tunneling current after the

process, while only in eight (ca. 14%) we did not find any

measurable current. Finally for 16 (ca. 28%) of them, the EB

process was not possible under our experimental conditions.

The difference in yield between the process in air and under

vacuum is evident.

Interestingly, the tunneling currents measured after the EB

process generally display a much higher value when the process

is carried out under vacuum than in air, as shown in the bottom

panel of Figure 2, in which we plot the current measured at

V = 0.5 V in different devices. We stress that the I–V tests after

the EB process were repeated also under different conditions

(air or vacuum) and we did not find a significant dependence on

the measurement conditions (only the conditions of the EB

process are relevant). Since the tunneling current is inversely

proportional to the size of the gap, we conclude that under

vacuum conditions the EB is more controllable, leading to

higher yield of success and generally smaller gap sizes.

It is also worthy of note that the number of devices that were

not burned is almost the same for air and vacuum conditions.

We noted that very thick or very large flakes led to devices

displaying very small two-probes resistance (≤200 Ω), which

did not undergo the EB process for our maximum applied

voltage (10 V) and/or led to the saturation of our current-meter

(30 mA). Indeed, the largest part of the devices falling in the

category C of Figure 2 is made by junctions belonging to the

same thick or large flakes.

If we consider only the flakes that were effectively elec-

troburned, i.e., neglecting devices falling in category C, the

difference in yield between the EB process in air and in vacuum

is even more evident: the rate of success (junctions displaying

tunneling current after EB) is 55% in air and 80% in vacuum. In

addition, the gaps obtained by the vacuum process generally

display much larger currents implying a smaller size of the gap

itself. Similarly, an improved yield in the fabrication of nano-

meter-sized gaps in graphene junctions by changing the envi-

ronment conditions from air to vacuum was also reported by

Nef et al. [21] who, however, considered only graphene mono-

layer devices.

In order to analyze further the dependence of the EB process on

the environment conditions, in Figure 3 we show the current

Ibreak (upper panel) and the voltage Vbreak (lower panel) at

which the EB process occurs as a function of the initial resis-
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tance of the junctions for both the working conditions (air and

vacuum).

Figure 3: (top) Ibreak current at which the EB process was observed in
air (filled dots) and under vacuum (open circles) as a function of the
initial resistance of the device. (bottom) Corresponding Vbreak.

We found that the current is generally similar in the two cases

(air or vacuum) and it always scales with the initial resistance.

On the other hand, the voltage at which the device rupture is

found does not show a clear dependence on Ri while it is clearly

higher when the process is performed under vacuum. The

dependence of Ibreak on Ri, which is primarily determined by

the number of layers of the flakes (inversely proportional),

suggests that the EB occurs at a constant current density (which

only depends on the geometry of the device), regardless of the

environment conditions, and in agreement with previous works

[10]. On the other hand, the higher voltage values (at a given

current) found when working under vacuum indicate a higher

resistance for the devices at the breaking point. This can be

related to a different efficiency of the removal of contamination

induced by the current annealing in vacuum with respect to air

[27]. We will return to this point in the Discussion section.

Epitaxial graphene on the C-face of SiC
The EB procedure has been repeated also on two-terminal junc-

tions made of graphene epitaxially grown on the C-face of SiC

through thermal decomposition in an argon atmosphere [30].

Here the graphene layers are found to grow in a turbostratic

fashion, in which each layer is rotated by a certain angle with

respect to both adjacent layers. This can be regarded as a large-

area few-layer graphene (we found an average of ten layers

from Raman measurements, see Experimental section and the

Supporting Information File 1 for more details on the sample

growth and characterization), which should display a smaller

gate dependence with respect to single layer graphene. In total,

we processed twelve junctions in air and nine under vacuum.

When working under ambient conditions, all the junctions

underwent the EB process and an example of the I–V curve is

shown in Figure 4c. In particular, a SEM inspection after the

process revealed that the rupture is always in the graphene junc-

tion (see the devices on the left in Figure 4a and Figure 4b).

After EB, seven junctions displayed a sizeable tunneling current

similar to what is shown in Figure 4d. A completely different

scenario is found for all the devices processed under vacuum

conditions: We did not found any signature of rupture up to

very high voltages (Vbreak > 40 V for vacuum processed

devices, while it is in the range 10–15 V when working in air)

and no detectable currents were ever measured after the EB

process. Interestingly, the SEM images revealed that the rupture

is always at the metal contacts and not in the graphene devices

(junctions on the right in Figure 4a).

Turbostratic graphene discs
We also tested the EB process in multilayered graphene

microstructures, employing thin discs of turbostratically stacked

graphene (TG, see Experimental for details on the preparation).

These discs are comprise up to 100 graphene layers exhibiting a

rather large charge carrier mobility in the range of 105 cm2/V·s

which typically leads to a resistivity of around 3.5 Ω·µm in

untreated discs [24]. They can be easily deposited on a sub-

strate (SiO2 in our case) in large quantities (hundreds of discs

with a diameter of about 1–2 µm in a single deposition).

In a first attempt, simple pairs of source–drain electrodes have

been defined on the discs by electron beam lithography. More

than 10 discs have been contacted and underwent the EB

process in air. In all of these experiments the EB took place at

the contact areas as exemplary shown in Figure 5a and it was

not possible to reach sufficiently high current densities to

initiate any EB process. Instead, more power was dissipated

where the resistance was higher due to the additional contact

resistances. This turned out to occur most likely close to

damaged electrodes. In all of these devices, no current is

measured after the EB process. In order to overcome this
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Figure 4: a) SEM image of epitaxial graphene devices after the EB process in air (left) and under vacuum (right). The scale bar is 5 µm.
b) Magnification of the open gap in an air-processed device. Scale bar is 1 µm. c) I–V curve recorded for a typical electroburning (EB) process in air.
d) Example of an I–V measurement after the EB process in air (no current is measured in the I–V when the EB process is performed under vacuum).

Figure 5: a) SEM image of a non-patterned disc after the EB process. During EB the area around the graphene–metal contact gets heavily damaged
due to high power dissipation at these spots. b) EB cycle for a patterned TG disc (see text) showing the transition from low-ohmic (≈200 Ω) to high-
ohmic (≈20 kΩ) behavior, which indicates the opening of a gap. c) Corresponding SEM image showing intact metal contacts while a breaking is visible
in the disc. d) I–V-characteristic of electroburned TG device. A tunneling current is visible, demonstrating the presence of an open gap in the range of
a few nanometers only. The scale bar is always 1 µm.
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problem and to obtain a high current density in the interior of

the discs, we pre-patterned them before making the electrical

contacts, thus defining a constriction inside the discs (see

Experimental for details on the lithography procedure). The

narrowest spot now gives the largest current density when a bias

is applied. Indeed, we find that the EB process in those devices

is well-controlled up to resistances of around 16 kΩ before it

opens up a gap and the resistance eventually jumps to higher

values showing that one can obtain controlled contact dimen-

sions. Figure 5b shows how the resistance evolves over several

EB cycles. A cycle is defined as the increase of bias voltage

until either a target voltage is reached or the resistance increases

by a certain percentage and then starting again from a voltage

level that corresponds to a defined fraction of dissipated power

in the device. The resulting gap at the desired position close to

the disc center rather than at the contacts is shown in Figure 5c.

We measured four patterned discs and all of them showed a

similar behavior. Measuring the I–V-characteristics of such an

electroburned device can verify the actual presence of a gap.

Typically a bias voltage of 1 V results in a current of 80 pA, as

exemplified in Figure 5d showing a typical tunneling current

through the gap in the disc.

Discussion
We now compare the different behaviors encountered in the

three types of graphene analyzed. Concerning the exfoliated

few-layer graphene flakes, we found that performing the EB in

vacuum leads to a higher yield of nanometer-gap fabrication. At

the same time the EB process happens at higher voltages under

vacuum than in air, the current being almost identical under the

two conditions. This means that the dissipated electrical power

and the local temperature of the devices are similar or even

slightly higher in the case of vacuum. Since a higher local tem-

perature is usually considered to be detrimental for a controlled

gap formation, we conclude that the environment pressure must

be the key parameter to optimize the EB process of few-layer

graphene on SiO2 and achieve a better control on the gap

formation.

Graphene grown on the C-face of SiC exhibits a similar behav-

ior under ambient conditions, while under vacuum the

oxygen–carbon reaction does not even initiate. This difference

must be related to the different stacking feature (turbostratic vs

graphite-like) of the graphene itself and/or to the different char-

acteristics of the graphene/substrate systems (exfoliated

graphene/SiO2 vs graphene/SiC).

Focusing on these parameters, it is interesting to consider the

case of turbostratic microdiscs, which have a morphology

similar to that of graphene on SiC but are deposited on the same

substrate as the exfoliated graphene. Here, we found that the EB

process leads to a breaking of the graphene devices only after

the patterning of a constriction. This hardness with respect to

exfoliated graphene suggests that the different morphology of

the edges also plays a role to initiate the burning. Indeed, the

presence of nonsaturated carbon bonds makes the edges the

most reactive part of the device. Edges cleaved during the exfo-

liation (exfoliated graphene), edges created during the oxygen

plasma (graphene on SiC and turbostratic discs after the

patterning), and edges of the untreated microdiscs [25] do have

different configurations and therefore a different propensity to

ignition. Moreover, we expect a higher presence of impurities

when using exfoliated graphene on SiO2 (which is known to be

more reactive than SiC). Such impurities may be working as

catalysts, initiating the EB process of graphene even under a

reduced oxygen atmosphere.

Conclusion
We presented a systematic study of the electroburning (EB)

process in few-layer graphene devices for different graphene

types. We focused our attention on exfoliated graphene,

graphene epitaxially grown on the C-face of SiC and turbo-

stratic graphene microdiscs comparing the results obtained

when working in air and under vacuum. We showed how the

process strongly depends on the specific type of graphene and

on the environment pressure in the chamber. For mechanically

exfoliated graphene, the vacuum process leads to the formation

of nanometer-sized gaps with a higher yield and generally

smaller sizes. On the other hand, for graphene on the C-face of

SiC, the EB process creates a gap in the graphene devices when

it is performed in air, while under vacuum conditions it simply

leads to the blow-up of the metal contacts. As-deposited turbo-

stratic graphene discs are found to be extremely resilient against

the EB process: The opening of a gap in the device is possible

only after creating a hot spot in the discs, as demonstrated in

our work after the patterning of a constriction.

Our work suggests that the oxygen pressure is a key factor in

the EB process but also other factors such as the type of

graphene stacking, the morphology of the edges and the specific

graphene/substrate system play an important role. Further

studies will focus on tuning the partial oxygen pressure during

the electroburning to determine the optimal working conditions

for the different types of device. We believe that these results

will contribute to the realization of reliable graphene based elec-

trodes for molecular electronics and spintronics.

Experimental
Few-layer graphene flakes were deposited by the standard

“scotch tape” mechanical exfoliation method from natural

graphite pieces on top of a p-doped silicon wafer coated with

300 nm of oxide. Flakes of suitable thickness (1 to approx.
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20 layers) were located with an optical microscope on the basis

of their contrast with the substrate. In some cases, the effective

number of layers is also checked by micro-Raman spec-

troscopy, see Supporting Information File 1 for some examples.

Metal contacts (10 nm Cr/100 nm Au) on the graphene sheets

have been obtained by electron beam lithography (EBL),

thermal evaporation and lift-off in acetone.

Turbostratic graphene was obtained on on-axis SiC(000−1)

semi-insulating wafer dice. First, the SiC dice were hydrogen-

etched in order to obtain atomically flat surfaces [31]. This

process was carried out in a resistively heated cold-wall reactor

(high-temperature Aixtron BM) at a temperature of 1350 °C, a

pressure of 450 mbar, for 10 min. Subsequently, graphene was

obtained in the same reactor through thermal decomposition of

SiC [30] under an argon atmosphere, heating at 1420 °C for

90 min. Attenuation of the SiC signal in Raman spectroscopy

was used to estimate the number of grown layers, which were

found to be about ten. Also, combined Raman and atomic force

microscopy (AFM) indicated a good homogeneity and quality

of the grown graphene. More details are given in the Supporting

Information File 1.

To assure good ohmic contacts, the first fabrication step was the

thermal deposition of 3 nm Cr/30 nm Au as the initial metal

contacts. Successively, graphene was patterned in the desired

device geometry (two-probe device, the graphene channel is

roughly 1 × 3 μm) by electron beam lithography and oxygen

plasma etching (30 s in a Diener Femto plasma system at

maximum power). Finally, the remaining metal parts (the

bonding pads and the connections from the contacts to the pads)

were obtained by the evaporation of 10 nm Cr/100 nm Au and

lift-off.

For mechanically exfoliated and epitaxial graphene the elec-

troburning process was performed by applying an increasing

voltage ramp (20 mV/s) while continuously measuring the

conductance of a junction. The burning of carbon atoms initi-

ated the formation of a gap and increased the resistance. Once

the resistance overcome the chosen value of 200,000 Ω, the

voltage was immediately reset to zero (<100 µs). The process

was performed at room temperature either in air or under

vacuum (<10−4 mbar). After the electroburning process, I–V

measurements were taken with an AdWin-Pro system (16 bit

output and input ) using a FEMTO pre-amplifier.

Turbostratic multilayer graphene discs were grown in large

quantities by the pyrolysis of hydrocarbons in a plasma torch

process. The graphitic discs were dispersed in 1-methyl-2-

pyrrolidinone by using bath sonication followed by centrifuga-

tion allowing for the separation of the discs from each other and

from other types of microstructure [25]. The material was then

dried in the form of powders, which were then deposited on a

p-doped silicon wafer coated with 300 nm of oxide by an adhe-

sive tape. After rinsing with acetone and isopropanol, hundreds

of discs were left on the surface. Typical Raman spectra of the

as-deposited discs are shown in the Supporting Information

File 1. The discs were located by an optical microscope and

then patterned in the hour-glass geometry by oxygen plasma

(2–3 min depending on the discs thickness, for such a long

etching time we had to use a 800 nm thick PMMA layer)

and finally electrically contacted with thermally evaporated

10 nm Cr/100 nm Au by electron beam lithography and lift-off.

After the PMMA development and immediately before the

metal evaporation, a short (<10 s) plasma step was performed to

assure good ohmic contacts on the discs. Electroburning and

I–V tests were made under ambient conditions by using a

Keithley voltage source and femtoamperometer in the two-

probe configuration.

Supporting Information
See Supporting Information for the Raman spectra of the

different graphene materials (exfoliated, graphene on the

C-face of SiC, turbostratic micro-discs deposited on SiO2);

the AFM characterization of the graphene grown on SiC;

additional details about the fitting procedure of the non

linear I–V curves according to the Simmons model.

Supporting Information File 1
Titel: Material characterization.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-6-72-S1.pdf]
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Abstract
In this work, a graphene quantum interference (QI) photodetector was simulated in two regimes of operation. The structure consists

of a graphene nanoribbon, Mach–Zehnder interferometer (MZI), which exhibits a strongly resonant transmission of electrons of

specific energies. In the first regime of operation (that of a linear photodetector), low intensity light couples two resonant energy

levels, resulting in scattering and differential transmission of current with an external quantum efficiency of up to 5.2%. In the

second regime of operation, full current switching is caused by the phase decoherence of the current due to a strong photon flux in

one or both of the interferometer arms in the same MZI structure. Graphene QI photodetectors have several distinct advantages:

they are of very small size, they do not require p- and n-doped regions, and they exhibit a high external quantum efficiency.
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Introduction
Graphene, a single layer of carbon atoms arranged in a honey-

comb lattice structure, has attracted much attention from

researchers because of its exceptional electronic, mechanical

and optical properties such as high electrical mobility, high

thermal conductivity, high mechanical strength, linear energy

dispersion around the Dirac point and strong light absorption

from near-infrared to visible wavelengths [1-3]. Graphene also

exhibits ballistic electron transport over unusually long lengths

[4-8]. Researchers have recently measured a momentum relax-

ation length of 10 μm in graphene nano-ribbons at room

temperature [4]. Up to this length, resistance is independent of

length and Ohm’s law does not describe transport [9]. They

have also demonstrated a phase-coherence length of 100 nm at

room temperature, that is, up to this length the electrons keep

their phase-coherent wave nature and interference phenomena

can be observed [6,9]. With semiconductor device size

approaching its limits, a potential path forward could be new

device structures that use the wave property of electrons. One

device structure that has attracted attention is the resonant

tunneling diode, whose operation is based on quantum interfer-

ence [10]. In graphene nanoribbons, a Mach–Zehnder interfero-

meter (MZI) structure can be devised which gives the same

transmittance pattern as that of a resonant tunneling diode for

incoming electrons [11-14]. Photon-assisted tunneling through

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:malam@georgiatech-metz.fr
http://dx.doi.org/10.3762%2Fbjnano.6.74


Beilstein J. Nanotechnol. 2015, 6, 726–735.

727

double quantum walls by spatial Rabi oscillation has also been

studied [15,16]. In this paper we investigate the optoelectronic

properties of this MZI structure formed by graphene nanorib-

bons and a possible application of this structure as photode-

tector. In a MZI structure, an electron in the ground, transverse

mode goes through the device with a transmittance of one

(T = 1) due to constructive interference at energies corres-

ponding to longitudinal resonant modes. At these resonant ener-

gies, the electrons have a high density of states. In this paper we

investigate for the first time the interaction of light in a

graphene nanoribbon MZI structure and specifically we study

the coupling of light between longitudinal resonant modes for

both zigzag and armchair structures.

Graphene photodetectors have been studied in detail [2,3,17-

19]. The primary distinguishing features of graphene photode-

tectors are: photodetection over a wide spectral range from

infrared to ultraviolet wavelengths, a transit-time-limited band-

width of approximately 1.5 THz and a high internal quantum

efficiency of 15–30% [2,3,19]. The photocurrent generation

mechanisms in graphene photodetectors include the photo-

voltaic effect, photothermoelectric effect, bolometric effect and

phonon drag effect [3]. In the photovoltaic effect, the built-in

electric field generated in the junction of p- and n-type graphene

is utilized for separation of photogenerated electrons and holes.

Photocurrent generation without a p–n junction and bias has

also been demonstrated by utilizing the built-in electric field at

the metal–graphene interface [20].

In this paper, we present the simulation results of two different

approaches for an all-graphene (leads and device) nanoribbon

photodetector with applied bias in a MZI structure. In the first

part, we analyze the efficiency of the coupling of light between

two resonant peaks of the MZI structure in a graphene

nanoribbon. Each absorbed photon produces an electron and all

of the photogenerated electrons are collected at the leads. This

occurs because we are considering an all-graphene (both lead

and device) structure, the calculated lifetime of the electron

from photoexcitation is greater than the calculated transit time

of the electron through the device and the device length is less

than the mean free path of the electron. Half of the electrons

collected at the leads contribute to the net current, resulting in

an internal quantum efficiency of 50%. With proper bias and a

high-pass frequency filter, this structure could be used to detect

time-varying optical input with subwavelength resolution. In the

second part, we analyze the total current switching caused by

the phase decoherence of electrons by placing a strong photon

flux in one or both of the interferometer arms.

This structure has the advantages that it does not require a p–n

junction, it can operate at subwavelength resolution, its dimen-

sions are very small, and that the photodetector has a high

internal quantum efficiency of 50% and external quantum effi-

ciency of up to 5.2%. By varying the device dimensions or

using different resonant peaks, this structure can be used to

detect light of various photon energies.

Device geometry
The device has a symmetric Mach–Zehnder-type interfero-

meter structure as shown in Figure 1 and Figure 2. The device

can be made of either armchair- or zigzag-type graphene

nanoribbon.

Figure 1: Graphene nanoribbon MZI structure (zigzag type).

Figure 2: Graphene nanoribbon MZI structure (armchair type).

This paper presents simulation results for both zigzag- and

armchair-type nanoribbon structures. For the simulation of the

zigzag-type we used Na = 1.136 nm (12 atoms), Nb = 5.396 nm

(52 atoms), Nc = 0.986 nm (10 atoms), Nd = 1.968 nm

(18 atoms) and Ne = 1.136 nm (12 atoms). For the armchair-

type, Na = 0.738 nm (7 atoms), Nb = 2.214 nm (19 atoms),

Nc = 0.71 nm (8 atoms), Nd = 4.97 nm (48 atoms) and

Ne = 0.738 nm (7 atoms) were used. The lattice constant was set

at 0.142 nm.
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Mathematical model
A non-equilibrium Green’s function (NEGF) formalism was

used to calculate the current through the device [9,21-23]. Here,

the Green’s function, GR, is the impulse response of the device

and non-equilibrium implies that some voltage is applied for the

current to flow. The Green’s function of the device, GR, is

calculated from the Hamiltonian, HC, of the device and the self-

energies, Σl1, Σl2 and Σphoton (leads and photon) of the inter-

action. All calculations are performed in the energy domain and

the position basis:

(1)

We have used a nearest neighbor, tight binding model to calcu-

late the Hamiltonian, HC, of the device [11-13,24-29]. If the

transfer energy, t, is greater than the energy range of interest,

then the tight binding model (the discrete lattice representation)

gives fairly accurate results [23,30]. In the second quantized

form, the nearest neighbor, tight binding model has the

following form:

(2)

where εi (= 0) is the on-site energy, ti,j = −t (t = 2.7 eV) is the

transfer energy of the nearest neighbor sites and  and  are

the creation and annihilation operators of the π electron at sites i

and j, respectively.

The electron correlation function, Gn, and the hole correlation

function, Gp, (equivalent to density matrices) are calculated

from the Green’s function of the device and the scattering func-

tions Σin and Σout as

(3)

(4)

The scattering functions (Σin and Σout) describe the rate at

which electrons are scattered in and out for a certain energy

level. This can be scattering into the device or out of the device

at a certain energy (    and ) or scattering from

one energy to another energy due to some interaction (

and ). We assume a Fermi–Dirac distribution in the

leads (f1 and f2). The Γl functions are scattering rates provided

that there are electrons and free states available and the Σl func-

tions are scattering rates which consider the availability of elec-

trons and free states through Fermi–Dirac distribution and Pauli

exclusion principle.

The scattering functions are calculated in the following way:

(5)

(6)

(7)

(8)

(9)

(10)

The transmittance, T, through the device can be calculated as

(11)

The effect of light illumination is incorporated in the calcula-

tion by the the inclusion of the Σphoton term in the calculation of

Green’s function as shown in Equation 1. The electron–photon

interaction is calculated by the lowest order perturbation theory

and self-consistent Born approximation [25,29,31-33]. The

term lowest order implies that only single photon (linear)

processes are included and the term self-consistent Born

approximation implies that iteration is necessary until a self-

consistent electron density in the ground and excited states

is reached. The electron–photon interaction has the form

Helec−photon = (e/m0)A·P, where A is the vector potential and P

is the momentum operator. If the vector potential, A, is

expressed in the second quantized form, the electron–photon

interaction in the position basis (after some manipulation)

assumes the following form [31]:

(12)

where

(13)
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and

(14)

where l and m are site basis states. zm and zl are the positions of

sites m and l, respectively.  and  are the bosonic annihila-

tion and creation operators, respectively. Iw is the photon flux in

units of photons/m2/s, N is the number of photons in a control

volume of V, c is the speed of light, εr is the relative permit-

tivity, μr is the relative permeability and ε is the absolute

permittivity.

The photon scattering functions,  and , are calcu-

lated assuming monochromatic light and two energy levels for

excitation.

(15)

(16)

(17)

Both the acoustic phonon and optical phonon scattering have

been neglected here because we are assuming phase coherent,

ballistic transport and the mean free path for electrons is greater

than the device length [25].

Knowing the electron and hole density functions (Gn and Gp)

and the rate at which electrons are scattered in and out of the

device (  and ), the energy resolved current (current per

unit energy) is given by

(18)

The total current is found by integrating the energy-resolved

current over the energy range of the applied bias:

(19)

The total incoming scattering and outgoing scattering (Σin and

Σout) consists of incoming scattering from the leads and the

photon (   and ) and outgoing scattering from the

leads and the photon (   and ) as shown in

Equation 5 and Equation 6. If we want to calculate only the

photoexcited portion of the electron and hole density matrices,

then we consider the scattering due only to photons (

and ) given by:

(20)

(21)

The energy-resolved photoexcited current is given by

(22)

In this report, a Poisson solver was not used to account for the

interaction of electrons present in the device. Since our applied

voltage is quite low (0.1 eV) and there is no gate modulation in

the device, the results obtained will still hold with good accu-

racy.

It should be mentioned here that we have used the tight binding

model for both the armchair and zigzag structures. Zigzag edges

of graphene nanoribbons have been shown to be magnetic [34-

36]. Some reports used the tight binding model without

magnetism in NEGF formalism for zigzag MZI structures

[12,13] as well as other zigzag nanoribbon structures [37]. The

device operation developed herein is not spin-dependent. We

have not included the effect of magnetism in our tight binding

Hamiltonian. However, an armchair nanoribbon does not have

edge magnetism. Thus the tight binding Hamiltonian without

magnetism can be used for an armchair nanoribbon without loss

of accuracy. Our device operation is also valid for an armchair

MZI structure although inclusion of the effect of magnetism is

planned for our future studies of the zigzag MZI structure.

Results and Discussion
The MZI structure in a graphene nanoribbon behaves like a

resonant tunneling structure, meaning that at some energy, elec-

trons pass through the structure as if there were no barriers. At

this energy, the transmittance is one (T = 1) and constructive

interference occurs. The energy at which this occurs is called

the resonant energy level. There can be a 1st resonant level, a

2nd resonant level, etc. In contrast, at other energies, the elec-

trons cannot pass through the device at all. At these energies the

transmittance is zero (T = 0) and destructive interference

occurs. These regions are called the valley regions. The modes

described so far are the longitudinal resonant modes for the first

transverse mode. At a higher energy and higher transverse
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modes, longitudinal resonant modes can also occur. The trans-

mittance pattern for the zigzag structure is shown in Figure 3a

and the transmittance pattern for armchair structure is shown in

Figure 3b.

Figure 3: Transmittance versus change in electron energy for
graphene nanoribbon MZI structure (a) zigzag type (b) armchair type.

As the length of the middle arm, Nd, increases, the longitudinal

resonant peaks become sharper and the peaks become closer in

energy. As the width of the nanoribbon, Na, increases, the

higher transverse modes become closer in energy and the

energy space available for longitudinal resonant modes to occur

within a transverse mode decreases. Also, as the width Na

increases, the longitudinal resonant peaks become sharper in

energy. From our simulation results we see that by changing the

device dimensions, we can detect photons of energy of 0.1 eV

to 1 eV.

In the next section, we consider the response of the structure

after light illumination. The two schemes for interaction with

light are described below.

Scheme 1: Coupling light between resonant
peaks
By illuminating on both the interferometer arms as is shown in

Figure 4, this structure can be operated as a photodetector.

Upon illumination, electrons in the low-energy level (1st reso-

nant level) absorb the light and get transferred to the high-

energy level (2nd resonant level) and are emitted from the

device without any other kind of interaction. The calculated

lifetime of the electron from photoexcitation is greater than the

calculated transit time of the electron through the device. Since

we are assuming that the device length is less than the mean

free path of the electron, we are neglecting all phonon interac-

tions here. The photocurrent flows through the leads because

one of the leads (drain) cannot supply the electrons to fill up the

holes in the device (because the Fermi level in the drain is lower

than the Fermi level in the source due to the applied bias). All

of the photogenerated electrons are collected in the leads. Half

of these electrons contribute to the net photocurrent, resulting in

an internal quantum efficiency of 50% for the device.

Figure 4: Device structure for light detection by coupling light between
two resonant peaks. (top) zigzag structure (bottom) armchair structure.

The results of the interaction of light with the zigzag and

armchair structures are shown in Figure 5 and Figure 6,

respectively. For this simulation, the parameters used for the

zigzag structure were an applied voltage of 0.1 eV, photon

energy of 0.26 eV and a photon flux of 1025 photon/m2/s

(4.16 × 106 W/m2). The parameters used for armchair structure

were an applied voltage of 0.1 eV, photon energy of 0.13 eV

and a photon flux of 1025 photon/m2/s (2.08 × 106 W/m2).

For both the zigzag and armchair structures, the polarization of

the applied electromagnetic field was along the length of

the device. The full length of the middle, horizontal arms

(216 (12 × 9 × 2) atoms for the zigzag structure and 336

(14 × 12 × 2) atoms for the armchair structure) was illuminated

for this result. In the vertical arms, the absorption is two orders

of magnitude less than the horizontal arms, so this result is

equivalent to illuminating the entire structure. The voltage was

applied in such a way that the first resonant level is within the

applied voltage range. In top graphs of Figure 5 and Figure 6,

we see that when there is no light, current flows in the low-

energy level (1st resonant) but there is no current in the high-

energy level (2nd resonant). Upon illumination, current flows in

the high-energy level (2nd resonant) as shown in bottom part of

Figure 5 and Figure 6. The currents shown in Figure 5 and
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Figure 6 are energy-resolved current, that is, the current per unit

energy. A negative current indicates that electrons are entering

the device.

Figure 5: (zigzag structure) Current density versus electron energy for
light detection by coupling light between two resonant peaks (top)
without light (bottom) with light.

Figure 6: (armchair structure) Current density versus electron energy
for light detection by coupling light between two resonant peaks (top)
without light (bottom) with light.

The photocurrent does not increase linearly with the number of

atoms illuminated in the middle arm. The variation of the peak

photocurrent with the number of blocks illuminated is shown in

Figure 7. Each block contains 12 atoms in the zigzag structure

and 14 atoms in the armchair structure. Initially, the peak

photocurrent increases quadratically with the number of blocks

illuminated and then the current saturates. This particular varia-

tion of current comes from the particular wave shape of the

electron in position basis in the ground and excited states and

Fermi’s golden rule, which is inherently contained in the NEGF

formalism. The photocurrent is higher in the armchair structure

compared with the zigzag structure. This is because in a zigzag

structure, some neighboring atoms lie vertically and thus do not

intercept the electric field because the polarization is in the hori-

zontal direction. Also, the number of illuminated atoms (336) is

greater in the armchair structure than for the number of illumi-

nated atoms (216) in the zigzag structure.

Figure 7: Variation of peak photocurrent with number of blocks illumi-
nated. (a) zigzag structure, (b) armchair structure.

It should be mentioned here that without excitation light, the

bias current through the device is in the range of 10−5 A/eV and

with light the photocurrent is in the range of 10−11 A/eV. Thus,

some kind of differential measurement is needed to detect the

current in the leads. Alternatively, a high-pass frequency filter

can be used at the output of the device for the detection in the

variation of light.

With the appropriate bias, the device can also be used to detect

the photon energy corresponding to the energy difference of any

two resonant levels. The peak photocurrent variations with

different photon energies are shown in Figure 8a and Figure 8b

corresponding to zigzag and armchair structures, respectively.

144 (12 × 6 × 2) and 140 (14 × 5 × 2) atoms of zigzag and
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armchair structures, respectively, in the middle arm were illumi-

nated for this result. 0.26 eV and 0.55 eV are the energy differ-

ences of 1st and 2nd resonant levels and 1st and 3rd resonant

levels in the zigzag structure. 0.13 eV and 0.3 eV are the energy

differences of 1st and 2nd resonant levels and 1st and 3rd reso-

nant levels in the armchair structure.

Figure 8: Variation of the peak photocurrent with photon energy.
(a) Zigzag structure, (b) armchair structure.

If we integrate the energy-resolved photocurrent, we can calcu-

late the total photocurrent through the device. For the integra-

tion, we have used Fermi–Dirac statistics at 300 K in the leads.

Given the photocurrent, the external quantum efficiency of the

device can be calculated as

For the zigzag structure, the external quantum efficiency

reaches a maximum of 1.6% at a photon energy of 0.26 eV and

for the armchair structure, the external quantum efficiency

shows a peak of 5.2% at a photon energy of 0.13 eV, as shown

in Figure 9a and Figure 10a. The photon energies 0.26 eV and

0.13 eV are the energy differences between the first two reso-

nant levels in the zigzag and armchair structures, respectively.

The quantum efficiencies are highest at 0.26 eV and 0.13 eV

because the density of states is higher near the resonant energy

levels. The external quantum efficiency remains constant with a

photon flux of up to approximately 1031 photon/m2/s. The vari-

ation of the peak photocurrent with photon flux is shown in

Figure 9b and Figure 10b.

Figure 9: (a) The variation of the external quantum efficiency with
photon energy. (b) Linear trend of peak photocurrent with photon flux
(zigzag device).

Figure 10: (a) Variation of the external quantum efficiency with photon
energy. (b) Linear trend of the peak photocurrent with photon flux
(armchair device).
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We should mention here that the internal quantum efficiency for

this device is 50%. In the literature, the reported value of exper-

imentally determined internal quantum efficiency is 15–30%

[19]. In the experimental result, the electron–hole pairs are sep-

arated by the built-in potential of the metal–semiconductor

junction. The experimental internal quantum efficiency is lower

because of electron–hole recombination from phonon scat-

tering and scattering at the metal–semiconductor interface. The

model presented herein does not allow for electron–hole recom-

bination. The external quantum efficiency was 5.2% for the

armchair structure and 1.6% for the zigzag structure. The

photon absorption rate was 10.4% for the armchair structure and

3.2% for the zigzag structure. This is higher than the 2.3%

absorption rate of bulk graphene due to two reasons. First, fully

coherent transport of electrons occurs in the device, and second,

the particular wave shapes of the electron in the 1st longitu-

dinal resonant state and 2nd longitudinal resonant state within

the first transverse mode in MZI structure contribute to the high

absorption rate.

Experimentally, ballistic transport has been shown in graphene

nanoribbons and MZI interferometer structures have been made

in the graphene nanoribbons with a width of 40 nm [4]. The

results presented here illustrate a MZI structure with a graphene

nanoribbon width of 1 nm. The basic physics remains intact for

devices of larger width and the device sizes will become smaller

in future.

Scheme 2: Decoherence with strong photon
flux
One arm illuminated
In the previous section, it was shown that the photocurrent is

quite low in comparison with the bias current through the

device. In order to switch the total current a strong photon flux

is needed. When the self energy (broadening) due to the inci-

dent light is comparable with the self energy (broadening) due

to the contacts (i.e., when the lifetime of the electron from

photoexcitation in the 1st and 2nd resonant levels is compa-

rable with the transit time of the electron through the device),

the incident light can cause phase decoherence for the majority

of the propagating electrons. The lifetime of the electron, τ, is

related to the self energy, Σ, by the following formula:

(23)

The results of the simulation with one of the MZI arms

illuminated are shown in Figure 11 and Figure 12 and for

zigzag and armchair structures, respectively. The parameters

used for the zigzag structure were an applied voltage of 0.2 eV,

Figure 11: Transmittance and current density vs electron energy for
strong photon flux (zigzag structure).

a photon energy of 0.26 eV and a photon flux of 1035 photon/

m2/s (4.16 × 1016 W/m2). The parameters for the armchair

structures were an applied voltage of 0.1 eV, a photon energy of

0.13 eV and a photon flux of 1035 photon/m2/s (2.08 × 1016 W/

m2). In Figure 11 and Figure 12, the simulation results for a

large energy range are shown. For a practical device, the device

will either be biased around the resonant level, where we want

to reduce the current or around the valley region where we want

to increase the current. With one arm illuminated, for the zigzag

structure, as is shown in middle part of Figure 11, the transmit-

tance in the peak region remains almost constant, but the peak

position shifts by 0.002 eV, while the current in the peak region

remains almost same, but the peak position shifts by 0.002 eV

and the current in the valley region increases by 10 times. For

the armchair structure, as is shown in middle part of Figure 12,

the transmittance in the peak region decreases by 7 times and

the peak position shifts by 0.006 eV, the current in the peak

region remains almost same, but the peak position shifts by

0.006 eV and the current in the valley region increases by 10

times. With one arm illuminated, the coherent transmittance

around the resonant level remains same for the zigzag structure
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Figure 12: Transmittance and current density versus electron energy
for a strong photon flux (armchair structure).

but decreases by 7 times for the armchair structure. This is

assumed to be because though the electrons lose their wave

nature in one arm, yet resonant tunneling can still occur through

the other arm. The destructive interference in the valley region

is lifted due to the loss of coherent transport in one arm and thus

incoherent current flows there.

Both arms illuminated
In order to reduce the current in the resonant energy level, both

arms must be illuminated. When both arms are illuminated,

scattering is induced in both arms, and the electrons lose their

wave nature in both the arms, which effectively destroys the

constructive interference. As stated before, the destructive inter-

ference in the valley region is also lifted. For the zigzag struc-

ture, as shown in the bottom part of Figure 11, the coherent

transmittance in the peak region is reduced by a factor of 1000,

the current in the peak region is reduced by a factor of 5, and

the current in the valley region increases by a factor of 10 as

compared to the values of these parameters (transmittance, peak

current and valley current) without excitation light. For the

armchair structure, as shown in the bottom part of Figure 12,

the coherent transmittance in the peak region is reduced by a

factor of 1000, the current in the peak region is reduced by a

factor of 4, and the current in the valley region increases by a

factor of 30 as compared to the values of these parameters

(transmittance, peak current and valley current) without excita-

tion light.

Conclusion
We have proposed a graphene photodetector that makes use of

quantum interference. We have shown that such a device can be

operated as a linear photodetector that is most sensitive when

the excitation light can couple two of the resonant energy levels

in the graphene nanoribbon MZI structure. At this photon

energy, the calculated external quantum efficiency was approxi-

mately 1.6% for the zigzag structure and 5.2% for the armchair

structure. It is also possible to switch the total current in the

device by causing a phase decoherence of electrons with a very

strong photon flux. In this regime, the electrons lose their phase

coherent, wave property and the ability to exhibit interference.

This study is a step forward in analyzing the physics and poten-

tial performance of coherent electronic and optoelectronic

devices.
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