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Presently, most microelectronic devices are fabricated using

top-down approaches. According to Moore’s law, with the

predicted ultimate reduction in size over the next years, these

processes will reach the limits of technological instrument reso-

lution. In addition, a major bottleneck in top-down approaches

is the prohibitive cost due to the large number of technological

steps required to reduce the device size. Furthermore, a broad

range of applications require ultrasmall, complex devices that

cannot be produced using top-down methods. New processes

building on the natural self-organization of matter should there-

fore be conceived and developed, along with adequate charac-

terization methods in order to allow for their application in

innovative devices. Such self-organization processes are already

implemented in various materials such as biological materials,

soft matter, metals and semiconductors. Self-assembly is a

process that builds an ordered structure, brick-by-brick, starting

from disordered building blocks, using simple key ingredients.

Self-assembly is commonly controlled by certain intrinsic ma-

terial parameters (e.g., composition, strain, thickness, phase

transformation, structural changes) and results from the inter-

action between different factors (e.g., deposit/substrate, liquid/

gas/solid phases, crystals). Besides these intrinsic parameters, a

number of extrinsic factors, including thermal treatment, chem-

ical and electrochemical reactions, mechanical stress, electric or

magnetic fields, can strongly influence the self-assembled

morphologies.

Self-assembly processes are generally low cost, large-scale

techniques, which can be suitable for various industrial environ-

ments. Identified as one of the key topics in nanoscience with

potential to shape future scientific research, self-assembly is the

most promising path to breakthroughs in nanoelectronics, opto-

electronics, spintronics, molecular nanotechnology, biology,

materials science, software, robotics, manufacturing, transporta-

tion, energy harvesting, infrastructure and construction.

Research on self-assembled nanostructures encompasses funda-

mental issues in chemical synthesis, crystal growth and self-

organization of 0D, 1D and 2D nanostructures, nanopatterning,

lithographic techniques, nanocharacterization, scaling of ma-

terials properties down to molecular dimensions, quantum prop-

erties and applications of nanoscale assemblies to advanced

devices. The main topics of interest involve 2D nanomaterials

such as nanomembranes, graphene, silicene and ordered meso-
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porous oxides, 1D nanomaterials such as nanowires and

nanotubes, and 0D nanomaterials such as quantum dots,

nanocrystals and Q-bits.

Focusing on this dynamic new field, self-assembly “the science

of things that put themselves together” explores the physics of

nanostructures, new synthesis approaches, in addition to size-,

shape- and composition-dependent properties. The major obsta-

cles concern the reproducibility and control of the basic mecha-

nisms in order to predict and produce patterns with tunable size,

periodicity and position and the new physical properties

resulting from low dimensionality.

The goal of this Thematic Series is to bring together studies in

the broad field of research on self-assembled nanostructures,

which may seem far away, but are expected to promote an

extraordinary exchange of ideas appropriate to conceive multi-

disciplinary processes suitable for various materials with the

aim to produce exceptional new nanomaterials with revolu-

tionary properties.

This Thematic Series covers the physics of nanostructures at the

nanoscale including:

• large-scale patterning obtained by spontaneous struc-

turing as well as local probe nanopatterning for nano-

structure size and position control;

• theoretical and experimental efforts dedicated to a better

understanding of the formation, evolution, and organiza-

tion of nanoscale systems;

• fundamental and new issues in nucleation, crystal

growth, surface and interface atomistic mechanisms; and

• new optical, electrical, magnetic, and mechanical prop-

erties of self-assembled systems.

Isabelle Berbezier and Maurizio De Crescenzi

Marseille and Rome, June 2015
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Abstract
In this paper, a spray technique is used to perform low temperature deposition of multi-wall carbon nanotubes on semi-insulating

gallium arsenide in order to obtain photodectors. A dispersion of nanotube powder in non-polar 1,2-dichloroethane is used as

starting material. The morphological properties of the deposited films has been analysed by means of electron microscopy, in scan-

ning and transmission mode. Detectors with different layouts have been prepared and current–voltage characteristics have been

recorded in the dark and under irradiation with light in the range from ultraviolet to near infrared. The device spectral efficiency

obtained from the electrical characterization is finally reported and an improvement of the photodetector behavior due to the

nanotubes is presented and discussed.
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Introduction
Fast photoconductive detectors (PCD) are widely used for the

characterization of sub-nanosecond pulses generated from

infrared (IR) to ultraviolet (UV) light, X-ray and gamma-ray

photons, as well as charged particles [1-3]. Applications of

carbon nanotubes (CNTs) in this field have shown interesting

results, in particular in new technologically advanced nanoelec-

tronic devices [4,5]. Photodetectors based on films of CNTs

(both bundle and carpet distribution) on silicon, have been

previously analyzed in the visible and IR spectral regions [6,7].

Moreover the chemical, mechanical and electrical properties

make CNTs also suitable to fabricate a wide range of radiation

detectors for space applications, high energy physics and

medical instrumentation [7-9].

The common technique obtain CNT films is chemical vapour

deposition (CVD), but some deposition requirements, such as
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Figure 1: Schematic image of the two device layouts used: single face sample (SFS) and double face sample (DFS).

high temperatures of the substrates, the necessity of a catalyst

and, as a consequence, the necessity of a barrier layer between

the latter and the substrate, limit the applications of this tech-

nique [10-12]. In our previous work we have already shown the

potential of a spray deposition technique for depositing CNTs

on silicon, starting from a powder, at low temperatures, without

catalyst and an intermediate layer [7]. By using this spray tech-

nique, CNT films on silicon-based photodetectors were

prepared, achieving quantum efficiency (QE) values in the

visible light range comparable with those obtained for similar

detectors with CNTs deposited by CVD [7,13-15]. In this work

results from a photodetector based on CNTs spray-deposited on

semi-insulating gallium arsenide (SI GaAs) are reported.

In order to perform the morphological characterization of the

resulting films, electron microscopy, in scanning (SEM) and

transmission (TEM) modes, was used.

Current–voltage (I–V) characterizations under dark and illumi-

nated conditions, from NIR to UV region, were performed with

two different device configurations. The resulting QE and the

photocurrent spectral measurements are reported and discussed.

Finally, the effect of the nanotubes on the charge generation and

collection in the detector is analyzed.

Experimental
The multi-wall CNT (MWCNT) powder, with a purity degree

greater than 95 wt %, was provided by COMETOX. The

nanotubes are 5–15 μm long, and the diameters are between

10 and 30 nm. The procedure for the preparation of the solution

is reported elsewhere [7]. The only difference is that an ultra-

sonic atomizer NS60K50-Sonaer 60 kHz system has been used

in place of an airbrush, in order to obtain a better film

uniformity. Due to the low deposition temperature (60 °C),

custom-made transparent Mylar masks were used to

better confine the CNT deposition area. SI GaAs substrates

(350 ± 25 μm, resistivity 5.4·107–9.1·107 Ω·cm, Hall

mobility 5692–6025 cm2·V−1·s−1, carrier concentration

1.2·107–2.1·107 cm−3), produced by Wafer Technology LTD,

were used for the fabrication of the photodetectors. In order to

obtain the final devices, the substrates were first degreased in

acetone and methanol, after that they were etched for 30 s in a

fresh solution of H2SO4/H2O2/H2O (4:1:1), then rinsed in

methanol and double-distilled water and finally dried with

nitrogen. Two different layouts were used for the realization of

the photodetectors (Figure 1). The first configuration, named

single face sample (SFS), has a CNT layer sprayed on one face

and a titanium/gold layer (30/50 nm), deposited by ion beam

sputtering (IBS) [16], on the other face. The second one, named

double face sample (DFS), consists of a CNT layer sprayed on

both sides. The SFS configuration with the presence of a

Schottky contact (Ti/Au layer) on the GaAs substrate [16] was

chosen as the final device, while the DFS has been realized and

analyzed only to study the electrical characteristics of CNTs on

the gallium arsenide. After the spray process, in the SFS device

configuration, an interdigitated 50 nm thick indium tin oxide

(ITO) film was deposited from an ITO target on CNTs by

means of IBS. An ITO/GaAs/Ti/Au device was also prepared as

control sample.

Transmission electron microscopy (FEI Tecnai G2 Spirit,

120 kV energy) was used to preliminarily evaluate the degree of

dispersion of the CNTs in the spray solution performing few

spray on TEM grids. Scanning electron microscopy (Zeiss-
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Figure 2: TEM micrographs of CNTs dispersion spray obtained by means of: the ultrasonic atomizer a); the airbrush b). Scale bars: 100 nm.

Sigma microscope with in-lens detector, 20 μm aperture, 10 kV

energy) was used to obtain informations about the thickness of

the CNT film and about the uniformity of its distribution on the

GaAs substrate.

In order to perform the electrical characterization, all the

samples were mounted gluing the back side on an aluminium

disk by using a silver paste, leaving the front side covered with

CNTs for the light exposure. The voltage supply was connected

to the top ITO contact whereas the sample was grounded at the

rear through the aluminium support.

For the calculation of QE, a typical configuration for spectral

photocurrent measurements with a light source, wavelength

selector and reference diode has been used. Specifically, a

Thorlabs OSL1 white light source with optical fiber and a

focusing lens were used to obtain a light spot on the photode-

tector while single wavelengths (400, 500, 600 and 700 nm) in

the visible light range were selected by means of a filter set. For

the UV characterization in the spectral range of 150–210 nm the

measurements were performed under vacuum by using a

McPherson 30 W Deuterium lamp coupled with a monochro-

mator (Mc Pherson TM/Div. of S.I. Corp. mod. 234/302) as

spectral light source. In this configuration the response of an

UV-calibrated NIST diode (International Radiation Detectors,

serial no. 97-527) was used for the QE calculation. An Agilent

source/monitor unit was used to record the current–voltage

characteristics.

To obtain more detailed information of the photodetector in the

range of vis–NIR, photocurrent spectra of the SFS and of the

ITO/GaAs/Ti/Au control sample were also performed in air, in

the range of 350–1050 nm at various DC voltages, collected by

means of a Stanford Research 850 lock-in amplifier equipped

with a current preamplifier. Monochromatic, chopped (at a

frequency of 13Hz) light impinging on the ITO/CNTs side of

the samples was obtained by a tungsten halogen lamp coupled

with an Acton Reasearch Spectra Pro 300i monochromator. The

photocurrent response as a function of the light intensity at

given DC voltages and wavelengths were obtained by inserting

neutral filters of various optical density on the light path

towards the sample. A calibrated THOR Labs photodiode

(Thorlabs PM100D with a silicon photodiode S120VC) was

used to normalize the sample photocurrent to the incident light

intensity for all the measurements in the vis–NIR region.

Results and Discussion
TEM images acquired at 120 kV of the spray dispersions

obtained with both the atomizer (Figure 2a) and the airbrush

(Figure 2b), show a more uniform distribution of the layer

deposited with the atomizer uniform than that of the layer

deposited with the airbrush. The uniformity of a thicker layer

deposited on GaAs is also confirmed by the SEM image

reported in Figure 3.

In Figure 4 the dark-current–voltage (I–V) characteristics for

the SFS, DFS and ITO/GaAs/Ti/Au photodetector configura-

tions are reported. The inset reports the negative part of the I–V,

showing the same trend for SFS and DFS samples. From the

positive part a different behaviour of the SFS and DSF, due to

the rectifying effect of Ti with respect to the ohmic effect of

CNTs is observed. Good ohmic behaviour is demonstrated for

the ITO/CNT/GaAs top contact of the SFS device. In fact, by

comparing the rectifying and non-rectifying behaviour, respect-

ively, of the SFS and of the ITO/GaAs/Ti/Au it can be deduced

that the poor ohmic behaviour of the ITO/GaAs contact acts

mostly as a counter barrier with respect to the GaAs/Ti/Au

contact (Figure 4). In fact, for a positive applied voltage, the
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Figure 3: SEM image of the MWCNT film on a semi-insulating gallium arsenide substrate.

ITO/GaAs equivalent resistance increases, thus limiting the

forward bias voltage drop at the GaAs/Ti/Au Schottky contact

with subsequent reduction of the forward current. Then

evidently the insertion of the CNT layer improves the ohmic

behaviour with respect to the ITO/GaAs interface and conse-

quently the diode performance.

The net photocurrents for negative bias of the devices in the

vis–UV spectral region have been used to obtain the photocon-

ductive absolute QE by means of the following formula:

where Isam [A] is the sample current, Iref [A] is the calibrated

photodiode current, and η is the internal quantum efficiency of

the calibrated photodiode.

The resulting calculation trends, at a bias voltage of −6 V, are

reported for SFS and DFS in Figure 5 and Figure 6 for the

visible and the UV range, respectively. The higher QE of SFS

with respect to DFS at lower wavelengths in the visible light

range (Figure 5) can be attributed to the contribution to the

photo-generated charges from the near-band-gap light absorp-

tion of ITO [17]. Furthermore, the interdigitated ITO contact of

the SFS covers half of the active surface of the device, and its

ultraviolet absorption gives rise to the halving of the QE values

in this region (Figure 6).

Figure 4: Dark-current–voltage characteristics for the SFS, DFS and
ITO/GaAs/Ti/Au photodetector configurations. The inset reports the
negative part of the dark-current–voltage characteristics.

To better understand the detector QE results in the range

UV–vis that were analyzed so far, in Figure 7 [7] the expected

responsivity of a gallium arsenide photodetector and, for com-

parison, a photodetector based on CNTs are reported. It is clear

from the figure that the response in the UV of the CNTs/GaAs
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Figure 5: Absolute quantum efficiency trend in the visible light range, calculated at a bias voltage of −6 V for the devices SFS a) and DFS b).

Figure 6: Absolute quantum efficiency trend in the UV range, calculated at a bias voltage of −6 V for the devices SFS a) and DFS b).

detector is due to the absorption of the CNTs in this region, to

which, in the visible, the contribution of gallium arsenide is

added.

In Figure 8 the normalized photocurrent spectra, measured at

various voltages, in the 350–1050 nm region are reported. In

spite of the evident voltage-dependence of the spectra, all of

them exhibit a steep increase in the IR range, between 900 and

1000 nm. Assuming the photocurrent directly proportional to

the GaAs absorption coefficient and direct gap transitions, an

absorption edge of 1.38 eV has been obtained for all the spectra.

This value is slightly lower than the energy gap of GaAs at

room temperature (1.42 eV) [18]. As mentioned above, the

spectral response of the device is voltage-dependent and partic-

ularly the photocurrent increases linearly with the voltage in the

NIR region, although at different rates for the various wave-

lengths: The closer to the GaAs absorbtion edge (1.38 eV), the

more the photocurrent increases with voltage. This character-

istic, with respect to what was observed in analogous photocur-

rent spectra of the ITO/GaAs/Ti/Au device (not shown), is more

pronounced so that at the maximum investigated voltages (+10

and −10 Volts) the SFS spectra become nearly flat (Figure 8a

and Figure 8b) in the whole vis–NIR range except for the

pronounced peak at the absorption edge. This peculiarity and

especially the fact that, for positive voltages only, the photocur-

rent onset at 900–1000 nm is greatly enhanced with respect to

the whole investigated spectral range, is still under investi-

gation. As a further observation it must be pointed out that, with

respect to the ITO/GaAs/Ti/Au comparison sample, at the

maximum of the absorption edge (890 nm), the photocurrent

exhibits a linear dependence on the incident light intensity (i.e.,

 with γ ≈ 1) over many order of magnitude, as shown

in Figure 9a and Figure 9b, for both negative and positive volt-

ages. At 800 nm, only for positive voltage, the dependence
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Figure 8: Normalized photocurrent spectra measured at: (a) negative voltages, (b) positive voltages applied to the ITO top contact with respect to the
bottom Ti/Au contact. For the sake of clarity, some spectra were shifted up in the plots multiplying them by a factor, as indicated in the figure. The step
shown in all the spectra at 750 nm is due to the change of the gratings of the monochromator.

Figure 7: Responsivity trend of GaAs and CNTs based photodetec-
tors.

turns out to be sublinear (γ = 0.82), as shown in Figure 9b. This

result has to be compared with γ ranging between 0.67 and 0.91,

obtained for the ITO/GaAs/Ti/Au in the same experimental

conditions. To have a linear dependence of the photocurrent on

the light intensity is an important achievement in a photode-

tector. Nevertheless in such devices (either p-i-n or Schottky

diodes) the value of the exponent γ depends not only on the

intrinsic properties of the photoactive material (traps and

recombination centres distribution) but also on the properties of

the contacts. Generally, the photocurrent [19] can be expressed

as Iph = e·G·F, where F is the number of electron–hole pairs

photogenerated per unit time and G is the photoconductive gain

representing the number of carriers passing between electrodes

in the unit time for each absorbed photon in the unit time. In

fact, depending on the type of the contacts (blocking, ohmic or

injecting), while the photogenerated charge is swept away by

the electric field, the photoconductor volume can be replen-

ished with other carriers (secondary photocurrent). If both

mobile photogenerated electrons and holes are not replenished

at the electrodes [19], e.g., in a reverse-biased photodiode, G is

at most unity and it occurs when the one photogenerated elec-

tron–hole pair per photon is swept out before recombining via a

recombination centre. In this case γ = 1 as for the reverse-biased

SFS diode (Figure 9a). Conversely, for a direct-biased SFS

diode (Figure 9b) the ITO/CNT ohmic contact supplies extra

majority carriers to the GaAs volume (possibly the forward-

biased Ti/Au Schottky contact might also inject minority

carriers). In this case G can be nominally larger than unity but

the detector is less sensitive to the light intensity, i.e., γ ≤ 1 [20].

This occurs also for the ITO/GaAs/Ti/Au device as shown in

the insets of Figure 9a inset and Figure 9b. As mentioned above

for the dark-current–voltage characteristics, the ITO/GaAs

contacts constitutes a counter barrier with respect to the GaAs/

Ti/Au Schottky contact, so for a reverse bias of the latter the

former is forward biased and viceversa, with secondary

photocurrent generation [19,20] and γ < 1.

Conclusion
In this work we have shown the capability to produce photode-

tectors based on MWCNTs/semi-insulating GaAs by using a

spray technique to deposit the nanotube film. Two different

configurations have been analysed. The first with a Ti/Au back

contact (SFS) and a CNT film on the other face. The second

with CNTs on both sides (DFS). Furthermore an ITO/GaAs/Ti/
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Figure 9: Photocurrent as a function of the relative monochromatic light intensity at λ = 800 and 890 nm for (a) −8 V and (b) +8 V applied to the top
device contact. The best power-law fits are shown along with the resulting exponent γ. The full light intensity was approximately 10−5 W/cm2. In the
insets (a) and (b) the results obtained for a similar device without CNTs (ITO/GaAs/Ti/Au) under the same experimental conditions are shown for com-
parison.

Au device was prepared to better understand some experi-

mental results obtained for the SFS.

The I–V measurements under illumination evidence, in both

configurations, the contribution of the responsivity of the CNTs

in the UV as photoactive layer to the detector performance.

Furthernore, in the vis–NIR spectral range photocurrent appears

to be more field-dependent in the device with CNTs, so that at

maximum applied voltages photocurrent spectra of the SFS

(differently from the ITO/GaAs/Ti/Au) gets nearly flat. This

aspect is still under investigation.

The comparison of the dark-current–voltage characteristics of

the ITO/CNT/GaAs/Ti/Au (SFS) and of the ITO/GaAs/Ti/Au

demonstrates the good ohmic behaviour of the ITO/CNT/GaAs

contact with respect to the bare ITO/GaAs one. This peculiarity

improves the rectifying properties of the SFS device and, as a

further consequence, its linear photocurrent-dependence behav-

iour, especially in reverse-bias mode.
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Abstract
The Stranski–Krastanov growth of Ge islands on Si(001) has been widely studied. The morphology changes of Ge islands during

growth, from nucleation to hut/island formation and growth, followed by hut-to-dome island transformation and dislocation nucle-

ation of domes, have been well described, even at the atomic scale, using techniques such as scanning tunneling microscopy and

transmission electron microscopy. Although it is known that these islands do not consist of pure Ge (due to Si/Ge intermixing), the

composition of the Ge islands is not precisely known. In the present work, atom probe tomography was used to study the compos-

ition of buried dome islands at the atomic scale, in the three-dimensional space. The core of the island was shown to contain about

55 atom % Ge, while the Ge composition surrounding this core decreases rapidly in all directions in the islands to reach a Ge

concentration of about 15 atom %. The Ge distribution in the islands follows a cylindrical symmetry and Ge segregation is observed

only in the {113} facets of the islands. The Ge composition of the wetting layer is not homogeneous, varying from 5 to 30 atom %.
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Introduction
The nucleation and growth of Ge islands on a Si(001) substrate

have been the subject of numerous investigations with the aim

of understanding the fundamental processes involved in the

Stranski–Krastanov growth process and to produce original

devices based on a Ge dot assembly [1-7]. The focus of these

investigations was devoted to understanding the shape of the

islands and density variations versus stress (or strain) or sub-

strate surface modifications (e.g., patterning, Si(Ge) buffer or

surfactant variations) [6-11], using characterization techniques

such as atomic force microscopy (AFM), scanning tunneling

microscopy (STM), transmission electron microscopy (TEM)

and X-ray diffraction (XRD), as well as photoluminescence

spectroscopy (PL). Consequently, the control of the Ge island

shape and density, as well as the control of Ge island assembly,

has significantly progressed over the last years [6,12]. However,

few studies have been devoted to the understanding of the

Ge island composition [13-33]. This is related to the difficulty

of experimentally analyzing the composition of three-dimen-
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sional (3D) nano-objects. In general, the investigations

performed on Ge dot compositions involve indirect methods,

often coupled with calculations. These studies shown that Ge

dots do not consist of pure Ge, but rather contain a significant

amount of Si in addition. However, contradicting interpreta-

tions were made concerning the atomic distribution in the

islands, where some measurements led to the conclusion that

the islands are made of a Si-rich core and a Ge-rich shell, and

others led to the opposite conclusion [23,26,28,30,32]. It was

only very recently that the calculations made by Georgiou et al.

[34] resolved this controversy, showing that formation of

islands with a Si-rich core is related to near-equilibrium

processes and inter-island diffusion, while formation of islands

exhibiting a Ge-rich core is strain driven and kinetically limited.

It is important to stress that the Ge dot composition can have a

significant impact on Ge-dot-based device properties, such as

electron confinement and optical properties, for example.

Consequently, the measurement of the Ge island composition

versus growth conditions is of great interest for: (1) under-

standing the fundamental processes occurring at the atomic

scale during growth, and (2) the control of Ge dot composition

versus growth conditions or surface state for device fabrication.

In addition, despite the fact that Ge islands are known to

nucleate after the deposition of 3 to 6 Ge monolayers (MLs)

[1-6,35], the composition and the thickness of the wetting layer

(WL) are still under discussion due to Si/Ge intermixing during

growth [10,11,25].

In the present work, pulsed laser atom probe tomography (APT)

has been used to quantitatively study (at the atomic scale and in

the 3D space) the composition of large Ge dome islands grown

by gas-source molecular beam epitaxy (GS-MBE) and buried

under a Si cap [36]. APT measurements show that these islands

are made of a more Ge-rich core (≈55 atom % Ge) and an

increasingly Ge-deficient shell (≈15 atom % Ge). Despite the

strong Si/Ge intermixing during Ge island formation, the Si cap

or Si substrate/island interface is abrupt, exhibiting weak Si/Ge

intermixing during Si deposition. The islands keep their usual

{111} and {113} surface facets under the Si cap, and Ge segre-

gation is observed only in {113} facets. The thickness and the

Ge composition of the WL are not homogeneous and fluctuate

between 1 to 4.5 nm, and between 5 to 30 atom % Ge, respect-

ively.

Results and Discussion
The goal of this study is to quantitatively measure the compos-

ition of Ge islands in the three-dimensional space at the atomic

scale using pulsed laser APT [37]. APT uses structures shaped

by dual beam focus ion beam (FIB) as tips exhibiting a tip

diameter between 50 nm (top of the tip) and 200 nm [38,39].

Figure 1 presents the different steps leading to the formation of

APT samples by FIB. After the deposition of a Ni cap for the

protection of the sample surface, the sample is loaded into a

dual beam FIB. Here, an additional protective Pt layer is

deposited by FIB (Figure 1a) and a wedge is cut (Figure 1b) and

lifted off using an in situ tungsten finger (Figure 1c). Next,

several pieces (approximately 3 × 3 µm2) of the sample wedge

are glued onto preshaped Si pillars (Figure 1d) using FIB Pt

deposition before being shaped as tips by FIB (Figure 1e–g).

Figure 1: SEM images acquired during APT sample preparation in a
dual-beam FIB process. The image sequence (a to f) corresponds to
the chronological steps required for the fabrication of an APT tip.

Generally, the surface density of Ge islands is between 1 × 109

to 5 × 1010 cm–2, their lateral size is between 100 and 1000 nm,

and their height is between 10 and 100 nm [40]. Therefore, the

difficulty lies in locating a single island in the APT sample.

This is especially true for the case of small islands with a low

surface density. Such islands cannot be observed by scanning

electron microscopy (SEM) or FIB and the probability of

shaping a tip exactly on an island is quite low. For these

reasons, the island growth procedure was designed to produce

large Ge islands (domes) occupying a large proportion of the

sample surface. Two identical layers of islands were grown on

the sample, where the first was buried by a Si layer before

growing the second layer on top. Figure 2 presents AFM

measurements performed on the second layer of islands, located

on the surface. The island surface density is ≈6 × 108 cm–2, and

the average island height and average width are ≈72 nm and

≈430 nm, respectively.

The sample size presented in Figure 2a corresponds to the

typical size of the initial wedge piece deposited on the

preshaped Si pillar (Figure 1d). The goal of steps e, f, and g

presented in Figure 1e–g, is to form the apex of the tip used for

APT measurements in the center of the sample in Figure 2a.
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Figure 2: Sketch of the sample structure and AFM measurements
performed on the sample surface after MBE growth: (a) 3 × 3 µm2 3D
image, b) 2D image, and c) height variations measured along the white
line in (b).

Consequently, due to their lateral size, it is difficult to get an

entire island in a single APT sample. However, due to the

reduced distance between islands, the probability to obtain part

of an island in an APT sample is high. Figure 3 presents a

typical sample volume analyzed by APT. The size of the

volume is 100 × 100 × 90 nm3. Each dot corresponds to a single

atom: green, gray, red and blue dots correspond to Ni, Si, Ge

and O atoms, respectively. In addition, the dark red surfaces

correspond to 2 atom % Ge isoconcentration surfaces. This

allows for easier delimiting of the WL and the island interfaces.

Figure 3: APT volume (100 × 100 × 90 nm3) obtained from the
sample. Green, gray, red and blue dots correspond to Ni, Si, Ge and
O atoms, respectively. 2 atom % Ge isoconcentration surfaces are
also shown (dark red surfaces).

From this analysis, one can recognize the structure of the

sample: the Ni cap deposited for APT sample preparation, the

second layer of islands (the WL and a small part of a surface

island are recognizable), the Si buffer, the first layer of islands,

and the Si substrate. APT analysis allows one-dimensional (1D)

atomic composition profiles to be determined in any direction in

the analyzed volume.

Figure 4 shows the composition variation measured in two

different APT samples through the surface WL and the buried

WL in a region between islands. The surface WL and the buried

WL were found to be similar (both are inhomogeneous).

Their thickness and their composition vary in the sample

from 1 to 4.5 nm (with an average thickness ≈2.7 nm) and from

5 to 30 atom % Ge, respectively.

Figure 4: Top-down, 1D Ge concentration profiles measured between
the islands in two different samples. The profiles go through the
surface WL, the Si buffer, the buried WL, and end in the Si substrate.

Figure 5a shows a TEM cross-sectional view of a typical dome

island exhibiting {111} and {113} facets forming an angle of

54.7° and 25.2°, respectively, with the (001) surface of the

Si substrate [40]. Figure 5b,c presents only the Ge atoms of

buried islands in two different 3D APT volumes. As expected,

the interface between the Si substrate and the islands is flat.

However, one can observe facets at the island/Si cap interface.

Actually, two types of facets were observed, exhibiting angles

of approximately 55 ± 5° and 25 ± 5° with the Si substrate, res-

pectively. These angles are in good agreement with the usual

{111} and {113} facets of Ge dome islands [40]. The facets

underneath the Si cap remained intact. In addition, as can be

seen in Figure 5b,c the Si/Ge intermixing between the island

base and the substrate, as well as between the island top and the

Si cap is insignificant. In Figure 5c one can observe an increase

of the Ge atom fraction on top of the island.
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Figure 5: Cross-sectional TEM image of a typical dome island (a), and
side-views of two different APT volumes showing only the Ge atoms
they contain (b and c).

This result is further emphasized in Figure 6 by reducing the

number of atoms shown in the APT volume. Due to the super-

imposed effect of the 3D APT data (Figure 5 and Figure 6) it is

necessary to analyze 1D composition profiles perpendicular to

the facets in order to observe that Ge segregation actually only

occurs on the {113} facets. For example, Figure 7 presents two

different 1D composition profiles measured perpendicular to a

{111} facet (squares) and perpendicular to a {113} facet (solid

line). In both profiles, the surface wetting layer, with a Ge com-

position of about 10 atom %, can be observed. In the case of the

{111} facet, the Ge concentration in the island is almost

constant, at approximately 14 atom %. The {113} facet also

exhibits a constant Ge concentration of approximately 14%

within the island bulk. This is preceded by a region of increased

Ge concentration of up to 23 atom % at the Si cap/island inter-

face.

The Ge concentration in the segregation layer of the {113}

facets was found to vary from 23 to 35 atom %. Figure 8a

presents another APT volume (120 × 120 × 100 nm3)

Figure 6: APT volume showing 2% of the Ni atoms, 5% of the Ge
atoms, and 100% of the O atoms (the Si atoms are not shown). The
O atoms detected in the bulk of the sample are actually due to noise.

Figure 7: Top-down 1D Ge concentration profiles measured in two
different APT volumes, one in the direction perpendicular to a (111)
facet (black solid squares), and the other in the direction perpendic-
ular to a (113) facet (red solid line).

containing the core of a Ge island. Figure 8b and Figure 8c

present a 2D map and a 1D profile (top-down), respectively, of

the Ge concentration in the island core. The island core is not

localized in the center of the island but at the bottom, close to

the Si substrate/island interface. On average, the Ge concentra-

tion in the island core is about 55 atom %.

Figure 9a shows an APT volume (90 × 90 × 130 nm3) in which

the 1D Ge and Si concentration profiles presented in Figure 9b

have been measured. The purpose of Figure 9c is to qualita-

tively show where in the island the profiles in Figure 9b were

measured.
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Figure 8: APT analysis: (a) 3D volume (120 × 120 × 100 nm3),
(b) 2D map of the Ge concentration distribution in the center of the
volume presented in Figure 8a, and (c) top-down 1D Si and Ge
concentration profiles measured in the volume presented in Figure 8a.

We observed the surface wetting layer, followed by the

Si buffer and no Ge segregation at the Si buffer/island interface.

Within the island, the Ge concentration is constant

(≈15 atom %) on ≈20 nm before and progressively increases

until reaching the base of the island. This profile (as shown in

Figure 9c) corresponds to the part of the island between the

(113) facet and the top of the island. Figure 10 is similar to

Figure 9, but presents an APT volume (70 × 70 × 85 nm3)

Figure 9: (a) APT volume (90 × 90 × 130 nm3) and (b) Si and
Ge 1D concentration profiles measured in (a). Figure 9c indicates the
direction in which the concentration profiles were measured in the
island.

corresponding to the part of an island just below a (113) facet.

In this case, one can observe the Ge segregation at the Si cap/

island interface and a constant Ge composition of ≈15 atom %

in the entire island up to the island/Si substrate interface.

Together, Figure 9 and Figure 10 with Figure 8 show how the

Ge concentration decreases from the island core in all direc-

tions to reach a quasi-constant concentration of ≈15 atom %. It

is interesting to note that the island core composition

(≈55 Ge atom %) and the island shell composition

(≈15 Ge atom %) appear to be independent of the size of the

islands, since the APT measurements were acquired in a

random distribution of islands (see Figure 2).
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Figure 10: (a) APT volume (70 × 70 × 85 nm3) and (b) Si and
Ge 1D concentration profiles measured in this volume. Figure 10c indi-
cates the direction in which the concentration profiles were measured
in the island.

In an attempt to give an overall picture of a half-island, four

APT volumes corresponding to different part of islands were

combined in Figure 11. This figure shows how the different

APT volumes were associated (in red and green the shape of the

associated tips), as well as a Ge isoconcentration surface of

1 atom % which delimits the buried Ge island. In this image, the

white arrow in the Ge segregation region is revealed by the

isoconcentration surface. In order to show how the Ge concen-

tration varies in the island, three isoconcentration surfaces are

presented in Figure 11b, corresponding to the Ge concentra-

tions of 53, 40 and 10 atom %. The Ge concentration profile

along the direction shown by the red arrow in this image is

presented in the Figure 11c. In this last figure, one can observe

a Ge concentration plateau of ≈55 atom % in the island core and

a rapid decrease of the Ge concentration reaching ≈15 atom %

in the rest of the island.

Figure 11: APT measurements obtained for four APT volumes (green
and red surfaces) which form almost half of a Ge island: (a) Ge isocon-
centration surface of 1 atom %, (b) Ge isoconcentration surfaces of 53,
40 and 10 atom %, and (c) Ge 1D concentration profile measured in
the direction indicated by the red arrow in (b).

The composition of Ge islands depends on the growth condi-

tions. Ge islands exhibiting a Si-rich core were shown to corres-

pond to growth conditions allowing for near-equilibrium states

to be reached, which is more typical for the case of chemical

vapor deposition [34]. Ge islands exhibiting a Ge-rich core were

shown to be related to growth conditions promoting far-from-

equilibrium states, controlled by kinetic processes, which is

more typical for the case of MBE growth [34]. Equilibrium is

reached through free energy minimization, taking into account

the minimization of the surface energy, the strain energy, the
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alloy mixing energy and the configurational entropy [22]. In the

case of a pure Ge dome island (no intermixing with Si), the

stress was shown to be compressive in the interior of the island,

and tensile at the edges of the island [34]. Thus, in the case of

island formation close to equilibrium, the Si-rich core is attrib-

uted to the compressive conditions prevailing in the island core,

and the Ge-rich outer shell is attributed to the lower surface

energy of Ge and the tensile conditions prevailing at the island

edges. From a kinetic point of view, it was shown that the main

limiting factor of atomic redistribution is atomic diffusion

(maximum diffusion length ≈1 nm normal to the facets).

Atomic transport is mainly strain-driven. The diffusion path of

atoms is determined by the distribution of diffusion barriers,

and can explain the atomic distribution found in the islands

having a Ge-rich core. In particular, Si diffusion is easier at the

island border and in a thin sub-surface layer parallel to the

facets (where the island composition exhibits a cylindrical

symmetry), and Si atoms cannot reach the island core, while the

sides of the island can experience significant strain-driven

alloying. Our observations are in agreement with strain-driven

and diffusion-limited atomic redistribution during MBE growth

of dome islands. However, our results lie somewhat between

the two extreme cases shown in [34], namely: (1) near-equilib-

rium islands with a Si-rich core and a Ge-rich outer-shell, ex-

hibiting strong composition gradients in the two directions

parallel and normal to the surface, and (2) kinetically-controlled

islands with a core rich in Ge and border rich in Si (lateral com-

position variations), with negligible composition variations in

the direction normal to the surface (bottom to top). Indeed, in

our case, the islands exhibit a more Si-rich periphery and a

more Ge-rich core, as expected for kinetically limited island

growth. However, significant Ge composition gradients are

found in both directions parallel and normal to the surface, with

a core located at the bottom of the island, and an increase of Ge

concentration can be observed on the island surface (Ge segre-

gation on {113} facets), as expected for near-equilibrium

islands.

X-ray diffraction measurements revealed the existence of atom-

ically ordered Si/Ge domains in dome islands and the WL [41].

Ordered domains were shown to be located in a limited region

of the islands, and LeGoues et al. [42] showed that Si/Ge

ordering is likely linked to surface reconstruction. Recently,

atom-scale Monte Carlo simulations showed that ordering

domains in dome islands could indeed correspond to a surface-

related phenomenon driven by surface equilibrium [43]. The

calculations emphasized that ordering should be stronger in the

vicinity of {15 3 23} facets and should be weak for the {105}

and {113} facets. The APT instrument used for this experiment

was able to measure only 40% of all the atoms in the sample,

thus assessment of atomic ordering would be difficult to evi-

dence in the APT volumes. In addition, {15 3 23} facets

(contact angle ≈36°) and {105} facets (contact angle ≈11°, i.e.,

the facets on top of the island in Figure 5a) were not clearly

identified in our measurements. However, one can note that

surface segregation usually involves only one to two atomic

planes, while the Ge increase observed on the {113} facets of

the islands seems to concern a relatively thick subsurface layer

of several nanometers in depth, as can be seen in Figures 5c, 6,

7, and 10. Thus, considering that ordered domains are due to a

surface effect located in a limited region, the APT measure-

ments suggest that Si/Ge ordering takes place at the {113}

facets.

Conclusion
Pulsed laser APT revealed the Si and Ge atomic distributions in

large Ge dome islands buried by Si. The bulk composition of

the islands exhibits a cylindrical symmetry. The islands are

composed of a ≈55 atom % Ge core located close to the

Si substrate/island interface, surrounded by a shell containing

≈15 atom % Ge. Between the islands, the thickness of the WL

and its composition are not homogeneous, varying between

1 and 4.5 nm (average thickness ≈2.7 nm) and between

5 and 30 atom % Ge, respectively. The Si/Si–Ge interface is

abrupt, and the islands maintain their equilibrium {111} and

{113} facets under the Si cap. Ge segregation is observed only

in the {113} facets,  with a Ge accumulation up to

23–35 atom %. These results are in agreement with recent

calculations showing that the composition of Ge islands grown

by MBE should be mainly driven by strain minimization and

limited by atomic diffusion kinetic barriers.

Experimental
The sample was grown in a VG Semicon gas source MBE

chamber using disilane and germane, exhibiting a base pressure

in the 10–11 mbar range. The Si(001) substrate was chemically

cleaned using a modified Radio Corporation of America (RCA)

process before introduction in the MBE setup. First, the disi-

lane gas was introduced into the growth chamber while

increasing the substrate temperature (T) up to 850 °C in order to

grow a 100 nm thick Si buffer. Then, the temperature was

decreased to T = 700 °C and a 50 monolayer (ML) thick

Si0.7Ge0.3 layer was deposited before the deposition of 6 MLs

of pure Ge. These layers were then buried with a pure Si buffer

before another layer (50 MLs-Si0.7Ge0.3/6 MLs-Ge) was grown

(see the sketch of the sample structure in Figure 2). The entire

growth was performed without interruption. Sample prepar-

ation for APT was performed using a Helios NanoLab Dual-

Beam Ga+ FIB from FEI. A 100 nm thick Ni film was deposited

by magnetron sputtering on each sample for protection before

the samples were processed by FIB. Two types of samples were

prepared: either the Ni cap was deposited without removing the
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surface native oxide of the sample (Figure 6, for example) or

the sample was dipped in a 5% HF solution for 1 min in order to

remove the native oxide (Figure 3, for example) before capping

with Ni. The same results were obtained for the two types of

samples. APT analysis was performed using a LEAP 3000X HR

microscope in the pulsed laser mode. The analysis was carried

out at 50 K, with a laser pulse frequency of 100 kHz, using a

laser power between 0.5 and 0.6 nJ, corresponding to a

ISi
2+ /ISi

1+ ratio between 100 and 10, and a IGe
2+ /IGe

1+ ratio

between 7 and 2.5.
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Abstract
Azole derivatives are common inhibitors of copper corrosion due to the chemical adsorption occurring on the metal surface that

gives rise to a protective film. In particular, 1,2,4-triazole performs comparable to benzotriazole, which is much more widely used,

but is by no means an environmentally friendly agent. In this study, we have analyzed the adsorption of 1,2,4-triazole on copper by

taking advantage of the surface-enhanced Raman scattering (SERS) effect, which highlights the vibrational features of organic

ligand monolayers adhering to rough surfaces of some metals such as gold, silver and copper. To ensure the necessary SERS acti-

vation, a roughening procedure was implemented on the copper substrates, resulting in nanoscale surface structures, as evidenced

by microscopic investigation. To obtain sufficient information on the molecule–metal interaction and the formation of an anticorro-

sive thin film, the SERS spectra were interpreted with the aid of theoretical calculations based on the density functional theory

(DFT) approach.

2489

Introduction
Copper has a long history in a variety of industrial uses due to

its large electrical and thermal conductivity, mechanical work-

ability and durability (due to its endurance to weathering).

These properties, however, can be compromised by the occur-

rence of corrosion. In fact, copper undergoes severe corrosion

in the presence of ions such as chlorides, which can be present

in high amount in the environment, aqueous solutions or soil. A

very efficient way to protect copper surfaces is by creating an

anticorrosive thin film by chemisorption of organic inhibitors.

Heterocycles containing sulphur or nitrogen atoms, available for

bonding with the copper surface, are widely employed for such

a purpose. A class of very efficient corrosion inhibitors for

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:muniz@unifi.it
mailto:francesco.munizmiranda@unimore.it
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Figure 1: Comparison between the SEM images of an etched copper surface (left) and a smooth copper surface (right).

copper and its alloys in different media is formed by 1,2,4-tria-

zole and its derivatives [1-6]. In particular, 1,2,4-triazole

exhibits comparable corrosion inhibition [7] as compared to

benzotriazole, which is much more widely but is not environ-

mentally friendly.

The adsorption of various organic ligands onto smooth surfaces

of copper was previously studied by means of surface-enhanced

Raman scattering (SERS) spectroscopy [8]. Due to the huge

amplification of the Raman signal of the adsorbed molecules,

this technique allows detailed information on the vibrational

behavior of molecules adhering to rough surfaces of metals

(such as silver, gold, or copper), as well as on the type of inter-

action with the active sites of the metal substrate to be obtained.

In the case of smooth surfaces of copper, however, the SERS

activation was ensured by the deposition of silver colloidal

nanoparticles on the copper substrate where the organic mole-

cules were already stable and present due to chemisorption

[9-11]. Regardless, it must be taken into account that the

deposited silver particles, in addition to promoting the SERS

enhancement, could to some extent change the ligand adsorp-

tion to copper. Hence, a roughening procedure of smooth

copper plates was developed to ensure a suitable SERS acti-

vation without the aid of silver nanoparticles. The SERS spectra

of 1,2,4-triazole adsorbed on nanostructured copper surfaces are

interpreted with the aid of density functional theory (DFT)

calculations, which were able to provide useful information on

the adsorption of different ligands on metal surfaces, including

corrosion inhibitors [12-15]. Combining spectroscopic and

theoretical results leads to the conclusion that an anticorrosive

film coating can be formed by neutral molecules linked to the

Cu+ active sites of the rough metal surface.

Results and Discussion
SEM analysis and profilometry
In order to exploit the Raman enhancement effect of a mono-

layer of adsorbed molecules on a copper plate, the substrate

must exhibit a surface roughness at the nanometer level. In

these nanoscale structures, the excitation of electrons from the

metal surface by laser irradiation can be confined, resulting in

plasmon resonance [16]. The existence of this resonance is a

necessary condition to observe a SERS signal by adsorbed

species on the metal surface. In order to obtain a suitable

surface roughness from a smooth copper substrate, etching in

nitric acid was performed (as previously demonstrated [17]),

followed by immersion in ammonia solution. The reducing

environment limits the oxidation of the copper surface (which

takes place very quickly) in order to preserve the metallic nano-

structures necessary for the SERS activation by removing

oxides by formation of water-soluble complexes with ammonia.

Next, the copper plate was immersed in a solution of 1,2,4-tria-

zole, which acts as a corrosion inhibitor by adsorption onto the

metallic substrate. The scanning electron microscopy (SEM)

images (Figure 1) show that the smooth surface is eroded by the

etching treatment to a different extent depending upon the size

and orientation of the copper grains in the lamina.

A higher magnification SEM micrograph (Figure 2) of the

etched sample surface reveals a fine surface arrangement,

showing the formation of submicrometer dendritic structures,

typical of rapid growth crystals.

The existence of these nanostructures is additionally proved by

measuring the surface roughness. A line profile was obtained on

the etched sample surface as shown in Figure 3. In addition to
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Figure 2: High magnification SEM image of an etched copper surface,
showing the fine dendritic structure.

profile variations of a few micrometers due to the copper grains,

additional submicrometer variations can be observed and are

likely attributable to the dendritic, nanometer-sized structures,

which could confer a suitable SERS activation to the metal sub-

strate.

Figure 3: Line profile (profilometry) of an etched copper surface. Total
scan length 4.8 mm.

Raman spectra and DFT analysis
The investigation on the layer of adsorbed ligands is based on

the analysis of the SERS spectra, in addition to a computational

approach using the DFT method. This study is complicated by

the fact that the molecule in question is a heterocyclic ring that

can bind to the metal via two different molecular sites, namely,

the sp2-type nitrogen atoms, N2 and N4, which have electronic

lone pairs capable of interacting with the active sites of the

copper surface. A further complication arises from the exis-

tence of two possible tautomers of 1,2,4-triazole [18-20], which

hereafter are denoted as 1H and 4H, with regard to the presence

of a hydrogen atom linked to the nitrogen atom N1 or N4, res-

pectively. In order to interpret the SERS spectra of the adsorbed

molecules, it is first necessary to perform a preliminary vibra-

tional analysis of the isolated molecule.

Figure 4 shows a typical FT-Raman spectra of 1,2,4-triazole in

ethanol and water solutions. They are quite similar except for

the band observed in water at 1291 cm−1 and in ethanol at

1284 cm−1. These observed frequencies can be calculated for

the isolated molecule by DFT.

Figure 4: Normal FT-Raman spectra of 1,2,4-triazole in solution.
Solvent subtracted.

The DFT calculations show that the 1H tautomer is more stable

than the 4H having an energy of −242.320444 Hartree and

−242.309585 Hartree, respectively, as discussed in the litera-

ture [18]. In addition, the calculated free energy difference indi-

cates that the 1H tautomer is more stable than 4H, resulting in

ΔG = 6.22 kcal/mol, the same value found by Jimenez and

Alderete [21] using the same theory level (B3LYP/6-

311++G(d,p)) with a different computational package. Table 1

shows the observed Raman frequencies of the 1,2,4-triazole

solution, as compared with those calculated for the 1H and 4H

tautomers, along with an approximate assignment.

From the inspection of Table 1 one can see that the calculated

frequencies of the 1H tautomer agree well with the intense

Raman bands observed in solution. The weak Raman band at

1480 cm−1 can be attributed to the 4H tautomer which is present

in a small amount.

The optimized geometry of the 1H tautomer, along with the

vibrational modes corresponding to the strongest Raman bands,

are shown in Figure 5.

The N2–C3 and N4–C5 bonds are the shortest double bonds

according to the experimental structure [22,23]. In general, the

calculated distances are very similar to the experimental values,

which have been reproduced here better than with previous

computational approaches [12,24,25].
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Table 1: Observed and calculated Raman shifts (cm−1) of 1,2,4-triazole.

Obs. Raman water Obs. Raman ethanol Calc. 1H tautomer Calc. 4H tautomer Descriptiona

541 509 o.p. H bending
650 vw 650 vw 663 644 ring torsion
681 vw 682 vw 682 672 ring torsion

777
827 814 o.p. H bending
878 o.p. H bending
943 922 ring bending

975 w 971 w 980 951 ring bending
1012 w 1010 vw 999
1068 m 1063 m 1056 1071 N1-N2 stretching
1124 w 1115 1087 i.p. H bending
1160 s 1154 m/s 1156 N1–N2, C3–N4 stretching
1213 vw 1204
1259 vvs 1257 vvs 1250 1278 ring breathing
1291 m 1284 sh 1291 N4–C3 stretching, i.p. H bending
1375 m/s 1375 m/s 1359 1377 N2–C3, N4–C5 stretching
1414 vw 1432 i.p. H bending
1483 w 1484 w 1488

1490
1520 w 1522 vw 1520 N2–C3 stretching

aFor 1H tautomer (see Figure 5); o.p. = out-of-plane; i.p. = in-plane.

Figure 5: Optimized geometry of 1H-1,2,4-triazole (upper left) with the calculated distances (angstroms), along with the vibrational modes corres-
ponding to the strongest Raman bands. Hydrogen atoms are hidden.

The vibrational normal modes shown in Figure 5, which corres-

pond to the most intense Raman bands, are all ring deforma-

tions: the Raman bands at 1068, 1291 and 1520 cm−1 are

mainly attributable to N1–N2, N4–C3 and N2–C3 stretching

modes, respectively, whereas those observed at 1160, 1259 and

1375 cm−1 can be described as N1–N2/C3–N4 stretching mode,

ring breathing mode and N2–C3/N4–C5 stretching mode, res-

pectively. It should be noted that the modes that involve the

stretching of two bonds, namely those at 1160 and 1375 cm−1,

along with the ring breathing mode at 1259 cm−1, result in a

larger increase of the ring size and consequently of the molec-

ular polarizability, resulting stronger Raman intensities, as well

as was experimentally observed. In Figure 6, we show the

calculated Raman spectra of the two tautomers with their rela-

tive intensities. The observed Raman spectrum of triazole is

better reproduced as compared to that simulated for the 1H
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tautomer, where only the band around 1380 cm−1 appears over-

estimated.

Figure 6: Simulated Raman spectra of the two tautomers of 1,2,4-tria-
zole.

SERS investigation
On the basis of these structural and vibrational results on the

isolated molecule, we can assume that the DFT calculations (at

the B3LYP/6-311++G(d,p) level of theory, as described in the

Computational details section) are reliable, such that they can

be applied to the models of triazole/copper complexes.

However, a prediction regarding the molecular sites of inter-

action with the copper surface can already be made. In fact, in

the 1H tautomer, the nitrogen atom N4 is more negatively

charged than N2, based on evaluation of the Mulliken atomic

charges (−0.2059∙|e| for N4, −0.1450∙|e| for N2, where |e| is the

elementary electric charge). Consequently, it is expected to be

more favorably linked to metal. The 4H tautomer, instead, has

the opportunity to interact with one or two atoms of copper.

Figure 7 shows the Raman spectra recorded on the copper plates

upon excitation at 785 nm.

In this figure, (A) is the spectrum of the smooth plate of copper

exposed to air, (B) is that of the plate exposed to air after the

etching treatment, before immersion in a triazole solution. In

both cases, only two broad Raman bands occur around 530 and

620 cm−1, which are related to the presence of Cu(I) oxide, as

reported in the literature [26-28]. These bands, visible on both

the smooth and etched copper surfaces, can be related to the for-

mation of a Cu2O multilayer. On the contrary, the oxidation

reaction of the etched copper surface is not evidenced when

Figure 7: Micro-Raman spectra (excitation 785 nm): smooth copper
plate (A); etched copper plate (B); etched copper plate, after immer-
sion in an ethanol (C) or a water (D) solution of 1,2,4-triazole and air-
drying.

adsorbed triazole is present. Spectrum C in Figure 7 corre-

sponds to the etched copper plate after immersion in an ethanol

solution of triazole and air-drying: the Raman bands attribut-

able to the presence of adsorbed triazole are observed, with

sizeable frequency shifts with respect to the corresponding

normal Raman bands of triazole in solution (see Table 1). This

indicates that the etching treatment provides the necessary

SERS activation of the copper surface and that triazole is

chemisorbed on the copper surface. Without this surface treat-

ment, no Raman signal from the adsorbed ligand could be

detected. The same SERS bands are also observed with larger

intensities for the etched plate immersed in an aqueous solution

of triazole (spectra D). Again, in this case, the spectrum does

not show Raman bands due to the formation of cuprous oxide,

which is related to the initial stage of the corrosion process of

the metal. Therefore, the SERS findings highlight the corrosion

inhibition effect by the layer of adsorbed triazole.

To understand this effect and to obtain information on the

inhibiting layer, it is possible to obtain additional information

from the SERS data using the DFT computational approach.

This approach is based on model systems formed by the ligand

molecules and the active sites of the copper surface (see

Figure 8), which can be formed by Cu0 neutral atoms or Cu+

cations.

Here, we have considered the complexes of the 1H tautomer

interacting through the N2 or N4 atom (Figure 8, upper panel)

with a Cu+ ion or with a Cu0 neutral atom. In addition, the

complexes of the 4H tautomer interacting with a Cu+ ion or

with a Cu0 neutral atom have been taken into account, as well
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Table 2: Observed SERS wavenumbers (cm−1) of adsorbed 1,2,4-triazole compared with the calculated Raman wavenumbers of the surface
complexesa.

Obs.
SERS on Cu

Calc.
1H Cu+(4)

Calc.
1H Cu+(2)

Calc.
4H Cu+

Calc.
4H 2Cu+

Calc.
4H Cu+/Cu0

Calc.
4H Cu0

Calc.
1H Cu0(4)

Calc.
1H Cu0(2)

514 545 570 545
626 639 609 618 608 641 659 656

665 w 665 655 667 661 669 669 673 668
701 674 721 671
851 877 839 875 844 798 838 840
869 895 861 895 867 828 878 882
950 932 950 940 951 942 958 944

987 m 1002 1007 958 1002 968 951 974 984
1014

1054 m 1059 1088 1043 1051 1023 1079 1052 1066
1087 1136 1108 1133 1118

1145 s 1137 1122 1137 1148 1118 1100 1145 1168
1160 s 1167 1194

1213 1228 1215 1205
1282 vs 1265 1252 1302 1288 1253 1247
1282 vs 1275 1319 1306 1310 1289 1304
1405 w 1393 1351 1397 1410 1401 1391 1370 1356

1492 w 1483 1458 1503 1515 1514 1492 1452 1441

1538 1511 1530 1541 1523 1504 1528 1513
a1H Cu+(4): 1H tautomer linked to Cu+ via N4; 1H Cu+(2): 1H tautomer linked to Cu+ via N2; 1H Cu0(4): 1H tautomer linked to Cu0 via N4; 1H Cu0(2):
1H tautomer linked to Cu0 via N2; 4H Cu+: 4H tautomer linked to Cu+; 4H Cu+: 4H tautomer linked to two Cu+; 4H Cu+/Cu0: 4H tautomer linked to Cu+

and Cu0; 4H Cu0: 4H tautomer linked to Cu0.

Figure 8: Model systems for 1H/copper (upper panel) and 4H/copper
(lower panel) complexes; carbon, nitrogen and copper atoms are
represented as green, dark blue and light blue spheres, respectively.

as with two Cu+ ions or with a Cu+/Cu0 couple (Figure 8, lower

panel). The structure of the 4H complex with two neutral

copper atoms did not converge and even adopted a more relaxed

configuration for the structural optimization.

Table 2 shows the comparison between the observed SERS

bands and those calculated for the different model systems by

DFT calculations. Only the complex formed by the 1H tautomer

bound to a Cu+ ion through the N4 atom provided calculated

frequencies that reasonably agree with those observed in the

SERS spectra. Moreover, even the calculations on the isolated

molecule led favored the 1H tautomer interacting with the N4

atom rather than with the N2 atom. The interaction with Cu+

ions is indeed possible, considering the oxidation facility of the

copper surface; moreover, in the DFT calculations, the inter-

action of ligand molecules with Cu+ ions always leads to the

formation of complexes in singlet electronic states (spin multi-

plicity 1). These are more stable than those with neutral copper

atoms, with spin multiplicity 2. Indeed, it should be noted that

the interaction with a Cu+ ion provides a stronger electronic

charge-transfer from molecule to metal with respect to the inter-

action with a neutral copper atom, about 0.5∙|e| versus 0.3∙|e|.
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Corrosion inhibition effect
Considering the interaction of the molecule with the metal

surface via the N4 atom, the possibility to form chains of

adsorbed molecules linked by hydrogen bonds exists, as

proposed in Figure 9. This creates a compact, adsorbed triazole

layer which can impair surface corrosion and explains the

absence of the Raman bands at 530 and 620 cm−1 in the SERS

spectrum, which would be due to the formation of a Cu(I) oxide

multilayer (indicating the initial stage of the corrosion process

of the metal).

Figure 9: Adsorption model of the 1,2,4-triazole molecules on the
copper substrate.

As a further confirmation of this surface arrangement of

adsorbed triazole molecules acting as protective film for copper,

we report in Figure 10 the SERS spectrum of another azole,

imidazole (structurally quite similar to triazole), obtained by

following the same experimental procedures adopted for tria-

zole. The SERS spectra of the two azoles appear similar, which

is reasonable considering the same adsorption geometry on

copper, however, the SERS spectrum of imidazole shows the

occurrence of strong Raman bands around 530 and 620 cm−1.

These are attributed to a multilayer of cuprous oxide, which are

absent in the SERS spectra of triazole. Hence, the adsorbed

imidazole molecules, which are unable to interact by hydrogen

bonding, do not allow for the excellent inhibition action

provided by the compact thin film of adsorbed molecules of

triazole, which is capable of isolating the metallic surface from

the oxidative action of the atmosphere.

Conclusion
An etching process was performed on smooth copper surfaces

using nitric acid followed by immersion in an ammonia solu-

tion, resulting in SERS-active substrates. This activation was

validated by the SEM and profilometry investigations of the

roughened surface, which show submicrometer structures after

etching. The presence of absorbed 1,2,4-triazole molecules is

highlighted by the examination of the SERS spectra, obtained

by simple incubation of the copper plate in ligand solutions and

air-drying. This treatment inhibits the oxidation of the copper

Figure 10: Comparison between the SERS spectra of 1,2,4-triazole
and imidazole absorbed on etched copper surfaces, after immersion in
ethanol solutions and air-drying.

surface, as was evidenced by the absence of typical bands of

Cu(I) oxide in the Raman spectra. Additionally, the observed

frequency shifts of the SERS spectral peaks with respect to the

corresponding non-SERS Raman spectral peaks of triazole in

solution suggest chemisorption of the ligand molecules on the

copper surface. The DFT calculations on molecule/metal model

systems assisted in the interpretation of the spectroscopic data

and provided information on both the tautomeric form of 1,2,4-

triazole adsorbed on copper, and the nature of the surface active

sites interacting with the ligand molecules. A model of adsorp-

tion based on a compact molecular film was proposed, thus

justifying the inhibiting action of 1,2,4-triazole with respect to

the corrosion of the copper surface. The SERS study of imida-

zole, similar to triazole but unable to bind the adsorbed mole-

cules among them, confirms this conclusion.

Experimental
A hot-rolled plate of copper, as supplied by Aldrich (purity

99.98%), was first mechanically polished with alumina powder

to a mirror finish then carefully washed with water and ethanol

in an ultrasonic bath. The smooth plate was immersed for one

minute in a concentrated solution of nitric acid in order to

obtain a discernable etching and then the plate was immersed in

a concentrated solution of ammonia to eliminate the presence of

copper oxides from the surface. After a quick washing with

water and ethanol as running solvents, the etched plate was

immersed for one day in a diluted solution (10−2 M) of 1,2,4-

triazole, then carefully washed with ethanol to leave behind

only the chemisorbed ligand. Sample morphology was

observed by SEM (Hitachi S-2300) operating at 20 kV. The

surface roughness was measured by collecting line profiles

using a Hommel Tester W55 profilometer, scanning 4.8 mm at

a 0.2 mm s−1 scan rate. The parameters employed were

λc = 0.8 mm and λc/λs = 300 using a filter ISO 11562(MI).
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Raman spectra of 1,2,4-triazole (10−1 M concentration) in

ethanol or water solutions were collected with a Fourier trans-

form (FT)-Raman spectrometer (Bruker Optics, Model

MultiRam), equipped with a broad range quartz beamsplitter, an

air-cooled Nd:YAG laser excitation source (1064 nm) and a Ge

diode detector cooled with liquid nitrogen. The instrument

provided a spectral range of 3600–50 cm−1 (Stokes shift). The

experiments were performed in a 180° geometry, with 200 mW

of laser power.

Raman spectra on copper plates were measured using a

Renishaw RM2000 microRaman apparatus, equipped with a

diode laser emitting at 785 nm. Sample irradiation was accom-

plished by using the 50× microscope objective of a Leica

Microscope DMLM. The backscattered Raman signal was

filtered by a double holographic notch filter system and

detected by an air-cooled CCD. All spectra were calibrated with

respect to a silicon wafer at 520 cm−1.

Computational details
All calculations were carried out using the Gaussian 09 package

[29]. Optimized geometries, vibrational frequencies and other

molecular properties of 1,2,4-triazole and its investigated

copper complexes were obtained using the hybrid B3LYP

exchange-correlation function [30-33]. The 6-311++G(d,p)

basis set was used for all atoms, including copper. The integral

grid was set to “ultrafine” and the optimization criteria to “very

tight”. By allowing all the parameters to relax, the calculations

converged to optimized geometries corresponding to true

energy minima, as revealed by the lack of imaginary values in

the vibrational mode calculations. A scaling factor of 0.98 for

all calculated vibrational wavenumbers was adopted, as

performed for similar molecular systems [13,15,34-36].
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Abstract
We report on the optical properties of SiGe nanowires (NWs) grown by molecular beam epitaxy (MBE) in ordered arrays on SiO2/

Si(111) substrates. The production method employs Au catalysts with self-limited sizes deposited in SiO2-free sites opened-up in

the substrate by focused ion beam patterning for the preferential nucleation and growth of these well-organized NWs. The NWs

thus produced have a diameter of 200 nm, a length of 200 nm, and a Ge concentration x = 0.15. Their photoluminescence (PL)

spectra were measured at low temperatures (from 6 to 25 K) with excitation at 405 and 458 nm. There are four major features in the

energy range of interest (980–1120 meV) at energies of 1040.7, 1082.8, 1092.5, and 1098.5 meV, which are assigned to the

NW-transverse optic (TO) Si–Si mode, NW-transverse acoustic (TA), Si–substrate–TO and NW-no-phonon (NP) lines, respective-

ly. From these results the NW TA and TO phonon energies are found to be 15.7 and 57.8 meV, respectively, which agree very well

with the values expected for bulk Si1−xGex with x = 0.15, while the measured NW NP energy of 1099 meV would indicate a bulk-

like Ge concentration of x = 0.14. Both of these concentrations values, as determined from PL, are in agreement with the target

value. The NWs are too large in diameter for a quantum confinement induced energy shift in the band gap. Nevertheless, NW PL is

readily observed, indicating that efficient carrier recombination is occurring within the NWs.

2498

Introduction
Semiconductor nanowires (NWs) are thought of as promising

building blocks for opto-electronic devices that exploit their

novel electronic band structures generated by two-dimensional

(2D) quantum confinement in conjunction with their associated

optical properties [1-6]. However, in order to fully implement

these new properties, strict control is needed over the NW loca-

tion, uniformity, composition, and size. By exploiting such band

gap engineering, directly allowed transitions have been demon-

strated for specific core/shell NW configurations with an ulti-

mate control over the NW shape, aspect ratio and radial multi-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:david.lockwood@nrc-cnrc.gc.ca
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Figure 1: Schematic representation of the process steps: (a) formation of SiO2 (5 nm thick) by RTO; (b) opening of SiO2-free windows by FIB milling;
(c) Au deposition by oxido-reduction of gold salts; (d) phase transition of Au in AuSi clusters by annealing at temperature TA; and (e) MBE growth of
SiGe NWs at TA.

shell composition [7]. A major asset of Si/Ge core/shell [8] and

axial [9] NW heterostructures is also their ease of integration in

CMOS technology, which allows the fabrication of opto-elec-

tronic devices with an increased photon absorption over a wider

range of wavelengths and with an improved efficiency of elec-

tron generation. In addition, by combining the extraordinary

technological know-how that has been developed for Si with

direct-gap Si/Ge heterostructures, the fabrication of various

NWs for applications such as photovoltaic tandem solar cells

has been enabled [10-12]. Most of the device specifications

require a low cost fabrication process with good control over

the NW reproducibility and uniformity [13].

A variety of different NW growth methods have been reported

including vapor–liquid–solid [14-17], solid–liquid–solid

[18,19], vapor–solid–solid [20-22], oxide-assisted [23], and

others [24-27]. Many of these growth methods have lead to

NWs possessing non-uniform diameters and lengths and that are

haphazardly oriented and randomly positioned [28]. We have

evolved an efficient and simple electrochemical process that

joins focused-ion-beam (FIB) lithography and galvanic reac-

tion to selectively prepare gold nanoparticles in well-defined

locations. Afterwards these nanoparticles are used for the mole-

cular beam epitaxy (MBE) growth of ordered SiGe NW arrays

with predefined NW positions and diameters. Here we report on

the optical properties of such MBE grown NWs.

Experimental
A schematic overview of the various steps used in the growth

process is given in Figure 1. The steps consisted of: (a) rapid

thermal oxidation (RTO); (b) FIB patterning; (c) galvanic

selective deposition of Au; (d) induced phase transition in AuSi

catalysts; and (e) selective growth of SiGe NWs. With this

method we have produced Si1−xGex NWs with diameters in the

range 50–200 nm, although the size can potentially be tuned

between 30 and 300 nm, and with Ge concentration x in the

range 0 ≤ x ≤ 0.15.

Prior to the substrate patterning (Figure 1a), the Si(111)

substrates, which were either 5 cm diameter wafers or wafer

sections of dimensions 2 × 2 cm2 and 1 × 1 cm2, were first

systematically cleaned by a modified Shiraki ex situ process

and then capped with an ultra-thin (5 nm thick) SiO2 thermal

oxide (UTO) that was obtained by rapid thermal oxidation

(RTO) in a clean vacuum.

In the second step (Figure 1b), 2D arrays of small windows

(with diameters in the range 50–200 nm) were opened in the

UTO by FIB milling using a Tescan LYRA1 XMH dual-beam

FIB workstation having an Orsay Physics mass filtered ion

column operated at 30 keV. A liquid metal alloy ion source

(LMAIS) of Au4Si ([Si] = 19%, [Au] = 81%) heated at 450 °C

was used for the milling step; a Au2+ or Si+ ion beam was

selected independently by a Wien filter. The patterns in the

Si/SiO2 substrate were milled with the Au2+ ion beam at

an incident angle of ≈10° from the normal: Regarding the

choice of incident angle, we have shown in another study [29]

that the sputtering rate is larger when working at 10° from

the normal. The FIB milling process should be performed

with a low current dose to minimize the surface roughening

of the substrate and the density of defects formed; typically,

the emission current used was about 10 pA and the ion

dose = 1016 PA/cm2/s. This point is essential to provide an effi-

cient selectivity during the last NW growth step.



Beilstein J. Nanotechnol. 2014, 5, 2498–2504.

2500

Figure 2: Scanning electron microscope (SEM) images of the ordered arrays of Si NWs showing (left) a NW array and (right) individual 200 nm long
NWs.

After the FIB etching, the samples were immediately dipped

into a gold salt (H+Au3+Cl4
−) aqueous solution at room

temperature. Since the freshly FIB etched nanopits on silicon

are then SiHx
− terminated, while the original surface remains

coated with the inert thermal SiO2 layer, the interiors of the

nanopits are ready for the electrochemical step. The latter step,

called galvanic deposition, is based on the spontaneous oxido-

reduction reactions between the semiconductor surface (the sub-

strate) and the metallic ions in the solution. Upon contact with

the Si surface, the solution spontaneously reduces and precipi-

tates into Au nanocrystals, according to the following equation:

(1)

In parallel, in the aqueous solution, as a result of the high reduc-

tion potential of gold ions, the Si surface, which provides the

electrons to reduce the gold ions to metallic gold, oxidizes into

SiO2 as per the following equation:

(2)

This spontaneously formed silicon dioxide prevents further

metal ion reduction. Since the gold salt reduction process is not

possible on SiO2, the reaction immediately stops after the for-

mation of SiO2 [30].

After the selective galvanic deposition of gold clusters on the

substrate, the samples were loaded into the MBE chamber. The

phase transformation from the small Au nanoclusters located

within the SiO2-cover-free nanopits to the Au0.18Si0.82 eutectic

alloy is obtained by thermal annealing at 550 °C for 30 min.

The annealing and growth experiments were performed in the

MBE growth chamber of a Riber SIVA32 system with a base

pressure of 10−11 Torr. The silicon flux was obtained from an

electron beam evaporator and maintained constant during the

deposition at 0.03 nm/s, while germanium was deposited from

an effusion cell. The growth temperatures were varied between

380 and 600 °C and were controlled in real time using an

infrared pyrometer. The silicon substrate was rotated during the

experiments to maintain a thickness and composition unifor-

mity over the whole wafer or wafer section (the results obtained

were similar for all substrates). Figure 2 displays SEM images

of representative Si NWs grown at 550 °C on the positionally-

ordered Au0.18Si0.82 catalysts. The main advantage of this

growth method is the control of the NW position (related to site

selectivity) and its size; a homogeneous size is obtained due to

the regular network of Au nanocrystals (see Figure 2). Also,

SiGe NWs can be grown and then transformed in a second step

into core-shell NWs using a condensation process that we have

developed.

Three NW samples were prepared for this study: Sample (A),

where the NWs are grown randomly across the Si substrate;

sample (B), where the nanowires decorate the edges of

400 × 400 µm2 boxes; and sample (C), where the NWs fill

400 × 400 µm2 boxes in ordered arrays, as described above.

These samples have NWs that have a nominal Ge concentration

of x = 0.15 and that are 200 nm in diameter and 200 nm long,

with a morphology similar to the Si NWs shown in Figure 2.

The photoluminescence (PL) spectra were measured at low

temperatures (from 6 to 25 K) using a Bomem DA3 FTIR spec-

trometer equipped with a cooled Ge (Applied Detector Corpora-

tion) detector, and the samples were excited with loosely-
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focused light from a GaN-based semiconductor laser (70 mW at

405 nm) or from an argon ion laser (35 mW at 458 nm).

Results and Discussion
The PL spectra obtained for sample (C) with excitation at 405

and 438 nm are compared in Figure 3. The two spectra exhibit

the same features, most of which arise from the Si substrate

together with a few arising from instrumental effects. The main

difference between them, as also observed for the other two

samples at 6 K, lies in their overall intensity: the spectrum

excited at 458 nm is much more intense than the 405 nm one.

This is a consequence of the exciting light at 438 nm pene-

trating beyond the NWs further into the substrate than the

405 nm light and thus enhancing the Si PL intensity. The NW

features we are interested in overlap the Si PL, and thus to help

minimize the substrate signal we consider next only results

obtained using excitation at 405 nm.

Figure 3: The raw PL spectrum obtained from sample (C) at 6 K with
excitation at 405 and 458 nm.

The temperature dependence of the PL spectrum obtained from

sample (C) is shown in Figure 4. PL spectra with similar

temperature dependences were obtained from the other samples.

Figure 4 shows that the NW spectral region of interest (from

approximately 950 to 1050 meV) is dominated by the boron

(≈1017 cm−3)-doped Si substrate phonon-replica spectrum at the

lowest temperatures (6 and 10 K). On increasing the sample

temperature up to 20 K, the Si substrate PL becomes suffi-

ciently quenched from the increasing dissociation of multiple-

donor bound excitons within the substrate [31] that the under-

lying NW PL is more readily seen. By 25 K, only the sharp line

at 1092.5 meV due to the Si substrate remains. From now on we

shall consider only the PL obtained from the samples at 25 K to

avoid the overlapping substrate signal as much as possible.

Figure 4: Temperature dependence of the instrument-response-
corrected PL spectrum obtained from sample (C) with excitation at
405 nm.

The instrument-response-corrected PL spectra obtained from all

three samples at 25 K with excitation at 405 nm are given in

Figure 5. At energies below the range of interest for the NWs,

broad features are seen at ≈800, 940, and 975 meV that are due

to the Si substrate. At higher energies, there is a very sharp peak

at 1144 meV associated with an instrumental emission line that

should be ignored. The overall intensity of the NW PL varied

from sample to sample, as can be seen in Figure 5; sample (C),

with a higher density of NWs distributed within the array, was

the strongest, while sample (A) with a random distribution of

NWs was the weakest. Nevertheless, the spectra are quite

similar overall.

Figure 5: Instrument-response-corrected PL spectra obtained with
405 nm excitation from the (A), (B), and (C) samples at 25 K.
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The NW PL is strong considering that the volume of NW ma-

terial is so small (each wire has a volume of 0.006 µm3) and

thus the carriers have to be recombining efficiently within the

wires to produce this light emission at the SiGe-alloy band gap

energy. We know from earlier studies of SiGe etched wires [32]

and dots [33] that just the spatial confinement of carriers is

sufficient to produce the readily-observed PL found here, which

implies that the carriers in these samples are not being lost in

large numbers to the substrate or recombining in large quan-

tities at defects inside or on the surface of the NWs. The wires

are too large in diameter for a quantum confinement induced

energy shift in the band gap, but the phonon energies could be

affected slightly by confinement and surface effects [34]. The

wires are grown free-standing and thus there should be no

internal strain (i.e., bulk-like energy values should be observed).

Further details about the PL spectra can be obtained from spec-

tral curve resolving, Such an analysis using a Gaussian line

shape revealed that there are four major features in the energy

range of interest (see Figure 6 for results obtained for the three

samples at 25 K). The fitted peak energies, line widths, and

amplitudes for the three samples are given in Table 1. In order

of increasing energy, they are readily assigned to the NW free-

exciton transverse-optic (TO) Si–Si vibrational mode, NW free-

exciton transverse-acoustic (TA) phonon, Si–substrate-bound-

exciton TO phonon and NW free-exciton no-phonon (NP) lines,

respectively [31,35]. The peak amplitude data given in Table 1

can be used to estimate the amplitude ratios of the NW lines

relative to the strongest line (the NW TO mode) for each

sample and the results are given in Table 2. Given the uncer-

tainties in the fits obtained from curve resolving, the amplitude

ratio for the TO/TA peaks is much the same in the three

samples (see Table 2), as would be expected if both lines arose

just from the NWs and that the NWs were of similar compos-

ition in all samples. The good agreement obtained between the

TO/TA peak amplitude ratios for Samples (B) and (C) is not as

good for Sample (A), whose PL was much weaker than the

other two samples resulting in greater errors in the peak ampli-

tudes from the fits. The fitted frequencies and line widths for

the respective NW and Si TO mode lines vary slightly between

the three samples, but are essentially the same within error (see

Table 1). Interestingly, the free-exciton NP line intensity rela-

tive to its phonon replicas (TA and TO lines) in these NWs is

much more intense than that found in bulk Si, but is somewhat

lower compared to what is observed in bulk alloy material of a

similar composition [35], which may reflect on the action of

NW surface effects as opposed to the usual alloy disorder effect

resulting in a breakdown in the wave vector selection rules.

Using the results obtained from the fits to the sample with the

strongest PL (sample (C)), the NW TA and TO phonon ener-

Figure 6: Curve-resolved PL spectrum of (a) sample (A), (b) sample
(B), and (c) sample (C) at 25 K obtained with 405 nm excitation. The
solid line shows the overall fit to the PL data, while the three SiGe NW
component lines are shown beneath the fitted spectrum. The very
sharp line at 1092.5 meV arises from the Si substrate.

gies are found to be 15.7 (1.8) and 57.8 (0.6) meV, respectively,

which agree very well with the values expected for bulk

Si1−xGex with x = 0.15 of 18 (1) and 58 meV, respectively [35].

The measured NW free-exciton NP energy of 1099 meV would
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Table 1: Results of curve resolving the PL spectra excited with 405 nm excitation for the three NW samples at 25 K. The fitted band frequencies ωi
and widths γi are given in millielectronvolts for the four Gaussians (i = 1–4) used in the fit. The peak height (hi) is given in arbitrary units. The uncer-
tainties in the parameter values from the fits are given in parentheses.

sample ω1 γ1 h1 ω2 γ2 h2 ω3 γ3 h3 ω4 γ4 h4

(A) 1039.49
(0.12)

15.20
(0.30)

4.94
(0.08)

1082.84
(3.91)

30.66
(7.14)

1.23
(0.17)

1092.46
(0.10)

1.73
(0.27)

2.00
(0.24)

1098.52
(5.05)

12.93
(20.31)

0.18
(0.39)

(B) 1040.94
(0.16)

18.76
(0.36)

9.92
(0.14)

1078.12
(1.12)

36.73
(3.74)

2.59
(0.11)

1092.48
(0.20)

2.64
(0.50)

2.45
(0.37)

1099.53
(0.48)

8.12
(1.51)

1.93
(0.27)

(C) 1040.69
(0.06)

15.06
(0.15)

32.19
(0.26)

1082.81
(1.29)

30.58
(2.11)

10.01
(0.40)

1092.46
(0.03)

1.73
(0.08)

21.62
(0.82)

1098.51
(0.48)

12.95
(1.88)

5.83
(1.07)

Table 2: Amplitude ratios hTO/hTA and hTO/hNP of the NW TA and NP
lines, respectively, relative to the strongest line of the three NW lines
(the NW TO mode) for each sample.

sample hTO/hTA hTO/hNP

(A) 4.02 (0.62) 27.44 (59.90)
(B) 3.83 (0.22) 5.14 (0.79)
(C) 3.22 (0.15) 5.52 (1.06)

indicate a Ge concentration of x = 0.14 (this concentration gives

an X-point energy gap of 1099 meV in bulk SiGe) [35]. Thus

the positions in energy of the NP peak and those of the accom-

panying phonon replicas independently confirm the alloy

concentration as being x = 0.15 ± 0.01.

Conclusion
The readily-observed PL seen from the SiGe NWs indicates

they are clean (i.e., contain few growth defects and impurities)

and are electrically isolated from the substrate. They are not

strained to any significant extent and x for these samples is

confirmed from the PL to be 0.15. These NWs with their well-

controlled position, composition, and size and their efficient

luminescence exhibit relevant features that are a significant

improvement in quality over those produced by other vapor-

solid-solid growth methods and that could be useful for applica-

tions in optoelectronic nanodevices. However, their mass

production in current CMOS production lines would be

problematic.
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Abstract
In this letter, we report results of a hydrosilylation carried out on bifunctional molecules by using two different approaches, namely

through thermal treatment and photochemical treatment through UV irradiation. Previously, our group also demonstrated that in a

mixed alkyne/alcohol solution, surface coupling is biased towards the formation of Si–O–C linkages instead of Si–C linkages, thus

indirectly supporting the kinetic model of hydrogen abstraction from the Si–H surface (Khung, Y. L. et al. Chem. – Eur. J. 2014,

20, 15151–15158). To further examine the probability of this kinetic model we compare the results from reactions with bifunc-

tional alkynes carried out under thermal treatment (<130 °C) and under UV irradiation, respectively. X-ray photoelectron spec-

troscopy and contact angle measurements showed that under thermal conditions, the Si–H surface predominately reacts to form

Si–O–C bonds from ethynylbenzyl alcohol solution while the UV photochemical route ensures that the alcohol-based alkyne may

also form Si–C bonds, thus producing a monolayer of mixed linkages. The results suggested the importance of surface radicals as

well as the type of terminal group as being essential towards directing the nature of surface linkage.
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Introduction
Forming covalently-attached organic submonolayers on silicon

remains one of the challenges in surface science. In order to

gain access to the electronic properties of silicon, it is impera-

tive that the organic layer on the top surface be kept thin enough

to avoid a masking of the intrinsic properties of silicon, espe-

cially in biosensing application [1]. So far, hydrosilylation is

among the most commonly accepted techniques to graft

organics onto silicon surfaces [2-6]. It is the process during

which unsaturated carbon reacts with hydrogen-terminated

silicon (SiH) to form a stable submonolayer through covalent

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:yit.khung@unimib.it
http://dx.doi.org/10.3762%2Fbjnano.6.3


Beilstein J. Nanotechnol. 2015, 6, 19–26.

20

Si–C linkages at the surface. The reaction can typically be

mediated through catalysts or Lewis acids [3,4], through an

intermediate halogenation followed by Grignard chemistry [7],

through UV irradiation on the surface [8] or thermally driven

[9,10]. In recent years, thermal hydrosilylation has emerged as

an attractive alternative due to the lack of potentially contami-

nating catalysts as well as the low process costs. The general

consensus on the mechanism of hydrosilylation of the bulk

silicon surface proposed by Linford et al. suggests a self-propa-

gating chain mechanism that ultimately leads to densely packed

layers. It is considered to be a self-repeating three-step reaction

[11] after the initial radicalization of the silicon surface:

(1)

(2)

(3)

The conditions by which Linford et al. performed the reaction

were very stringent and regardless of variations in the experi-

mental approach in later studies by other authors, the basis of a

silyl radical reacting with unsaturated C–C bonds remained

undisputed. However, as early as 2005, Wood et al. brought to

attention that the cleavage of Si–H to form initial silyl radicals

might not be the only mode for hydrosilylation to occur [12].

Typically, the commonly accepted notion is that thermal

hydrosilylation requires temperatures above 150 °C in order to

cleave the silicon–hydrogen bond at the surface to form surface

radicals. However previous studies had shown that hydrosilyla-

tion could also proceed at a lower temperature (110 °C). Wood

et al. further suggested a reaction mechanism in which trace

oxygen is involved in the extraction of hydrogen off from the

hydrogenated silicon surface.

One question to address would be the actual reaction prefer-

ence of the Si–H surface when exposed to both an alkyne and

an alcohol at lower temperatures, i.e., whether the surface

would still undergo hydrogen abstraction in the presence of a

competing reactant. One of the classical competitor to alkynes

forming Si–C on Si–H are alcohols. They were previously

reported to react with Si–H to form stable Si–O–C linkages

[13]. To examine this point, we proposed a comparative study

between two modes of hydrosilylation (thermal and UV photo-

chemical) for a bifunctional alkyne. Alkynes were deliberately

chosen due to their higher reactivity towards hydrogen-termi-

nated silicon compared to alkenes. The main theme of this study

is to examine whether hydrogen extraction is a probable mecha-

nism for surface reaction at low temperatures. Two alkynes

were selected, namely 4-ethynyl-α,α,α-trifluorotoluene (tri-

fluoroalkyne), whose trifluoride functional group serves both as

both a surface marker (in the C 1s reaction) and as a means of

raising the surface hydrophobicity upon functionalization of the

alkyne, and 4-ethynylbenzyl alcohol (ethynylbenzyl alcohol)

whose hydroxy (OH) group may initiate a nucleophilic attack

on the Si–H surface [9] while the alkyne termination can

present itself for reaction to the same surface through hydrogen

abstraction [12,14]. The hypothesis is that, for thermal hydrosi-

lylation, at low temperature, two mechanisms may potentially

occur to form two different linkage (Si–O–C and Si–C) [12,14],

namely hydrogen abstraction through trace oxygen or a

nucleophilic attack on the silicon surface for the ethynylbenzyl

alcohol. On the other hand, if the surface is activated through

UV irradiation, both mechanisms can be deemed to be unnecce-

sary, thus facilitating the grafting reaction of the molecule

through the alkyne end, in turn, forming a stable Si-C linkage.

On the other hand, a trifluoroalkyne was also selected to

demonstrate the viability of the hydrogen abstraction model by

observing the nature of the linkage formed considering that this

molecule could only react at the alkyne end. Thus, the eventual

presence of Si–O–C and Si–C from surface analysis in our

controlled setup would give impetus towards the acceptance of

the hydrogen abstraction model for low-temperature hydrosily-

lation. The role of oxygen in the low-temperature hydrosilyla-

tion reaction can then be better understood from this experi-

mental approach.

Result and Discussion
To help understand the role of oxygen during hydrosilylation, a

direct comparison of the reactivity between both thermal and

UV-initiated hydrosilylation was made for two different alkyne

species. Trifluoroalkyne was employed to demonstrate the for-

mation of Si–C linkages through hydrogen abstraction by trace

oxygen and the level of oxygen was greatly reduced by a series

of degassing steps similar to those described by Ciampi et al.

[15]. On the other hand, ethynylbenzyl alcohol was used to

react with the surface via a nucleophilic route from the

hydrogen-terminated surface during low-temperature hydrosily-

lation. It is envisaged that at low temperatures (<150 °C), the

Si–C bonds at the surface are not cleaved to form radicals.

Thus, in order for surface grafting to form Si–C linkages, it is

necessary for the hydrogen to be abstracted from the surface via

oxygen species present in solution (Figure 1). In our deliberate

thermal setup, there is also the possibility of grafting via

Si–O–C linkages instead of the nominal Si–C linkages typi-

cally associated with thermal hydrosilylation. However, we

envisage that under UV irradiation, the surface would be pre-

activated to form silyl radicals and surface grafting could
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proceed to form both the Si–O–C and the Si–C as Hacker et al.

had previously demonstrated the viability of creating thin

Si–O–C films with saturated alcohol through UV irradiation

[13]. Such observation would further reinforce hydrogen

abstraction as a viable mechanism for low temperature hydrosi-

lylation. It is important to note that the film produced on the

silicon surface can only described as a sub-monolayer as

attaining a full surface coverage in which every silicon atom is

occupied would be technically impossible due to steric

hindrances and this has been well discussed in literature

[12,16].

Figure 1: Hypothetical reaction pathways of ethynylbenzyl alcohol and
trifluroalkyne during thermal and UV-initiated hydrosilyation.

High-resolution XPS analyses were performed on thermally

grafted as well as UV-irradiated surfaces well for both trifluoro-

alkyne and ethynylbenzyl alcohol (Figure 2). The Si 2p spectra

for thermally treated trifluoroalkyne and ethynylbenzyl alcohol

exhibited the characteristic peaks (Si 2p3/2 (99.7–99.9 eV) and

Si 2p1/2 (100.2–100.7 eV)) for elemental silicon while the broad

distribution at 103.5–104.2 eV was attributed to the various

Si–Ox species [17,18]. Interestingly, for the trifluoroalkyne

samples, the oxidation (Si–Ox) was observed to be higher for

the UV-irradiated surfaces (Figure 2b) as compared to that from

thermal hydrosilylation (Figure 2a). This could be interpreted as

a consequence of the higher concentration of surface radicals

under UV exposure that rendered the surface more susceptible

towards oxidation from residual oxygen (O2) in solution. As the

temperature of the thermal hydrosilylation setup was less than

150 °C, there were no radicals formed at the silicon surface that

was thus more stable towards oxidation during the reaction

time. XPS analysis on the ethynylbenzyl alcohol revealed that

for thermal hydrosilylation, the elemental Si peak intensities

were reduced (99.6 eV and 100.1 eV) while an intense peak at

102.1 eV was observed in turn. Considering its position, it was

unlikely to be oxide (≈103.7 eV) and previous reports had

reported this position to be a strong indicator for the Si–O–C

linkage. This is the first evidence that surface grafting of

ethynylbenzyl alcohol had occurred through the Si–O–C

linkage instead of the Si–C linkage.

Figure 2: High-resolution XPS Si 2p spectra of the surface (a) ther-
mally functionalized with trifluoroalkyne, (b) functionalized with tri-
fluoroalkyne through UV-irradiation, (c) thermally functionalized with
ethynylbenzyl alcohol and (d) functionalized with ethynylbenzyl alcohol
though UV-irradiation.

When the surface underwent UV irradiation (Figure 2d), the

level of oxidation (103.7–104.7 eV) increased significantly. The

broad peak centered at 102.5 eV was attributed to Si–O–C

[19,20]. The intensity of the elemental Si (99.8 eV and

100.3 eV) had also increased in comparison to that of the

thermal hydrosilylation samples (Figure 2c). Coincidentally,

Si–C was normally observed in the literature at 100.2–100.4 eV

[21,22] and often overlapped with the Si 2p3/2  and

Si 2p1/2 signatures. Therefore the observed increment at the

100.0–100.4 eV in conjunction with assignment at 102.5 eV
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could be taken as an indication that the UV-initiated grafting of

ethynylbenzyl alcohol yielded two linkages, Si–C and Si–O–C.

The increase in oxidation as highlighted by the broad peak at

103.7–104.7 eV may also be explained by the UV-initiated

surfaces being more susceptible towards oxidation.

To study the nucleophilic reaction that gave rise to the Si–O–C

linkage, high-resolution C 1s spectra were taken after both the

thermal and UV-initiated hydrosilylation of ethynylbenzyl

alcohol. The C 1s scan of the trifluoroalkyne would not serve

any purpose considering the end product would be a Si–C

linkage and cannot be used to examine the nucleophilic reac-

tions as mentioned. Thus, as shown in Figure 3a, upon thermal

grafting, a broad peak centering at 284.6 eV was attributed to

that of sp2 C–C (as evident from aromaticity of the ethynyl-

benzyl alcohol) as well as adventitious C–C from the exposure

of the surface to air [23-25]. Interestingly, the peak at 286.3 eV

could be attributed to the epoxy type linkage (C–O–R) as previ-

ously reported in literature [26]. In view of the possible Si–O–C

linkage at the surface, this assignment was deemed as represen-

tation of this linkage. The broad peak at 287.7 eV could be

assigned to π–π carbon satellites, possibly arising from the

aromatic stacking of the benzyl rings [27]. On the other hand,

the high-resolution C 1s spectra of the UV-initiated functional-

ization with ethynylbenzyl alcohol yielded several peaks

suggesting the presence of both Si–C and Si–O–C. While the

peaks at 284.2 eV and 285.3 eV could be attributed to sp2 C–C

and adventitious C–C, the most important peak assignment

belongs to the signal centered at 282.6 eV [23,28,29], which

gave the strongest evidence for Si–C linkages [30]. On the other

hand, the peak at 286.3 eV proposed the presence of Si–O–C

linkages on the same surface. Nonetheless, the Si 2p spectra

suggested that under UV irradiation of ethynylbenzyl alcohol,

due to the reactivity of the surface, an OH-terminated alkyne

might react from both ends to the surface. Furthermore, by

measuring the area under the peaks after a Shirley background

subtraction and an automatically assigned Gaussian–Lorentzian

fit with the XPS peaks software for both Si–O–C and the Si–C

peaks, we found that the surface had been decorated at a

Si–O–C (286.3) ratio of 2:1 relative to Si–C (282.6 eV). Hence,

only a third of the surface had been functionalized through Si–C

linkages.

High-resolution O1s spectra also helped to explain further the

nature of the oxide on the surface, whether the oxide was

inherent to the silicon surface or whether the oxide is bound to

carbon or silicon as in the Si–O–C linkage. As shown in

Figure 4a, on the thermally functionalized surface for the

ethynylbenzyl alcohol, the main O 1s peak was observed

centered at 531.9 eV. The main peak of the UV-functionalized

surface (Figure 4b) was positioned at 532.4 eV. This peak can

Figure 3: High-resolution XPS C 1s spectra of surfaces (a) thermally
functionalized with ethynylbenzyl alcohol and (b) functionalized with
ethynylbenzyl alcohol through UV initiation.

easily be assigned to the characteristic C–OH bond [31-33] of

the hydroxy end groups of the ethynylbenzyl alcohol molecules

that were linked to the surface through the alkyne end. The

upshift of 0.4 eV for the main O 1s peaks between the two

different reactions suggested that the OH-group of the ethynyl-

benzyl alcohol has different environments with respect to the

surface. During thermal hydrosilylation, the lower binding

energy can only suggest that OH had been cleaved to form a

linkage to the surface as previously reported by Shao et al. [34].

Although in both of the mentioned linkages (Si–O–C and

C–OH) in this paper, the carbon atoms are technically

sp3 hybridized. Yet, the environment of the bond is considered

to be very different. Compared to the exposed C–OH group of

the ethynylbenzyl alcohol molecule bound to the surface

through the alkyne group, an oxygen atom in the Si–O–C

linkage would experience a difference in electronegativity

(silicon is marginally less electronegative compared to

hydrogen). The arrangement of an oxygen atom sandwiched

between a silicon and a carbon atom would result in an increase

in overall electrostatic repulsion and this will subsequently

decrease the bonding energy, as was reported previously in

literature [35]. From the O 1s spectra, we were able to observe

this reduction in binding energy of O 1s in the thermal hydrosi-

lylation samples and thus concluded that the predominant

oxygen species in these samples had been associated with the

Si–O–C linkage while those produced from UV-initiated

hydrosilylation were C–OH. The secondary peak for the

thermal hydrosilylation (Figure 4a) at 533.3 eV was indicative

of SiO2 from oxidation [36] while the secondary peak for the

UV-initiated hydrosilylation (Figure 4b) was centered at

534.3 eV, which was nominally linked to absorbed water on the

surface [37]. What was interesting was that despite the wide

FWHM for both samples (2.81 for thermal hydrosilylation and

2.07 for UV-irradiated surfaces), the absorbance of the water

peak was only observable for the UV-irradiated surfaces.

Considering that the exposed end groups on the surface of the

UV-irradiated samples were C–OH, the reason for the

absorbance of water is considered to be a more hydrophilic

surface.
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Table 1: Sessile droplet contact angle measurements of the two surfaces hydrosilylated with the two alkynes. The atomic concentration (atom %)
from XPS survey spectra is also as listed below for the two different reaction mechanisms.

contact angle

thermal hydrosilylation UV-inititated hydrosilylation

(84.0 ± 1.5)° (83.5 ± 0.5)°

(89.6 ± 3.0)° (67.4 ± 4.1)°

atomic concentration (atom %) after thermal hydrosilylation

C 1s Si 2p O 1s F 1s

14.63 66.18 15.21 3.97

68.32 15.40 16.19 —

atomic concentration (atom %) after UV-initiated hydrosilylation

C 1s Si 2p O 1s F 1s

14.21 50.39 32.18 3.22

19.13 34.72 48.15 —

Figure 4: High-resolution XPS O 1s spectra of surfaces (a) thermally
functionalized with ethynylbenzyl alcohol and (b) functionalized with
ethynylbenzyl alcohol through UV irradiation.

To further examine the nature of the grafting, contact angle

(CA) measurements were performed and the results were are

shown in Table 1. The values for the trifluoroalkyne, both after

thermal and UV-initiated hydrosilylation, were very similar,

namely (84.0 ± 1.5)° and (83.5 ± 0.5)° (Table 1). But this was

not the case for the ethynylbenzyl alcohol. After the thermal

hydrosilylation, the CA value was 89.6 ± 3.0°, higher than for

the CF3-terminated trifluoroalkyne. One would imagine that the

trifluoroalkyne would exhibit a higher hydrophobicity due to its

fluoro-group termination while the higher values observed for

the ethynylbenzyl alcohol could only be explained by the for-

mation of Si–O–C bonds, with the free alkyne group exposed

from the surface. On the other hand, upon UV irradiation of the

surface, the CA values for the ethynylbenzyl alcohol were

clearly reduced to (67.4 ± 4.1)°. Together with the XPS C 1s

and O 1s high-resolution spectra obtained on these surfaces, the

only sensible explanation for this was that both Si–O–C and

Si–C linkages were formed on the surface, thus creating a

patchy surface with an intimate mixture of moieties exposing

hydroxy or alkyne groups. This would certainly reduce the

surface wettability as reported in previous reports on heteroge-

neous monolayer-like assemblies on surfaces [38,39]. What was

also interesting was that the atomic concentration, listed in

Table 1, had revealed that the level of oxidation (O 1s) was

significantly higher at UV-irradiated surfaces for trifluoro-

alkyne compared to the thermally treated surfaces and one

possible explanation was that the UV-initiated hydrosilylation

was carried out at room temperature while thermally treated

surfaces were performed at 130 °C which would likely exclude
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water from the reaction system. This may allow for more exten-

sively oxidation to occur since the radicalized surface was

highly susceptible to oxidation. The O 1s spectra from the

ethynylbenzyl alcohol had been already discussed in the

previous section with C–O contributing to the high percentage

of oxygen observed.

Conclusion
From the XPS analysis and the contact angle measurements,

several conclusions can be drawn from this study. Firstly, the

efficacy of the low-temperature thermal hydrosilylation was

heavily dependent on the presence of oxygen species. In the

absence of oxygen carrying organics, it was possible that tri-

fluoroalkyne was grafted through Si–C linkages because of

trace amounts of oxygen. Despite the thorough degassing

method used, it was not possible to remove all oxygen in a non-

vacuum environment. Secondly, it was noticed that the UV-ir-

radiation had created a highly reactive surface that was reacted

with both OH-terminations and alkyne-terminations of the

molecules. In the thermal setup for the ethynylbenzyl alcohol, a

strong predominance of Si–O–C was observed. This suggested

that the role of hydrogen abstraction from the surface through

residual oxygen in the thermal setup is minimal as the absence

of Si–C bonds from XPS also indicated that the reaction only

yielded Si–O–C linkages despite the long reaction time of 18 h.

The results reported here shed light on the issues related to OH

reactivity at low temperatures as well as on the indiscriminate

reactivity of the Si radicals formed at the surface. This informa-

tion is important with regard to the hydrosilylation of OH

bearing species to a silicon surface.

Experimental
Materials
Silicon wafers (111), were boron-doped (resistivity of

0.01–0.018 Ω·cm) and were used in this experiment. Sulfuric

acid (Aldrich) and hydrogen peroxide (BDH Prolabo) were of

semiconductor grade. 4-ethynylbenzyl alcohol and 4-ethynyl-

α,α,α-trifluorotoluene were purchased from Sigma-Aldrich. All

other chemicals, unless stated otherwise were used as received

without further purification.

Thermal reaction protocol
Similar to the methodology as described by Ciampi et al [15],

silicon wafers approximately 20 × 20 mm2 were cleaned for

30 min in hot Piranha solution (95 °C, hydrogen peroxide

(33%)/conc. sulfuric acid, 1:3 (v/v)). The samples were then

submerged in a solution of 2.5% hydrofluoric acid for 1.5 min.

Subsequently, the samples were placed to a degassed (through a

minimum of 20 freeze-pump-thaw cycles) solution of

4-ethynyl-α,α,α-trifluorotoluene (0.3 M in mesitylene). The

sample was kept under a stream of nitrogen while the reaction

vessel was immersed in an oil bath set to 130 °C for 18 h. After

the reaction, the flask was carefully opened and the functional-

ized surface samples were exposed to the atmosphere and

subsequently rinsed and sonicated in copious amounts of chlo-

roform, ethyl acetate, and then ethanol before being analyzed.

For the 4-ethynylbenzyl alcohol-based layer, the silicon surface

was also functionalized in similar fashion and with the same

molar concentrations. The functionalized surface samples were

rinsed consecutively with copious amounts of chloroform, ethyl

acetate, and then ethanol before being analyzed.

UV-initiated hydrosilylation
Silicon wafers were pre-prepared in similar fashion to that in

the thermal hydrosilylation protocol. Subsequently, the surfaces

were transferred, taking care to completely exclude air from in

the reaction vessel (a custom-made fused silica flask), to a

degassed (through a minimum of 20 freeze-pump-thaw cycles)

sample of 4-ethynyl-α,α,α-trifluorotoluene (0.3 M in mesity-

lene). The surface was irradiated with 254 nm (4.88 eV) UV

radiation was provided by a commercial 6 W Hg tube. Any

shorter wavelength component from the lamp (typically the

185 nm line) was filtered out by using a coloured glass filter

with a transmittance of lower than 1% outside the 220–400 nm

band. The choice of custom-made quartz Schlenk flask made of

fused silica ensures a very high transmittance of the 254 nm

light to the sample, up to 90%.

The experimental setup is arranged with the UV lamp held in

vertical position with an adjustable distance from the reaction

vessel, so that the UV light impinges perpendicularly to the

sample surface and the power density can be easily varied.

Vessel and lamp are enclosed in a dark box so that no light

other than that from the UV lamp can reach the sample.

A calibration of the light intensity was performed by using a

large area calibrated silicon photodiode from Hamamatsu

photonics, showing that the experimental setup is capable to

deliver 254 nm UV light intensities from 1.2 mW/cm2 down to

100 μW/cm2 (lower values can be easily obtained by inserting

other filters). The lamp-to-sample distance was adjusted in

order to have a power density of 700 μW/cm2. The surfaces

were exposed to the UV irradiation for 2 h, then rinsed consecu-

tively with copious amounts of chloroform, ethyl acetate, and

then ethanol before being analyzed.

Contact angle measurements
The water contact angle (CA) values were acquired on a Data-

physics OCA-20 goniometer setup at room temperature in

ambient atmosphere. This instrument consists of a CCD video

camera with a resolution of 768 × 576 pixels that can take up to
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50 images per second. For each sessile droplet measurement

three separate 5 μL droplets were dispensed onto the selected

sample and the drop images were recorded. All drop images

were then processed by an image analyzer that calculated both

the left and right contact angles from the droplet shape with an

accuracy of ±0.1°.

X-ray photoelectron spectroscopy (XPS)
The XPS wide scan spectra were acquired by using an AXIS

Ultra DLD, Kratos, equipped with an Al Kα X-ray source

(1486.6 eV) at 10 mA, 15 kV, analyzing a 300 × 700 µm area

under ultra-high vaccum (3.9·10−9 Torr). Analyses were

performed in the hybrid lens mode with the slot aperture and the

pass energy of the hemispherical analyzer set to 100 eV for the

survey scan. High-resolution spectra were obtained for the C 1s,

F 1s, Si 2p and O 1s energies for all samples. The spectra were

subsequently analyzed by using the built-in Kratos Vision 1.5

software.
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Abstract
Non-stoichiometric ceria nanoparticles (NPs) were obtained by a gas aggregation source with a magnetron and were mass-selected

with a quadrupole mass filter. By varying magnetron power, Ar gas flow, and the length of the aggregation tube, NPs with an

average diameter of 6, 9, and 14 nm were synthesized and deposited onto a substrate, thus obtaining NP films. The morphology of

the films was studied with scanning electron microscopy, while high resolution transmission electron microscopy was used to gain

a deeper insight into the atomic structure of individual NPs. By using X-ray photoelectron spectroscopy we analyzed the degree of

reduction of the NPs of different diameters, before and after thermal treatments in vacuum (reduction cycle) and in O2 atmosphere

(oxidation cycle) at different temperatures. From this analysis we inferred that the size is an important parameter only at intermedi-

ate temperatures. As a comparison, we evaluated the reducibility of an ultra-thin ceria film with the same surface to volume ratio as

the 9 nm diameter NPs film, observing that NPs are more reducible than the ceria film.

60

Introduction
The main property of cerium oxide that attracts scientific atten-

tion is its ability to store and release oxygen depending on the

ambient conditions [1]. In particular, ceria in the form of

nanoparticles (NPs) is important in industrial catalysis [2] and

in biomedical applications to prevent the oxidation of human

cells [3]. Doped cerium oxide films are also promising candi-

dates as electrolytes in solid oxide fuel cells [4].

A lot of studies have been performed on ceria NPs while

varying their diameter: NPs with diameter less than 5 nm have

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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larger oxygen storage capacity than the ones with higher diam-

eter; this is related to the larger surface area exposed by the

smaller NPs [5].

It is well known that in CeO2−x NPs the lattice parameter

increases when the particle size is decreased. Tsunekawa et al.

[6], analyzing NPs with diameter between 2 nm and 4 nm,

suggested that the reduction of the Ce ion charge from 4+ to 3+

leads to an increase of the lattice parameter because of the

decrease in the electrostatic force. With the assumption that the

increase of the lattice parameter is also due to a higher concen-

tration of oxygen vacancies, Tsunekawa results are complemen-

tary with the ones of Zhou et al. [7], obtained for NP diameters

between 4 and 60 nm. These results led to the conclusion that

the lattice parameter increase is related to the formation of

oxygen vacancies and Ce3+ ions.

Following this approach, Deshpande et al. [8] correlated the

lattice parameter expansion with the concentration of Ce3+ ions

(measured by X-ray photoelectron spectroscopy, XPS),

ascribing it to the higher ionic radius of Ce3+, compared to the

Ce4+, and to the introduction of oxygen vacancies, which in

turn induces a distortion of the local symmetry. In the last years

a ‘Madelung model’ has been proposed to describe the prop-

erties of ionic crystals as a function of their surface to volume

ratio. Here, the balance between long range Coulomb attractive

and short range repulsive interactions is broken, leading to an

effective negative pressure and thus to an increase of the lattice

parameter [9]. Actually, a proper combination of all these

factors, namely the increase of concentration of Ce3+ ions,

oxygen vacancies and Madelung pressure, can explain the

observed phenomena.

It is not yet clear if the presence of Ce3+ ions is an intrinsic

characteristic of the NP [10] or if it is related to the synthesis

procedure. Paun et al. [11] synthesized ceria NPs with different

diameters and identical polyhedral shapes, by means of

different chemical synthesis procedures. The concentration of

Ce3+ ions was found to be quite different even for NPs with the

same diameter, showing that the presence of Ce3+ ions is also

related to the synthesis procedure and not only to the particle

size.

Few works have been performed with NPs synthetized by

magnetron sputtering, the technique used in this study. Tschöpe

et al. [12] studied ceria NPs realized by magnetron sputtering

from pure and mixed metal target and inert gas condensation,

observing the high non-stoichiometry of these systems due to

the particular synthesis method. The non-stoichiometry is due to

the presence of Ce3+ ions. Non-stoichiometric NPs grown in

this way exhibit a higher catalytic activity than stoichiometric

material, mainly because of surface defects and chemisorbed

oxygen [13,14]. A new interpretation for the redox activity of

CeO2−x NPs has been recently proposed, based on the increase

of electron density in delocalized mixed cerium and oxygen

orbitals, rather than on localized surface reduction of Ce4+ to

Ce3+ ionic species [15].

In this work we present the results of the study of CeO2−x NPs

produced by combining magnetron sputtering with a gas aggre-

gation source. We investigated NPs reducibility as a function of

their diameter (ranging from 6 to 14 nm) under reduction and

oxidation conditions, and in comparison with a ultra-thin ceria

film of the same surface to volume ratio as the 9 nm diameter

NPs film. The NPs have been characterized with regard to

morphology and structure by scanning electron microscopy

(SEM) and high resolution transmission electron microscopy

(HRTEM). The thermal stability of the NPs was investigated by

XPS. The aim of this work is to investigate the fundamental

relationship between NPs chemical and physical properties, in

order to improve the understanding of the basic processes,

which are fundamental for the ceria NPs applications.

Experimental
The ceria NPs were synthesized at the SESAMo Laboratory

[16-18], with an experimental system composed of three inter-

connected vacuum chambers (schematic view in Figure 1); the

deposition chamber (C) is connected on one side to the NPs

source chamber (A), equipped also with a quadrupole mass

filter (B), and on the other side to the XPS chamber (D) for in

situ chemical characterization. Ceria NPs were obtained by DC

magnetron sputtering and inert gas (Ar) aggregation method,

from a pure Ce target (99.9%).

Figure 1: Sketch of the experimental set up: the NPs are created by
the NC200 source (A), they are mass selected by the QMF (B) and
they are deposited on the substrate in the deposition chamber (C). The
chemical characterization is performed in situ in the XPS chamber (D).
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Most of the clusters were charged, so that they could be mass

selected by the quadrupole mass filter (QMF). The NP beam

reached the deposition chamber, where a NP film was grown on

a Si/SiOx substrate. Depositions were carried out in oxygen

atmosphere (pO2 = 5·10−6 mbar) and post-oxidation for 30 min

(pO2 = 4·10−5 mbar), to fully oxidize the NPs. The nominal film

thickness was fixed to 10 nm (the evaporation rate was

measured by a quartz microbalance in the deposition chamber)

for all samples described in this work. The amount values of

deposited NPs are given in terms of nominal thickness of an

equivalent continuous film with the same density as CeO2. By

changing the length of the aggregation tube, the electrical power

applied to the target and the Ar gas flux, we obtained NPs with

different average lateral sizes: 6, 9 and 14 nm.

In particular the magnetron discharge power (P), Ar flux (f) and

aggregation length conditions (l) used were: 1) 6 nm NPs:

P = 67 W, f = 10 sccm, l = 50 mm; 2) 9 nm NPs: P = 30 W,

f = 40 sccm; l = 50 mm; 3) 14 nm NPs: P = 99 W, f = 56 sccm,

l = 150 mm. The NPs diameter is controlled by the QMF

monitor during the deposition, in fact it is possible to check the

NPs diameter distribution scanning the quadrupole voltage

whilst monitoring the NPs beam ion current. We also check the

diameter distribution by ex situ SEM measurements, with a dual

beam system (FEI Strata DB235M), in order to perform a statis-

tical analysis and to have information on the mean diameter

value and the full width at half maximum (FWHM) of the size

distribution.

After deposition the samples were analyzed with in situ XPS,

by using a twin anode X-ray source (XR50, Specs), generating

Al Kα photons and a hemispherical electron analyzer (Phoibos

150, Specs). The reduction and oxidation cycles were

performed in a different UHV apparatus, described in the

second part of this section. After transferring the sample to the

second apparatus the Ce3+ concentration in the NPs slightly

increased from its original value measured immediately after

growth, because of air exposure (almost 4% for all samples).

We do not expect this modification to affect the oxygen trans-

port in the NPs. For the reduction process the samples were

heated in UHV at T = 520 K, T = 770 K and T = 1020 K for

30 min; for the oxidation process the samples were heated at

T = 1020 K in O2 (p = 10−7 mbar) for 30 min. To estimate the

contribution to the XPS spectra due to Ce3+ and Ce4+ ions we

performed a fit with a linear combination of the Ce3+ and Ce4+

reference spectra, and by using the fitting equation

(1)

From the fit we evaluated the parameter a, which represents an

estimate of the Ce3+ concentration. The error was estimated

through the fitting procedure.

The Ce3+ and Ce4+ reference spectra were obtained from NP

films treated with the following procedures:

To obtain the Ce4+ reference sample the deposited NPs were

oxidized during their growth, injecting oxygen in the aggrega-

tion chamber (A region in Figure 1). The obtained NPs had an

average lateral size <d> = 9 nm. A post-annealing at 1020 K in

a rich oxygen atmosphere (10−7 mbar) was also performed. The

reference spectrum for the reduced component I(Ce3+) was

obtained from a film of NPs with <d> = 9 nm grown under high

vacuum conditions, without the presence of oxygen. The ’as

deposited’ sample was then annealed at T = 1020 K in UHV.

HRTEM experiments were performed by using a JEOL JEM-

2200FS instrument working at 200 keV and equipped with a

Schottky emitter. The instrument has an objective lens spher-

ical aberration coefficient of 0.5 mm, providing a point-to-point

resolution of 0.19 nm. The images were subsequently elabo-

rated by using the STEM_CELL software [19]. Concerning the

ultra-thin films we evaluated the morphology with in situ STM

measurements by using an OMICRON room temperature SPM.

The STM images have been processed by using the Image SXM

software [20].

A second UHV apparatus was used to grow both epitaxial and

non-epitaxial cerium oxide ultrathin films for comparison. The

system is equipped with facilities for substrate preparation, film

growth, in situ XPS, and scanning tunnelling microscopy

(STM) analysis. The substrate used for film growth was a

Pt(111) single crystal prepared by repeated cycles of sputtering

(1 keV, 1 μA) and annealing (1040 K).

A 2 ML cerium oxide epitaxial film with the same surface-to-

volume ratio of the NPs with 9 nm diameter (S/V = 0.6 nm−1),

was grown with the procedures described in [21], i.e., reactive

Ce electron-beam deposition in pO2 = 1·10−7 mbar at room

temperature and post-growth annealing at T = 1040 K under the

same O2 partial pressure. A non-epitaxial cerium oxide film

grown on Pt(111) with nominal thickness t = 2 ML, was

obtained with the same procedures as the epitaxial film, without

the post-growth annealing in O2, and it was studied for further

comparison.

Reducing thermal treatments were performed by using an elec-

tron bombardment heater. The samples were heated in UHV to

the desired temperature, kept at that temperature for 30 min, and

cooled to room temperature, following [22]. The oxidizing
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Figure 2: SEM images of NPs films: NPs diameter 6 nm (a), NPs diameter 9 nm (lateral size distribution in the inset) (b) and NPs diameter 14 nm (c).
STM images of the non-epitaxial (d) and epitaxial (e) ultra-thin ceria films acquired at 1.5 V and 0.04 nA.

thermal treatments were performed under an oxygen partial

pressure of pO2 = 1·10−7 mbar. XPS measurements were

performed using an Al Kα X-ray source and a hemispherical

electron analyzer. The STM was operated at room temperature

in constant current mode, by using electrochemically etched

tungsten tips, degassed by thermal treatments and sputtered by

ion bombardment before the measurements.

Results and Discussion
Figure 2 shows SEM images of NPs with different size values,

and STM images of the epitaxial and non-epitaxial film. The

9 nm NPs (Figure 2b) are clearly visible and well dispersed, and

it was possible to obtain the lateral size distribution shown in

Figure 2b. The size distribution was obtained by measuring the

area of 125 different NPs from SEM images and by evaluating

the corresponding diameters, which range between 8.5 nm and

10.5 nm. By fitting the diameter histogram with a lognormal

distribution we estimated the mean diameter value to be

<d> = 9.19 nm (FWHM = 0.65 nm). Concerning the 6 nm and

the 14 nm samples, the size has been evaluated from

25 different NPs in different areas. These images show that the

density of NPs in the samples is clearly decreasing with

increasing the NPs diameter. This is because for every sample

we deposited an amount of NPs in order to have the same

nominal film thickness of 10 nm. In Figure 2d a STM image of

the non-epitaxial film is shown; the substrate is completely

covered with a disordered film with a structured surface

Figure 3: STEM (a) and HRTEM (b) images of ceria NPs corres-
ponding to the sample with average diameter of 9 nm, the inset in (b)
shows the FFT of the selected area with indicated the corresponding
planes.

showing grains of a few nanometers in lateral size and a few

angstroms in average height. After annealing the film up to

T = 1040 K in O2 we obtained an epitaxial ceria thin film as

shown in Figure 2e, in which the islands have atomically flat

surfaces. In this case 45% of the Pt(111) substrate is covered

and the islands have a mean height of 0.6 nm and a lateral size

of 20–30 nm.

To gain a deeper insight into the atomic structure of the NPs,

STEM and HR TEM measurements have been performed on

9 nm NPs deposited on a Lacey support grid, as shown in

Figure 3a and Figure 3b respectively. Ce lattice fringes are also

clearly visible. The NPs on the sample exhibit single crystalline
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structure (cubic CeO2, space group 225, Fm−3m), exposing

frequently {111}, {220} and {100} facets, as evidenced in

Figure 3a and Figure 3b. The (111) surface is indeed the most

stable for cerium dioxide [1] and the (220) has the next lowest

surface energy; at variance, the (100) surface is not as stable as

the (111), but it is the most frequently exposed plane in ceria

NPs after the (111) [23] probably because of the low dimen-

sionality effects.

In Figure 4a a typical Ce 3d XPS spectrum of non-stoichio-

metric ceria NPs, with <d> = 6 nm, after annealing in O2 at

T = 1020 K, is shown. In the spectrum it is possible to observe

features from both Ce3+ and Ce4+ ionic species, as already

observed for ceria NPs. In fact a core–shell model was proposed

[24,25] for the oxidation state of the CeO2−x NPs, which

assumes that the core of the nanoparticle is composed of CeO2

while the shell is composed of one layer of Ce2O3. This model

well agrees with the observation in NPs with different size and

shape for every synthesis procedures.

Figure 4: (a) Ce 3d XPS spectra and corresponding fit of the 9 nm
sample acquired at 40 W, in the bottom region Ce3+ and Ce4+ XPS
spectra, respectively, measured on NPs grown without oxygen in the
system and then annealed in UHV at 1020 K, and on NPs oxidized
directly in the aggregation chamber and then annealed in O2 at
1020 K; (b) Ce3+ concentration at different X-ray power acquired on
the sample at the beginning of the acquisition for each X-ray power,
t = 0 min, (red circle) and after 30 min (red star) of X-ray exposure,
t = 30 min.

In the same figure the Ce 3d Ce3+ and Ce4+ reference spectra

are also shown. It can be observed that Ce3+ reference spec-

trum shows a minor trace of Ce4+ related feature: in fact the

peak present at binding energy value BE = 915 eV (see

Figure 4a bottom panel red curve) is related with Ce4+ ions

contribution. Because of the presence of this small peak, it was

not possible to obtain an absolute value of the Ce3+ concentra-

tion, but the variation in the amount of Ce3+ ions as a function

of size and annealing temperature could be monitored. It is also

important to observe that UHV conditions and exposure to

X-ray can reduce the samples, and thus Ce3+ concentration from

XPS analysis can be overestimated [26]. The fitting curve

obtained by using Equation 1 is also shown in the same figure;

it can be observed that it is in good agreement with the experi-

mental data.

As mentioned before CeO2−x NPs can be reduced under X-ray

irradiation [26]. We performed an XPS analysis of the 9 nm

sample while increasing the X-ray power and observed a

progressive reduction of the NPs, and we evaluated the change

of the concentration of the Ce3+ ions by performing the previ-

ously described fitting procedure. For each acquisition, the

sample was kept under the flux for 30 min, and the Ce 3d spec-

trum was acquired at the beginning and at the end of each expo-

sure for every value of the X-ray source operating power, in

order to detect if the longer exposure affected the oxidation

state. Fit results are shown in Figure 4b. Five different power

values have been used: 40 W, 100 W, 150 W, 200 W, 270 W,

the last one being the one that was used conventionally to

perform XPS analysis. It is possible to observe that for low

X-ray power contribution to the spectra coming from Ce3+ ions

is very small (a = 8%, Table 1), and that it increases with the

X-ray power; in particular for 270 W a value a = 30% was

obtained. This reduction under UHV conditions and X-ray

exposure at increasing power was not observed for the epitaxial

film. In spite of the difficulties in obtaining absolute values of

the concentration of Ce3+, it was possible to monitor the behav-

ior of NPs in reduction and oxidation conditions.

Table 1: Ce3+ XPS intensity resulting from the fitting of the XPS
spectra acquired at different X-ray power after different irradiation
times.

power (W) Ce3+ XPS intensity (%)
t = 0 min t = 30 min

40 8.24 ± 1.59 14 ± 1.59
100 17.14 ± 1.59 20.09 ± 1.59
150 21.81 ± 1.32 23.93 ± 1.32
200 25.83 ± 1.39 28.05 ± 1.39
270 28.73 ± 1.39 30.48 ± 1.39

In Figure 5a, Ce 3d spectra for a complete reduction and oxi-

dation cycle are shown. One can observe that the Ce3+-related

features become more evident at increasing annealing tempera-

tures. Performing the previously described fitting procedure, we

monitored the intensity of the Ce3+ component in the XPS data

as a function of the annealing temperature for all samples. Fit
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Table 2: Ce3+ XPS intensity resulting from the fitting of the XPS spectra acquired at different annealing temperatures for NPs with different size and
ultra-thin films under reduction and oxidation conditions.

annealing
temperature (K)

Ce3+ XPS intensity (%)
6 nm 9 nm 14 nm epitaxial film non-epitaxial film

RT (UHV) 29.49 ± 5.87 21.84 ± 3.80 16.6 ± 3.35 7.57 ± 0.80 17.90 ± 4.33
520 (UHV) 44.82 ± 6.89 37.16 ± 6.12 29.57 ± 3.78 10.07 ± 1.23 32.47 ± 3.91
770 (UHV) 70.13 ± 5.43 72.89 ± 7.60 53.86 ± 4.17 15.64 ± 1.23 43.70 ± 5.21
1020 (UHV) 91.97 ± 5.12 89.95 ± 7.60 86.62 ± 5.35 27.37 ± 1.23 54.36 ± 4.62
1020 (O2) 11.31 ± 0.23 0 ± 0.25 2.87 ± 0.40

Figure 5: (a) Ce 3d XPS spectra for a complete reduction (black
curves) and oxidation (red curve) cycle. (b) Intensity of the Ce3+

component at different annealing temperature and after re-oxidation on
NPs of diameter of 6 nm (pink dots), 9 nm (orange dots), and 14 nm
(blue dots), and (c) on the ultra-thin epitaxial (green dots) and non-
epitaxial (violet dots) ceria film.

results are reported in Table 2, and they are plotted in Figure 5b

for the NPs and in Figure 5c for the ultra-thin films.

The intensity of the Ce3+ component strongly depends on the

NP size at room temperature (RT) and after thermal treatments

at temperatures up to 770 K: NPs with average sizes of

<d> = 6 nm and <d> = 14 nm present, respectively, the highest

and lowest values of Ce3+ intensity, corresponding to the

highest and lowest Ce3+ concentration, while 9 nm NPs with

<d> = 9 nm exhibit an intermediate value. The reason for this

behavior can be ascribed to the strong difference in the surface

to volume ratio and to the oxygen vacancy energy formation

[27]. After a thermal treatment at 1020 K, these differences in

the Ce3+ component intensities are less significant; in agree-

ment with the results reported in [27], the oxygen vacancy for-

mation energy is related with NPs size, in particular it decreases

with increasing the NPs size. It seems that the dimensionality

Figure 6: STM images of a cerium oxide ultrathin film on Pt(111) (a)
as grown, acquired at 2.0 V and 0.03 nA, and (b) after annealing in
UHV at 1020 K, acquired at 2.5 V and 0.03 nA.

has a strong contribution up to T = 770 K while at T = 1020 K

the Ce3+ concentration is not related to the size.

In contrast, XPS from epitaxial film shows a very small concen-

tration of Ce3+ ions already at RT, which increases with thermal

treatments in vacuum. Moreover, the maximum value obtained

for the intensity of Ce3+ component after thermal treatment at

T = 1020 K is significantly lower with respect to the other

samples (NPs and non-epitaxial film). Since the film has been

chosen to have a comparable surface to volume ratio as the

9 nm NP, the lower degree of reduction is possibly due to the

fact that the film exposes mainly (111) surfaces, which are the

most stable ones. The non-epitaxial film instead shows a behav-

ior closer to the NPs for thermal treatments up to T = 520 K,

while for higher temperatures the Ce3+ concentration is lower

than in the NPs. This significant difference can be ascribed to

structural and morphological changes occurring in the non-

epitaxial film at increasing temperature, as shown in Figure 6 in

which STM images of the non-epitaxial film before and after

the reduction cycle are reported. It is possible to observe that

the as-grown film (Figure 6a) completely covers the substrate as

a granular ultra-thin film (as in Figure 2d). After annealing in

UHV at 1020 K it is possible to observe that the film becomes

non-continuous with the formation of single quasi-hexagonal
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islands that cover almost 40% of the Pt(111) surface. So,

because of the UHV annealing, the previously disordered ultra-

thin film arranges in an ordered one exposing mainly the (111)

surface, in analogy with previous studies investigating the

changes of morphology after annealing the granular films in O2

[21].

Conclusion
Non-stoichiometric ceria NPs have been synthetized through

magnetron sputtering with a gas aggregation source. With a

quadrupole filter NPs have been mass-selected obtaining a

narrow size distribution, and three different lateral sizes have

been selected. The morphology and stoichiometry of the NPs

have been investigated and it was demonstrated that the concen-

tration of Ce3+ ions decreases as a function of particle size for

this kind of synthesis method. We investigated in detail how the

combination of X-ray power, exposure and UHV conditions

influence the oxidation state of the NPs and observed a partial

reduction of the NPs. The variation of the Ce3+ concentration

with thermal treatments was monitored with XPS, performing

an analysis of the line shape of the Ce 3d spectrum. The oxi-

dation state stability after thermal treatments in vacuum and in

oxygen atmosphere has been studied for different particle sizes,

and it has been compared with the epitaxial and non-epitaxial

films. In this way the easier oxygen release in NPs synthetized

by sputtering technique with respect to the films has been

demonstrated. Such reducibility could affect the catalytic prop-

erties of ceria NPs.

Acknowledgements
The authors thank G. C. Gazzadi and C. Menozzi for the SEM

measurements. The work has been financially supported by the

Italian Ministry of Education, Universities and Research

through the FIRB Project RBAP115AYN “Oxides at the

nanoscale: multifunctionality and applications”, by the COST

Action CM1104 “Reducible oxide chemistry, structure and

functions”, and by a grant from the University of Modena and

Reggio Emilia entitled “The role of cerium oxidation state in

bioactive glasses used as biomaterials of 3rd generation”.

References
1. Trovarelli, A.; Fornasiero, P. Catalysis by Ceria and Related Materials;

Imperial College Press: London, 2012.
2. Sayle, T. X. T.; Parker, S. C.; Sayle, D. C. Phys. Chem. Chem. Phys.

2005, 7, 2936–2941. doi:10.1039/b506359k
3. Pirmohamed, T.; Dowding, J. M.; Singh, S.; Wasserman, B.;

Heckert, E.; Karakoti, A. S.; King, J. E. S.; Seal, S.; Self, W. T.
Chem. Commun. 2010, 46, 2736–2738. doi:10.1039/b922024k

4. Steele, B. C. H.; Heinzel, A. Nature 2001, 414, 345–352.
doi:10.1038/35104620

5. Imagawa, H.; Suda, A.; Yamamura, K.; Sun, S. J. Phys. Chem. C
2011, 115, 1740–1745. doi:10.1021/jp109878j

6. Tsunekawa, S.; Ishikawa, K.; Li, Z.-Q.; Kawazoe, Y.; Kasuya, A.
Phys. Rev. Lett. 2000, 85, 3440. doi:10.1103/PhysRevLett.85.3440

7. Zhou, X.-D.; Huebner, W. Appl. Phys. Lett. 2001, 79, 3512.
doi:10.1063/1.1419235

8. Deshpande, S.; Patil, S.; VNT Kuchibhatla, S.; Seal, S.
Appl. Phys. Lett. 2005, 87, 133113. doi:10.1063/1.2061873

9. Perebeinos, V.; Chan, S.-W.; Zhang, F. Solid State Commun. 2002,
123, 295–297. doi:10.1016/S0038-1098(02)00266-1

10. Dutta, P.; Seehra, M. S.; Shi, Y.; Eyring, E. M.; Ernst, R. D.
Chem. Mater. 2006, 18, 5144–5146. doi:10.1021/cm061580n

11. Paun, C.; Safonova, O. V.; Szlachetko, J.; Abdala, P. M.;
Nachtegaal, M.; Sa, J.; Kleymenov, E.; Cervellino, A.; Krumeich, F.;
van Bokhoven, J. A. J. Phys. Chem. C 2012, 116, 7312–7317.
doi:10.1021/jp300342b

12. Tschöpe, A.; Ying, J. Y. Nanostruct. Mater. 1994, 4, 617–619.
doi:10.1016/0965-9773(94)90071-X

13. Tschöpe, A.; Liu, W.; Flytzanistepahanopoulos, M.; Ying, J. Y. J. Catal.
1995, 157, 42–50. doi:10.1006/jcat.1995.1266

14. Tschöpe, A.; Schaadt, D.; Birringer, R.; Ying, J. Y. Nanostruct. Mater.
1997, 9, 423–432. doi:10.1016/S0965-9773(97)00095-0

15. Cafun, J.-D.; Kvashnina, K. O.; Casals, E.; Puntes, V. F.; Glatzel, P.
ACS Nano 2013, 7, 10726–10732. doi:10.1021/nn403542p

16. D’Addato, S.; Gragnaniello, L.; Valeri, S.; Rota, A.; di Bona, A.;
Spizzo, F.; Panozaqi, T.; Schifano, S. F. J. Appl. Phys. 2010, 107,
104318. doi:10.1063/1.3374467

17. D’Addato, S.; Grillo, V.; Altieri, S.; Tondi, R.; Valeri, S.; Frabboni, S.
J. Phys.: Condens. Matter 2011, 23, 175003.
doi:10.1088/0953-8984/23/17/175003

18. D’Addato, S.; Spadaro, M. C.; Luches, P.; Grillo, V.; Frabboni, S.;
Valeri, S.; Ferretti, A. M.; Capetti, E.; Ponti, A. Appl. Surf. Sci. 2014,
306, 2–6. doi:10.1016/j.apsusc.2014.02.060

19. STEM_CELL | TEM GROUP. http://tem-s3.nano.cnr.it/?page_id=2
(accessed Aug 1, 2014).

20. Image SXM. http://www.ImageSXM.org.uk (accessed Aug 1, 2014).
21. Luches, P.; Pagliuca, F.; Valeri, S. J. Phys. Chem. C 2011, 115,

10718–10726. doi:10.1021/jp201139y
22. Luches, P.; Pagliuca, F.; Valeri, S. Phys. Chem. Chem. Phys. 2014,

16, 18848–18857. doi:10.1039/C4CP02723J
23. Zhang, F.; Jin, Q.; Chan, S.-W. J. Appl. Phys. 2004, 95, 4319–4326.

doi:10.1063/1.1667251
24. Wu, L.; Wiesmann, H. J.; Moodenbaugh, A. R.; Klie, R. F.; Zhu, Y.;

Welch, D. O.; Suenaga, M. Phys. Rev. B 2004, 69, 125415.
doi:10.1103/PhysRevB.69.125415

25. Turner, S.; Lazar, S.; Freitag, B.; Egoavil, R.; Verbeeck, J.; Put, S.;
Strauvend, Y.; Van Tendeloo, G. Nanoscale 2011, 3, 3385.
doi:10.1039/c1nr10510h

26. Zhang, F.; Wang, P.; Koberstein, J.; Khalid, S.; Chan, S.-W. Surf. Sci.
2004, 563, 74–82. doi:10.1016/j.susc.2004.05.138

27. Migani, A.; Vayssilov, G. N.; Bromley, S. T.; Illas, F.; Neyman, K. M.
J. Mater. Chem. 2010, 20, 10535–10546. doi:10.1039/c0jm01908a

http://dx.doi.org/10.1039%2Fb506359k
http://dx.doi.org/10.1039%2Fb922024k
http://dx.doi.org/10.1038%2F35104620
http://dx.doi.org/10.1021%2Fjp109878j
http://dx.doi.org/10.1103%2FPhysRevLett.85.3440
http://dx.doi.org/10.1063%2F1.1419235
http://dx.doi.org/10.1063%2F1.2061873
http://dx.doi.org/10.1016%2FS0038-1098%2802%2900266-1
http://dx.doi.org/10.1021%2Fcm061580n
http://dx.doi.org/10.1021%2Fjp300342b
http://dx.doi.org/10.1016%2F0965-9773%2894%2990071-X
http://dx.doi.org/10.1006%2Fjcat.1995.1266
http://dx.doi.org/10.1016%2FS0965-9773%2897%2900095-0
http://dx.doi.org/10.1021%2Fnn403542p
http://dx.doi.org/10.1063%2F1.3374467
http://dx.doi.org/10.1088%2F0953-8984%2F23%2F17%2F175003
http://dx.doi.org/10.1016%2Fj.apsusc.2014.02.060
http://tem-s3.nano.cnr.it/?page_id=2
http://www.ImageSXM.org.uk
http://dx.doi.org/10.1021%2Fjp201139y
http://dx.doi.org/10.1039%2FC4CP02723J
http://dx.doi.org/10.1063%2F1.1667251
http://dx.doi.org/10.1103%2FPhysRevB.69.125415
http://dx.doi.org/10.1039%2Fc1nr10510h
http://dx.doi.org/10.1016%2Fj.susc.2004.05.138
http://dx.doi.org/10.1039%2Fc0jm01908a


Beilstein J. Nanotechnol. 2015, 6, 60–67.

67

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.6.7

http://creativecommons.org/licenses/by/2.0
http://www.beilstein-journals.org/bjnano
http://dx.doi.org/10.3762%2Fbjnano.6.7


321

Strain distribution due to surface domains: a self-consistent
approach with respect to surface elasticity
Javier Fuhr1 and Pierre Müller*2

Full Research Paper Open Access

Address:
1Centre Atomico Bariloche, CNEA and CONICET, Bustillo 9500,
8400, Bariloche, Argentina and 2Aix Marseille Université, CNRS,
CINaM UMR 7325, 13288 Marseille, France

Email:
Pierre Müller* - muller@cinam.univ-mrs.fr

* Corresponding author

Keywords:
surface strain; surface elasticity; strain field

Beilstein J. Nanotechnol. 2015, 6, 321–326.
doi:10.3762/bjnano.6.30

Received: 07 July 2014
Accepted: 19 December 2014
Published: 29 January 2015

This article is part of the Thematic Series "Self-assembly of
nanostructures and nanomaterials".

Guest Editor: I. Berbezier

© 2015 Fuhr and Müller; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
Elastically mediated interactions between surface domains are classically described in terms of point forces. Such point forces lead

to local strain divergences that are usually avoided by introducing a poorly defined cut-off length. In this work, we develop a self-

consistent approach in which the strain field induced by the surface domains is expressed as the solution of an integral equation that

contains surface elastic constants, Sij. For surfaces with positive Sij the new approach avoids the introduction of a cut-off length.

The classical and the new approaches are compared in case of 1-D periodic ribbons.

321

Introduction
The classical approach used to calculate the strain field that

surface domains induce in their underlying substrate consists of

modeling the surface by a distribution of point forces concen-

trated at the domain boundaries [1-3], the force amplitude being

proportional to the difference of surface stress between the

surface domains [3-6]. However, point forces induce local strain

divergences, which are avoided by the introduction of an atomic

cut-off length. Hu [7,8] stated that the concept of concentrated

forces is only an approximation valid for infinite stiff substrates.

Indeed if the substrate becomes deformed by the point forces

acting at its surface, the substrate in turn deforms the surface

and then leads to a new distribution of surface forces so that the

surface forces have to be determined by a self-consistent

analysis. In this paper, we show that when elastic surface prop-

erties are properly considered, the strain field induced by the

surface domains may be expressed as the solution of a self-

consistent integro-differential equation.

Results and Discussion
Let us consider (see Figure 1a) a semi-infinite body whose

surface contains two domains (two infinite ribbons) A and B

characterized by their own surface stress sA and sB. The 1D

domain boundary is located at xo = 0. Note that for the sake of

simplicity only the surface stress components  are taken to be

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:muller@cinam.univ-mrs.fr
http://dx.doi.org/10.3762%2Fbjnano.6.30
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different from zero (see Appendix I for the Voigt notation of

tensors).

Figure 1: (a) Classical model in which each domain is characterized
by its own supposedly constant surface stress. (b) When taking into
account surface elasticity, the surface stress at mechanical equilib-
rium is no longer constant except far from the boundary.

In the classical approach [6-8] the strain field generated in the

substrate is assumed to be generated by a line of point forces

 (with δ(x) being the Dirac function)

and is given by:

(1)

where Dxx(x/x',z) is the xx component of the Green tensor and

where the component fx(x) = Δs1 originates from the surface-

stress difference  at the boundary between the two

surface domains. The Green tensor valid for a semi-infinite

isotropic substrate can be found in many text books [1,2,9] so

that the deformation at the surface ε1(x,z = 0) finally reads:

(2)

where  with Esubs and νsubs being

the Young modulus and the Poisson coefficient of the substrate

(supposed to be cubic). The strain at the surface (Equation 2)

exhibits a local divergence at the boundary x = x0 = 0. The

elastic energy can thus be calculated after introduction of an

atomic cut-off length to avoid this local divergence [6,10].

However, the concept of point forces is only an approximation.

If the substrate is deformed by point forces acting at its surface,

the substrate in turn deforms the surface and then leads to a new

distribution of surface forces. In the following, we consider

that, due to the elastic relaxation, the surface stress at equilib-

rium exhibits a Hooke’s-law-like behavior along the surface

[9,11,12]:

(3)

with i = A, B according to whether x lies in region A or B. In

Equation 3,  is the surface stress far from the domain bound-

ary (or in other words the surface stress before elastic relaxa-

tion) and  the surface elastic constants properly defined in

terms of excess quantities (see Appendix). The surface force

distribution due to the surface stress variation (see Figure 1b) is

obtained from force balance and reads fx(x,z = 0) = ds1/dx.

By using the Green formalism again, we obtain at the surface,

z = 0:

(4)

where ε1,x = dε1/dx.

This equation replaces the classical result of Equation 2.

Equation 4 is an integro-differential equation that has to

be solved numerically. At mechanical equilibrium the absence

of surface stress discontinuity at the domain boundary,

 combined to the constitutive Equation 3 leads

to the following boundary condition

(5)

When the elastic constants of the surface are positive,

Equation 4 can be easily numerically integrated. Figure 2a

shows (black dots) the result obtained by integration of

Equation 4 with the boundary condition

that means for . We also plot in Figure 2a the

classical result calculated from Equation 2 (continuous red

curve). It is clearly seen that the new expression avoids the local

strain divergence that is now replaced by a local strain jump

Δs1/S11 at x0 = 0.

Since the solutions of Equation 4 depend on the values of hS11

and Δs1 we report in Figure 2b the results obtained for different

typical values of hS11 and Δs1 data obtained from [11]. More

precisely, since the classical expression scales as 1/x, we plot ln

ε versus x. As can be seen, in the limit of large x all solutions

tends towards the classical one (common red asymptote in

Figure 2b). Moreover we can clearly see that the classical ap-

proach is recovered in the limit S11→ 0.
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Figure 2: (a) Continuous (red) curve: normalised strain field ε/Δs1
calculated with Equation 2, Black dots: normalised strain field ε/Δs1
calculated from Equation 4 with Δs1/S11 = 0.4 (b) ln–ln diagram of the
normalised strain field ε/Δs1 calculated from Equation 4 for hS11
varying from 10−1 to 10−4 (arbitrary units). The common asymptote is
the classical result calculated from Equation 2.

The elemental solution of Equation 4 enables to describe more

complex experimental configurations as the one that corre-

sponds to the spontaneous formation of 1D periodic stripes by a

foreign gas adsorbed on a surface (as for instance O/Cu(110)

[13]). In the classical model each stripe (width 2d) is modeled

by two lines of point forces one located at d and the other at −d

with the opposite sign fx(x) = Δs1(δ(x − d) − δ(x + d))) so that

for a set of periodic ribbons of the period L the elastic field is

obtained by a simple superposition of the elemental solutions

given in Equation 2. In the classical case it reads

(6)

whereas within the new approach the elastic field is solution of

the integral equation:

(7)

The results are shown in Figure 3 in which two cases are

reported. In the first case d/L = 1/2, whereas in the second case

d/L = 3/10. Again both solutions (classical and new approach)

are quite similar since the only difference lies in the local diver-

gences of the classical model (red curves in Figure 3) that are

now replaced by local strain jumps.

Figure 3: Normalised strain fields ε/Δs1 calculated for 1-D periodic
stripes. (a) d/L = 1/2 , (b) d/L = 3/10. In both cases the continuous (red)
curve corresponds to the classical solution of Equation 6 and black
dots to the numerical solution of Equation 7. (Vertical blue lines corres-
pond to the location of the ribbons edges sketched in grey in the upper
part of the figures)

For surfaces with negative surface elastic constants Equation 4

does not present stable solutions. It is quite normal since in this

case, the surface is no more stable by itself but is only stabi-

lized by its underlying layers (see Appendix I). From a physical

point of view it means that, for mechanical reasons, we have to

consider a “thick surface” or, in other terms, that the surface has

to be modeled as a thin film the thickness a of which corre-

sponds to the smaller substrate thickness necessary to stabilize

the body (bulk + surface). It can be shown that this is equiva-

lent to modify the integro-differential equation for S11 < 0, by

changing the kernel:

(8)
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In Figure 4 we show the result obtained from numerical integra-

tion of Equation 8 for the test value hS11 = −0.01. In this case

a = |2hS11| is the minimum value necessary to stabilize

Equation 8. Since s1 is positive but S11 is negative, there is a

sign inversion of ε close to the boundary. For vanishing a this

local oscillation propagates on the surface and is at the origin of

the instabilities that do not allow to find stable solutions to

Equation 4. However we cannot exclude that the total energy of

materials with s1S11 < 0 could be reduced by some local

morphological modifications of their surface. In such a case, the

Green tensor used for this calculation should be inadequate.

Figure 4: Black squares: normalised strain ε/Δs1 solution of
Equation 8 calculated for Δs1/S11 = 0.5, red squares: classical solution
plotted from Equation 2. (arbitrary units, vertical blue line corresponds
to the location of the ribbons edges sketched in grey in the upper part
of the figures).

In conclusion, the self-consistent approach expressed in terms

of surface elastic constants is more satisfactory than the clas-

sical approach, particularly in the case of stable surfaces (char-

acterized by positive surface elastic constants) for which there

is no need to introduce a cut-off length. In case of unstable

surfaces (negative surface elastic constants) a cut-off length is

still necessary, its value is connected to the minimum substrate

thickness necessary to stabilize the body (surface + underlying

bulk). Even if the model only deals with 1D structures it can be

generalized to other structures such as 2D circular domains. The

so-obtained equations are less tractable but the main result

remains the same (see Appendix II).

Appendix I: Surface elasticity
From a thermodynamic point of view all extensive quantities

may present an excess at the interface between two media (for a

review see [9]). For a system formed by a body facing vacuum

the following excess quantities can be defined [9]:

where

(9)

is the second order strain development of the energy of a body

of volume V0 limited by a surface of area A0 and

(10)

is the second order development of a piece of body of same

volume V0 but without any surface. In these expressions 

are the bulk stress components and Cijkl the bulk elastic

constant.

The so-defined surface quantities depend on a typical length

scale at which surface effects are disentangled from bulk

effects. Actually, in surface energy calculations, this length is

unambiguoulsy determined by a Gibbs dividing surface

construction [14]. Surface stress and surface elastic constants

values can thus be calculated from strain derivatives of the well-

defined surface energy quantity [11].

In contrast to surface energy density and bulk elastic constants,

surface stress components and surface elastic constants do not

need to be positive. [9,11]. This does not violate the thermody-

namical stability condition since actually a surface can only

exist when it is supported by a bulk material. Hence the stability

of the solid is ensured only by the total energy (surface +

volume).

Finally, in the body of the paper we use the Voigt notation so

that the surface stress can be written as the components of a 3D

vector s = (sxx,syy,sxy) = (s1,s2,s6), while surface and bulk elastic

constants are written as the components of 3D matrices Sij and

Cij, respectively.
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Appendix II: 2D circular domains
In case of a circular domain of radius R, the classical approach

considers a force distribution fr(r) = Δs0δ(r−R) that generates a

displacement field expressed in terms of complete elliptic inte-

grals K(x) and E(x) as:

(11)

In the distributed force model, we use the stress-strain relations

valid at the surface expressed in polar coordinates:

(12)

(13)

again with the Voigt notation in polar coordinates Arr≡Ar,

Aθθ≡Aθ.

By using the classical mechanical equilibrium equation

 and strain–displacement rela-

tions expressed in polar coordinates we obtain the following

force distribution

(14)

The displacement can thus be obtained from the self-consistent

equation (which replaces Equation 11)

(15)

The necessary boundary conditions, analog to Equation 5, must

now be written for normal and tangential strains

(16)

(17)

The integral equation for the displacement field, Equation 15,

only needs the surface elastic constant S11, but the edge condi-

tion introduces the need of the other surface elastic constant S12.

Qualitatively the result is similar to the one shown in Figure 2.
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Abstract
In this work a novel process allowing for the production of nanoporous Ge thin films is presented. This process uses the combina-

tion of two techniques: Ge sputtering on SiO2 and dopant ion implantation. The process entails four successive steps: (i) Ge sput-

tering on SiO2, (ii) implantation preannealing, (iii) high-dose dopant implantation, and (iv) implantation postannealing. Scanning

electron microscopy and transmission electron microscopy were used to characterize the morphology of the Ge film at different

process steps under different postannealing conditions. For the same postannealing conditions, the Ge film topology was shown to

be similar for different implantation doses and different dopants. However, the film topology can be controlled by adjusting the

postannealing conditions.
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Introduction
Porous materials are of great interest for a large scope of indus-

trial applications dealing with adsorption, catalysis, or molec-

ular filtration and isolation. Furthermore, porous semiconduc-

tors can exhibit interesting properties for optoelectronic applica-

tions. For example, porous Si was shown to exhibit an increased

band gap compared to bulk Si due to quantum (Q) size effects,

related either to the formation of pseudo Q-wires or Q-dots in

the porous structure, depending on the production method [1].

Generally, porous Si photoluminescence data can be inter-

preted either with a Q-wire model, or a model between the

Q-wire and Q-dot models [2]. Porous Si optoelectronic

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:jacques.perrin-toinin@im2np.fr
http://dx.doi.org/10.3762%2Fbjnano.6.32
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properties were shown to be mainly determined by the

“skeleton size” of the material and not by the pore sizes.

However, in some cases, controlling the pore size allows for the

control of the skeleton size, and thus should allow semicon-

ductor band gap engineering, where the aim is the design of

devices able to absorb or emit light at a tunable wavelength.

Efficient visible electroluminescence has been achieved with

porous Si for different wavelengths (red–green). Si and Ge are

indirect gap materials, requiring phonon scattering for optical

absorption/emission to take place. However, Q-size effects

present in porous semiconductors can promote optical transi-

tions without the need of phonons by breaking the momentum

conservation rules and/or by making the material quasi-direct

through the process of Brillouin zone folding [3]. For example,

non-phonon processes were shown to dominate in the case of

porous Si under strong confinement potential [4-6]. In addition,

Q-effects in porous semiconductors can be interesting for

photovoltaic applications, since they can lead to multiple

exciton generation [7]. In particular, multiple exciton genera-

tion has been previously demonstrated in Si nanostructures [8].

Ge has a similar structure to Si, however, it offers several bene-

fits compared to Si such as faster carrier mobility, smaller band

gap and lower process temperatures [9]. In addition, the Ge

exciton Bohr radius (≈24 nm) is significantly larger than that of

Si (≈4.5 nm), allowing for quantum effects to appear in nano-

structures exhibiting larger sizes [10], and allowing the k-selec-

tion rules to be broken. For example, lasing has only been

observed in Ge for the case of strained [11] and doped [12] Ge

layers. Furthermore, in addition to its small indirect band gap

(≈0.66 eV), Ge exhibits a larger direct band gap (≈0.80 eV) that

could promote non-phonon optical transitions if n-type doping

of about 1020 cm−3 could be achieved in Ge. Since Ge is

compatible with complementary metal oxide semiconductor

(CMOS) technology, the production of porous Ge thin films

could be used for integration of optoelectronic devices in Si

microelectronic technology.

The production of porous Ge can be performed using several

techniques such as anodization and electrochemical etching,

spark processing or inductively coupled plasma chemical vapor

deposition [13-15].

Ion implantation is a well-known technique used in the micro-

electronic industry to dope the active regions of semiconductor

devices. Generally, implantation leads to the formation of

defects of different nature in the material (vacancy, dislocation,

amorphization, etc.). High-dose implantations in Ge

(>1015 atoms/cm2) have been reported to induce the formation

of nanoporous structures [16-25]. Thus, ion implantation may

be a simple way to produce a nanoporous semiconductor.

In the present work, the impact of high dose selenium and

tellurium (3.5 × 1015 atoms/cm2) implantations on the

morphology of polycrystalline Ge thin films is presented, as

well as the evolution of the film morphology with thermal

annealing conditions (temperature and time).

Results and Discussion
340 nm thick Ge layers were deposited on the native oxide layer

of a silicon substrate at room temperature (RT), under high

vacuum, by magnetron sputtering. Recrystallization was then

performed by rapid thermal annealing at 600 °C under vacuum

(P ≈ 3 × 10−5 mbar) and the Ge layer was implanted under

vacuum (P ≈ 2 × 10−6 mbar). Three types of implantations were

performed: (i) the first set of samples were implanted with a

3.6 × 1015 atoms/cm2 dose of Se atoms with an energy of

130 keV, (ii) the second set of samples were implanted with a

3.1 × 1015 atoms/cm2 dose of Te atoms with an energy of

180 keV, and (iii) the last set of samples were co-implanted

with both Se and Te atoms under the same conditions as previ-

ously mentioned. Figure 1 shows the predicted dopant and

vacancy concentration profiles induced by implantation using

the Stopping and Range of Ions in Matter (SRIM) software.

This software is used in the ion implantation research and tech-

nology community to predict implantation profiles as well as

implantation-induced defect distributions given the implanta-

tion energy, the nature of the implanted species, and the nature

of the substrate [26]. The calculations are based on the classical

theories of the stopping of ions in matter and Monte Carlo

simulations: the energy loss of ions in matter are calculated and

used to provide stopping powers, range and straggling distribu-

tions of implanted ions. In addition, the kinetic effects asso-

ciated with the physics of implantation-mediated defects are

also taken into account, allowing the distribution of point

defects created in the target material to be obtained [27,28].

Figure 1: SRIM calculations of the implant distribution of Te (red) and
Se (blue) atoms in Ge. The distributions of implanted ions are shown
using straight lines on the right axis and the vacancies distributions are
shown using dashed lines on the left axis.
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Table 1: Surface density and average lateral size of the different implantation-induced defects versus implanted species.

Defect type Property Cluster Hole Porous structure

Se implantation
Average size (nm) 360 ± 2 70 ± 4 32 ± 2

Density (×106 cm–2) 4.2 × 101 ± 3.5 1 × 103 ± 70 5.49 × 104 ± 2.5 × 102

Te implantation
Average size (nm) 520 ± 8 120 ± 1 33 ± 2

Density (×106 cm–2) 3 ± 1 5.7 × 102 ± 90 4.35 × 104 ± 2.5 × 102

Se and Te
co-implantation

Average size (nm) 540 ± 3 130 ± 3 40 ± 1
Density (×106 cm–2) 3.7 × 101 ± 4 5.69 × 102 ± 90 3.70 × 104 ± 1 × 102

The dopant distributions follow a Gaussian distribution with a

maximum concentration of 5 × 1020 atoms/cm3 located at a

depth of 55 nm. Given that the more Ge-rich, Ge–Se compound

is GeSe [29] and the only Ge–Te compound is GeTe [30], the

presently studied implantations (exhibiting a maximum concen-

tration level of about 1%) are not expected to allow the forma-

tion of a full compound layer. However, the formation of small

Ge-dopant clusters is possible (the Se–Te binary system is fully

miscible, corresponding to an ideal solution [31]). Usually, a

damage energy higher than 5 eV/atoms1 corresponding to a

vacancy concentration of ≈1.7 × 1022 vac/cm3 leads to Ge

amorphization [32]. Thus, the SRIM calculations predict the

formation of an amorphous Ge layer from the surface of the Ge

film up to a depth of 140 nm. One can observe in Figure 1 that

no dopants and no vacancies are expected to be found at a depth

larger than 220 nm. Consequently, the implantation-induced

defects should be confined in the Ge layer thickness.

Figure 2 presents scanning electron microscopy (SEM) plan-

view images of the as-implanted Se sample. The implantation

induces the formation of three types of defects, randomly

distributed on or in the germanium layer: (i) large clusters of Ge

oxide with an average lateral size of ≈400 nm (composition

analyzed by atom probe tomography, not reported here),

(ii) holes with an average lateral size of ≈100 nm, and (iii) a

nanoporous structure exhibiting pores with an average lateral

size of ≈35 nm. The same three types of defects are observed in

all the three sets of samples.

The average size and the density of these defects are reported in

Table 1. An increase of the size of holes and of the clusters can

be noticed between the Se-only implanted sample and the other

sets of samples (60% for holes and 70% for clusters). However,

the impact of the co-implantation is limited compared to the

individual implantations. Furthermore, it can be noted that the

porous structure is independent of the implantation type. Thus,

variation in the defects appears to be dependent on the mass and

the energy of the implanted species, but independent of the

implanted dose.

Figure 2: SEM plan-view images of the as-implanted Se sample:
(1) low resolution view showing the different types of defects; (2) a
single GeOx cluster; (3) the structure of holes; and (4) the nanoporous
structure.

Various thermal postannealing treatments were performed after

ion implantation. For a better understanding of the evolution of

the film morphology with the thermal treatments, the different

annealing treatments are compared using a reference scale

defined as the thermal budget (TB) based on the surface diffu-

sion length of Ge atoms on the silicon (111) surface described

by:

(1)

where L is the Ge surface diffusion length (cm), and D = 0.06 ×

exp(−2.47 eV/kT) is the Ge surface diffusion coefficient

(cm2 s−1) on Si [33], depending on both the temperature and the

annealing time, t. Table 2 presents the annealing parameters.

One can distinguish three ranges of thermal treatments: (i) a low
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annealing TB with TB = 3.1 µm, (ii) an intermediate TB

between 3.9 µm and 4.8 µm, and (iii) a high TB = 8.7 µm.

Table 2: Thermal annealing conditions (temperature and time), and
corresponding thermal budgets.

Thermal budget Low → High

Temperature (°C) 525 625 675 575 725
Time (h) 168 5 1 48 1
Diffusion length (µm) 3.1 3.9 4.1 4.8 8.7

Figure 3 presents the influence of the thermal annealing on the

morphology of the co-implanted Se/Te sample. Thermal treat-

ments induce large modifications of the implantation-induced

defect morphology. For 4.1 ≤ TB ≤ 4.8 µm (Figure 3.2 and 3.3),

the GeOx clusters initially observed on the as-implanted film

surface (Figure 3.1) vanished during annealing. Instead, large

holes can be observed (Figure 3.2), with a depth as deep as the

Ge film thickness. These holes exhibit the same size and the

same surface density as the initial clusters, leading to the

conclusion that they are actually located on the surface sites

initially occupied by a GeOx cluster. The initial holes present in

the as-implanted film still exist after annealing. However, the

initial nanoporous structure experienced a morphology modifi-

cation leading to an increase of the pore size. In addition, new

types of clusters appeared on the surface (Figure 3.3). They are

characterized by a surrounding trench that is typical of crystal

growth which uses the surrounding material and is limited by

atomic surface diffusion. At this thermal budget, a three-scale

porous structure is obtained with (i) large holes linked to the

disappearance of the GeOx clusters (average lateral size

≈500 nm), (ii) the holes initially present in the as-implanted

samples (average lateral size ≈100 nm), and (iii) the modified

nanoporous structure (average lateral size ≈50 nm). For the

highest thermal budget (TB = 8.7 μm, Figure 3.4), the structure

of the Ge film is greatly modified. One can observe the disap-

pearance of both the holes and the nanoporous structure.

Instead, the SEM plan-view analysis (Figure 3.4) reveals the

growth of faceted crystallites, with an average lateral size of

700 nm for the Se-implanted sample and of 1600 nm for the

co-implanted sample, and a complex surface structure between

these crystallites. Indeed, some parts of the surface exhibit large

roughness, while some others appear completely flat (black

contrast in Figure 3.4). This phenomenon can be explained

considering that these crystallites result from the Ge dewetting

mechanism occurring on the buried SiO2 layer already observed

in Figure 3.3. The general dewetting phenomenon is due to

surface/interface energy minimization between the film and the

substrate, leading to island formation or agglomeration at a

temperature below the melting temperature of the film material.

This phenomenon is generally undesirable in the field of micro-

or nano-technology [34] yet has been reported to be interesting

for the fabrication of nanocrystals. A wide range of materials

can be used for the fabrication of nanocrystals by dewetting,

such as metals or semiconductors. In addition, the structure of

the dewetted layers can be controlled using several techniques

such as pulsed laser annealing [35,36] or a substrate patterned

by focused ion beam. The study of Ge dewetting on SiO2 [37]

has already been reported in the literature, however, only in the

case of very thin amorphous Ge layers (5−15 nm thick) [38-40].

For a large TB, the atomic diffusion length on the surface is

significant, and during dewetting, Ge atoms can form large

crystallites. In this case, between the crystallites, the very flat

parts of the surface correspond to the flat SiO2 layer that is

revealed due to the dewetting phenomenon, while the rough

parts of the surface correspond to the surface regions where the

dewetting phenomenon is incomplete.

Figure 3: Thermal annealing effects on the co-implanted Se/Te
sample: (1) as-implanted, (2) TB = 4.1 µm; (3) TB = 4.8 µm; and
(4) TB = 8.7 µm.

The cross-sectional analysis shown in Figure 4 gives interest-

ing information about the observed implantation-induced

defects, and confirms the evolution of the nanoporous structure

and the holes between the lowest thermal budget (TEM

analysis, Figure 4.1 and 4.2) and TB = 4.8 µm (SEM analysis,

Figure 4.3).

A detailed analysis of the images indicates that the brightest

areas (identified as being GeOx clusters) correspond to amor-

phous materials that are in contact with the buried native SiO2
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Figure 4: (1) and (2) TEM cross-sectional view of the Se-implanted
sample after annealing with TB = 3.1 µm. (3) SEM cross-sectional view
of the Se-implanted sample after annealing with TB = 4.8 µm.

layer, present through the entire Ge layer thickness. Therefore,

the disappearance of the GeOx clusters can be explained by the

complete evaporation of the GeOx during annealing, leaving

deep holes in the Ge film. The image contrast is affected by the

variation of both local diffraction conditions and absorption.

The moiré pattern visible in various areas of the deposited layer

confirms its polycrystalline structure. The pores are difficult to

observe in the cross-sectional view due to the superimposition

of the structure in the analysis and due to the filling of the pores

by the protective Pt layer, however, the various Ge nanograins

(≤50 nm) exhibiting different orientations are easily observed.

The SEM cross-sectional view of the sample with a

TB = 4.8 µm (Figure 4.3) shows the porosity enlargement of the

porous structure compared to lower TB (Figure 4.2). In addition

to the implantation-induced defects identified in plan-view

observations, cross-sectional observations show the existence of

cavities at the Ge/SiO2 interface (Figure 4.1 and 4.2). These

cavities present facets when in contact with polycrystalline Ge,

and present a spherical shape when in contact with amorphous

GeOx. They can be related to the initial Ge dewetting mecha-

nism, and thus, are expected to form during annealing.

Figure 5.1 presents an SEM plan-view image obtained on a

340 nm thick Ge film without implantation, but annealed in an

RTP furnace at T ≈ 650 °C for 20 min. One can note that even

without implantation, the Ge film is dewetted on the SiO2 layer,

exhibiting a net shape. Consequently, the dewetting phenom-

enon should play a significant role in the atomic redistribution

observed during annealing of implanted films. However, the

structure obtained with the as-deposited Ge films (Figure 5.1) is

quite different from the structure obtained with implanted films

(Figure 3 and Figure 5.2). Consequently, the implantation

process, and possibly the nature of the implanted dopants

(Ge-dopant cluster formation, surface and interface segregation,

etc.) as well as their atomic diffusion mechanism in the bulk

and on the surface of the Ge film, have a significant effect on

the Ge dewetting phenomenon. For example, the cavity forma-

tion at the Ge/SiO2 interface could be also related to the diffu-

sion mechanism of Se and Te atoms [41].

Figure 5: SEM plan-view image obtained after annealing a 340 nm
thick Ge layer sputtered on the native Si oxide of a Si(001) substrate:
(1) without implantation and TB = 0.64 µm; and (2) with Se implanta-
tion and TB = 8.7 µm.

Conclusion
The fabrication of highly-doped, porous Ge thin films (which

are of high potential use for optoelectronic device fabrication)

was successfully achieved using experimental techniques

compatible with Si CMOS technology.

High-dose (>1015 atoms/cm2) dopant implantations (Se and Te)

have been performed in polycrystalline Ge films deposited on

the native Si oxide. These implantations induced the formation

of three types of defects in the Ge film: (i) large GeOx clusters,
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(ii) holes, and (iii) nanopores (≈35 nm wide). Under thermal

annealing (i) the large GeOx clusters disappear leaving large

pores (≈400 nm wide) in the film, (ii) the initial holes stay

quasi-unchanged in the film, forming ≈100 nm wide pores, and

(iii) the size of the nanopores increases (≈50 nm wide). In

addition, cavities can form at the Ge/SiO2 interface with a

lateral size of between 100 and 200 nm. At high thermal budget,

the film is completely fragmented with the formation of large

Ge islands (≈1 µm wide). These phenomena can be explained

by the combination of several mechanisms. Among them, the

Ge dewetting on the SiO2-buried layer is the most obvious.

However, the influence of the nature of the implanted dopants

(bulk and surface diffusion) and the possible formation of

Ge-dopant nanoclusters can also have a significant effect on the

observed atomic redistribution. The careful control of thermal

annealing conditions should allow the control of the size and of

the distribution of the pores, allowing for the production of Ge

nanoporous films exhibiting characteristic skeleton sizes

smaller (≈10 nm, without annealing) or larger (≈50 nm,

annealing at 675 °C for 1 h) than the Ge-exciton Bohr radius,

depending on the desired applications.

Experimental
The Ge layers were deposited on the native silicon oxide of a

(001) silicon wafer by magnetron sputtering in a commercial set

up with a deposition chamber exhibiting a base pressure of

≈10−8 mbar. The first thermal annealing executed after Ge

deposition was performed in a commercial Jetfirst 600 Rapid

Thermal Annealing furnace under a vacuum of 2 × 10−5 mbar at

T = 600 °C for 20 min. The samples were implanted with a dose

of 3.6 × 1015 atoms/cm2 using the industrial implanter IMC200

developed by the company IBS. The implantations were

performed under a pressure of 2 × 10−6 mbar at an angle of 7°

with respect to the normal of the sample surface, and with an

ion beam energy of 130 keV for Se+ ions and of 180 keV for

Te+ ions. After implantation, the samples were annealed in

different conditions (1 ≤ t ≤ 168 h and 525 ≤ T ≤ 725 °C) in a

custom-built furnace under a pressure of 1 × 10−7 mbar during

annealing.

TEM images were performed using a FEI Titan 80-300

Cs-corrected microscope operating at 200 kV under multibeam

conditions with the Ge substrate aligned along the <110> crys-

tallographic direction. The spherical aberration was tuned to

−15 µm to both optimize the spatial resolution and reduce the

spatial delocalization [42].

SEM images were performed using a FEI Helios 600 Nanolab

microscope in the secondary electron (SE) mode with an accel-

erating voltage of 5 kV, using either an Everhart–Thornley

Detector (ETD) located below the objective lens for imaging at

low magnifications, or using a through lens detector (TLD)

placed within the objective lens for capturing high-resolution

images. In this mode, the image contrast is mainly affected by

topographic variations allowing the presence of holes and asper-

ities at the sample surface to be evidenced. The lateral size and

the density were analyzed manually from the SEM images

using the ImageJ software developed at the National Institute of

Health. The errors in the measurements can be estimated with

the original SEM image resolution.
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Abstract
One of the most important goals in the field of renewable energy is the development of original solar cell schemes employing new

materials to overcome the performance limitations of traditional solar cell devices. Among such innovative materials, nanostruc-

tures have emerged as an important class of materials that can be used to realize efficient photovoltaic devices. When these systems

are implemented into solar cells, new effects can be exploited to maximize the harvest of solar radiation and to minimize the loss

factors. In this context, carrier multiplication seems one promising way to minimize the effects induced by thermalization loss pro-

cesses thereby significantly increasing the solar cell power conversion. In this work we analyze and quantify different types of

carrier multiplication decay dynamics by analyzing systems of isolated and coupled silicon nanocrystals. The effects on carrier

multiplication dynamics by energy and charge transfer processes are also discussed.
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Introduction
An important challenge in modern day scientific research is the

establishment of clean, inexpensive, renewable energy sources.

Based on the extraction of energy from the solar spectrum,

photovoltaics (PV) is one of the most appealing and promising

technologies in this regard. Intense effort is focused on

increasing solar cell performance through the minimization of

loss factors and the maximization of solar radiation harvesting.

This is accomplished by improving the optoelectronic prop-

erties of existing devices and by realizing new schemes for

innovative solar cell systems. For optimal energy conversion in

PV devices, one important requirement is that the full energy of

the solar spectrum is used. In this context, the development of

third generation nanostructured solar cells appears as a

promising way to realize new systems that can overcome the

limitations of traditional, single junction PV devices. The possi-

bility of exploiting features that derive from the reduced dimen-

sionality of the nanocrystalline phase, and in particular, features

induced by the quantum confinement effect [1-5] can lead

to a better use of the carrier excess energy, and can increase

solar cell thermodynamic conversion efficiency over the

Shockley–Queisser (SQ) limit [6]. In this context, carrier multi-

plication (CM) can be exploited to maximize solar cell perfor-
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mance, promoting a net reduction of loss mechanisms. CM is a

Coulomb-driven, recombination process that occurs when a

highly excited carrier (excess energy of the excited carrier is

higher than the band gap energy, Eg) decays to a lower energy

state by transferring its excess energy to generate extra e–h

pairs. When CM involves states of the same nanostructure, the

effect is termed one-site CM. Because of the restrictions

imposed by energy and momentum conservation and by fast

phonon relaxation processes, CM is often inefficient in bulk

semiconductors. On the nanoscale, CM is favored (a) by

quantum confinement that enhances the carrier–carrier

Coulomb interaction [7], (b) by the lack of restrictions imposed

by the conservation of momentum [8] and, in some cases, (c) by

the so-called “phonon bottleneck” effect [9,10] that reduces the

probability of exciton relaxation by phonon emission. These

conditions make the formation of multiple e–h pairs after

absorption of high energy photons more likely to occur in low-

dimensional nanostructures. Consequently, at the nanoscale CM

can be as fast as (or faster than) phonon scattering processes

and Auger cooling mechanisms [11]. Therefore, CM represents

an effective way to minimize energy loss factors and consti-

tutes a possible route for increasing solar cell photocurrent, and

hence, to increase solar cell efficiency. Effects induced by CM

on the excited carrier dynamics have been observed in a wide

range of systems, for instance PbSe and PbS [12-16], CdSe and

CdTe [17-19], PbTe [20], InAs [21], InP [22] and Si [23]. These

effects have been studied using different theoretical approaches

[21,24-30] although only recently was a full ab initio interpreta-

tion of CM proposed [31]. Recently, a relevant photocurrent

enhancement arising from CM was observed in a PbSe-based,

quantum dot (QD) solar cell [32], which proves the possibility

of exploiting CM effects to improve solar cell performance. In

this context, the possibility to use the non-toxic and largely

diffused silicon instead of lead-based materials can be advanta-

geous to the future development of QD-based solar cell devices.

A new CM scheme was recently hypothesized by Timmerman

et al. [33-35] and by Trinh et al. [36] in order to explain results

obtained in photoluminescence (PL) and induced absorption

(IA) experiments conducted on dense arrays of silicon nano-

crystals (Si-NCs, NC–NC separation ≤ 1 nm). In the first set of

experiments, the authors proved that although the excitation

cross-section is wavelength-dependent and increases for shorter

excitation wavelengths, the maximum time-integrated PL signal

for a given sample saturates at the same level independent of

the excitation wavelength or the number of generated e–h pairs

per NC after a laser pulse. In this case, saturation occurs when

every NC absorbs at least one photon. This process was

explained by considering a new energy transfer-based CM

scheme, space-separated quantum cutting (SSQC). CM by

SSQC is driven by the Coulomb interaction between carriers of

different NCs and differs from traditional CM dynamics

because the generated e–h pairs are localized onto different

interacting NCs. By distributing the excitation among several

nanostructures, CM by SSQC represents one of the most suit-

able routes for solar cell loss minimization. Subsequent experi-

ments conducted by Trinh et al. [36] pointed out the lack of fast

decay components in the IA dynamics for high energy excita-

tions (hν > 2Eg). For such photoexcitation events, the intensity

of the IA signal was proven to be twice that recorded at an

energy below the CM threshold (hν ≈ 1.6Eg); this argument was

used to prove the occurrence of CM effects in dense arrays of

Si-NCs. Experimental results were interpreted by hypothe-

sizing a direct formation of e–h pairs localized onto different

NCs by SSQC. The measured quantum yield was proven to be

very similar to that measured in the PL experiments conducted

by Timmerman et al. [33-35], pointing to a similar microscopic

origin of the recorded PL and IA signals.

In this work, we investigate effects induced on CM dynamics

using first principles calculations. One-site CM, Coulomb-

driven charge transfer (CDCT) and SSQC processes are evalu-

ated in detail and a hierarchy of CM lifetimes are noted.

Theory
In this work we investigate CM effects in systems of isolated

and interacting Si-NCs. Structural and electronic properties are

calculated within the density functional theory (DFT) using the

local density approximation, as implemented in the Quantum-

ESPRESSO package [37]. Energy levels are determined by

considering a wavefunction cutoff of 20 Hartree. Following

Rabani et al. [29], CM rates are calculated by applying first

order perturbation theory (Fermi’s golden rule, impact ioniza-

tion decay mechanism) by separating processes ignited by elec-

trons (h spectator) and holes (e spectator), that is:

(1)

and

(2)

where the superscripts “e” and “h” identify mechanisms ignited

by relaxation of an electron and a hole, respectively. In

Equation 1 and Equation 2, the rates are expressed as a func-
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Figure 1: A schematic representation of one-site CM, SSQC and
CDCT (for more details see [41]). When SSQC occurs, a highly excited
carrier decays to lower energy states, transferring its excess energy to
a close NC where an extra e–h pair is generated.

tion of the energy of the initial carrier, without considering the

lattice vibration (a detailed ab initio calculation of phonon-

assisted CM processes currently represents, for the considered

systems, an unattainable task that goes beyond the scope of this

work). The label niki denotes the Kohn–Sham (KS) state of the

carrier that ignites the transition, while nbkb, nckc and ndkd

identify the final states (see Figure 1). MD and ME are the two

particle direct and exchange Coulomb matrix elements [38]

calculated between KS states. Energy conservation is imposed

by the presence of the delta function (it is implemented in the

form of a Gaussian distribution with a full width at half

maximum of 0.02 eV). The screened Coulomb potential, which

is the basis of the calculation of both MD and ME, is obtained

by solving Dyson’s equation in the random phase approxima-

tion, as implemented in the many-body YAMBO code [39]. In

reciprocal space, the Fourier transform of the zero-frequency

screened Coulomb potential is given by:

(3)

where G and G’ are vectors of the reciprocal lattice,

q = (kc − ki)1BZ, and χGG' is the reducible, zero frequency,

density–density response function. The first term on the right-

hand side of Equation 3 represents the bare part of the Coulomb

potential, and the second term defines the screened part. The

presence of off-diagonal elements in the solution of Dyson’s

equation is related to the inclusion of local fields. CM lifetimes

are then obtained as a reciprocal of rates, that is

(4)

found by calculating the inverse of the sum of all CM rates able

to connect the initial niki state with the final states, satisfying

the energy conservation law within 0.05 eV. Spurious Coulomb

interactions among nearby replicas are avoided thanks to the

use of the box-shaped, exact cutoff technique [40].

When two NCs are placed in close proximity, wavefunctions

are able to delocalize on the entire system and new CM effects

emerge from NC–NC interaction. In this condition, the total

CM rate can be split in two parts: (a) one-site CM processes,

where initial and final states are localized onto the same NC and

(b) two-site CM effects, where initial and final states are local-

ized onto different NCs, that is, SSQC and CDCT. SSQC is a

Coulomb-driven, energy transfer process that occurs when a

high energy electron (hole) decays toward the conduction

(valence) band CB (VB) edge by promoting the formation of an

extra e–h pair in a nearby NC. CDCT, instead, is a Coulomb-

driven, charge transfer mechanism that occurs when an electron

(hole) decays toward the CB (VB) of a nearby NC where an

extra e–h pair is generated (see Figure 1).

One of the simplest way to represent a system of interacting

NCs is to place two different NCs in the same simulation box,

at a tunable separation, d. In our work, the largest NC is placed

in the left part of the box while the smaller NC is placed into the

right part of the cell. The NCs are equidistant with respect the

center of the cell. In order to quantify both the one-site and

two-site CM lifetimes, we introduce a new parameter, the

spill-out parameter , which defines the localization of a

specific KS state nxkx onto the smaller NC. This parameter is

obtained by integrating the wavefunction square modulus

 over the volume of the cell that is occupied by

the smaller NC, that is:

where Lx, Ly and Lz are the box cell edges. When the electronic

state  is completely localized on the smallest (largest) NC

then  = 1 (  = 0). Otherwise, when the state nxkx is

spread over both NCs, then 0 <  < 1. For a system of inter-

acting NCs, the one-site CM rate is given by

(5)

where  (Ei) is the one-site CM lifetime for a process

ignited by a carrier of energy Ei.  is the total

CM rate for the generic, single, CM decay path (i,b) → (c,d)

(see Figure 1).
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and the weighting factors , , , and  are the

spill-out parameters of the states i, b, c and d.

Equation 5 is obtained by weighting the single CM rate

 of a permitted CM decay path (i,b) → (c,d)

with the product of the spill-out parameters and by summing

over all possible final states [42]. At the same time the SSQC

rate is obtained by considering the portion of the wavefunctions

of the states i and c that are localized onto the smallest (largest)

NC and the portion of the states b and d that are localized onto

the largest (smallest) NC, that is:

(6)

The CDCT rate can be trivially obtained by:

(7)

In our work, we consider four different isolated Si-NCs:

(Si35H36, Si87H76, Si147H100 and Si293H172), and a couple of

interacting NCs (Si87H76 × Si293H172). For all of the systems

considered, the NCs are always assumed in vacuum.

Results and Discussion
CM effects in isolated and interacting Si-NCs were investi-

gated for the first time by first-principles calculations by

Govoni et al. [31], who simulated CM decays in systems of

isolated and interacting Si-NCs. CM lifetimes were calculated

in four different spherical and hydrogenated systems, that is the

Si35H36 (  = 3.42 eV, 1.3 nm of diameter), the Si87H76

(  = 2.50 eV, 1.6 nm diameter), the Si147H100

(  = 2.21 eV, 1.9 nm diameter) and the Si293H172

(  = 1.70 eV, 2.4 nm diameter).

Systems of strongly coupled Si-NCs (Si35H36 × Si293H172 and

Si147H100 × Si293H172) were then analyzed in order to define

effects induced by NC interplay on CM effects.

In this work we investigate new aspects of CM dynamics in

both isolated and interacting Si-NCs. For the first step, we

reconsider the systems Si35H36, Si87H76, Si147H100 and

Si293H172 and we analyze the dependence of CM lifetimes on

NCs size. The role played by local fields (and in general by the

screened part of the Coulomb potential) on CM dynamics is

successively analyzed. The system of strongly coupled NCs

(Si87H76 × Si293H172) was then studied to investigate effects

induced by NC interplay on CM decay processes. The resulting

CM lifetimes are then compared with those obtained in [31] for

the systems Si35H36 × Si293H172 and Si147H100 × Si293H172 in

order to investigate the dependence of the two-site CM effect on

NC size. The role played by reciprocal NCs orientation is

finally briefly analyzed.

CM lifetimes calculated for the isolated Si-NC systems are

reported in Figure 2 as a function of both the energy of the

initial carrier ((b) absolute energy scale) and the ratio between

the energy of the initial carrier and the energy gap of the system

(Ei/Eg, (d), relative energy scale). In both cases, CM lifetimes

are obtained by omitting vacuum states, which are conduction

levels above the vacuum energy.The calculated CM lifetimes

for Si-NCs are then compared with those obtained for Si-bulk

(yellow points). The results of Figure 2 indicate that CM is

forbidden when the excess energy, Eexc, of the initial carrier is

lower than Eg. On the contrary, when |Eexc| > |Eg|, CM is

permitted and the calculated CM lifetime, after initial fluctua-

tions, decreases when the energy of the initial carrier increases.

When an absolute energy scale is adopted (Figure 2b) and

low energy dynamics are analyzed, CM is strongly influenced

by the energy gap of the system and is faster in systems with

lower Eg, that is, the Si-bulk (energy range of approximately

−2.5 eV < Ei < 2.5 eV). However, under these conditions, CM

is generally not sufficiently fast to dominate over concurrent

decay mechanisms and can only weakly affect the time evolu-

tion of the excited carrier. For Si-NCs, thermalization pro-

cesses are expected to range from a few picoseconds to a frac-

tion of a picosecond [43,44]. In the ranges −3.8 eV < Ei

< −2.5 eV and 2.5 eV < Ei < 3.8 eV, the CM lifetimes calcu-

lated for the Si293H172 are lower than those obtained for the

Si-bulk. For the remainder of the plot, that is, approximately for

Ei < −3.8 eV and Ei > 3.8 eV, CM is faster in Si-NC systems

than in Si-bulk and is observed to be independent of the NC

size. In this range of energies, CM is sufficiently fast to

compete with concurrent non-CM processes and, playing a

fundamental role in the determination of the excited carrier

dynamics, can be exploited to improve solar cell performance.

Analysis of high energy, CM decay paths is therefore funda-

mental and can have a strong impact on the engineering of new

PV devices. The behavior recorded at high energies (where CM

lifetimes are independent of the NC size) can be interpreted by

reformulating Equation 1 and Equation 2 in order to point out

the dependence of the CM rate on the density of final states.

Following Allan et al. [24]:

(8)
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Figure 2: Electronic structures of Si35H36, Si87H76, Si147H100 and Si293H172 are reported in (a). CM lifetimes calculated for the considered Si-NC
systems and for the Si-bulk are reported in (b) and (d). Both mechanisms which are ignited by electron relaxation (positive energy) and hole relax-
ation (negative energy) are considered. In (b), CM lifetimes are given as a function of the energy of the the initial carrier, Ei. In (d) CM lifetimes are
expressed in terms of the ratio Ei/Eg. The zero of the energy scale is set at the half band gap for each NC system. Dashed horizontal lines in (b) and
(c) denote the vacuum energy level. In our calculations, we omit vacuum states, that is, conduction band states with an energy higher than the
vacuum energy. The calculated density of final states are reported in (c). The results were obtained considering a broadening of 5 meV. The effective
Coulomb matrix elements are given in (e). The filled circle data points represent results obtained by including both bare and screened terms in
Equation 3 and colored crosses represent only the bare terms of Equation 3.

where |Meff(Ei)| is the effective two-particle, Coulomb matrix

element and (Ei) is the density of final states. Calculations

of (Ei) and |Meff(Ei)| are reported in Figure 2c and

Figure 2e for both Si-NCs and Si-bulk (Coulomb matrix ele-

ments are calculated for both by including and neglecting the

screened term, indicated by the dot-type and cross-type points,

respectively, of Figure 2e). Our results indicate that, while the

effective Coulomb matrix elements (and therefore their squared

modulus) decrease with increasing NC size, the density of final

states increases with increasing NC size. Far from the acti-

vation threshold (approximately −3.8 eV < Ei and Ei > 3.8 eV)

we observe a sort of exact compensation between the trends of

|Meff(Ei) |
2 and of (Ei) that make (Ei) almost NC-size-

independent. Again, from Figure 2e, we observe that due to the

strong discretization of NC electronic states near the VB and

CB, the effective Coulomb matrix elements scatter among

different orders of magnitude when they are calculated at ener-

gies near the CM thresholds. Such oscillations strongly affect

the CM lifetimes at low energies and generate fluctuations that

are clearly visible in both the plots of Figure 2b and Figure 2d.

Instead, at high energies, the effective Coulomb matrix ele-

ments stabilize at constant values that depend only on the NC
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Figure 3: Calculated total CM, SSQC and CDCT lifetimes are reported in (a), (b) and (c), respectively, for the system Si87H76 × Si293H172, where
NC–NC separations of 0.8 and 0.6 nm (blue and red points, respectively) are given.  and  denote the CM energy threshold of the
isolated NCs, that is for the Si293H172 and the Si87H76 NCs.

size. Therefore, in this portion of the energy range, the typical

trend of (Ei), which decreases when the energy of the

initial state increases, is only ascribable to the monotonically

increasing behavior of (Ei).

A realistic estimation of CM lifetimes requires a detailed evalu-

ation of the carrier–carrier Coulomb interaction. Due to the

required computational and theoretical efforts necessary to

solve Equation 3, the Coulomb potential is often approximated

by considering only the bare term. The inclusion of the screened

part of the Coulomb potential, which requires a detailed estima-

tion of the many-body interacting polarizability, is often

neglected in order to make the procedure that leads to the calcu-

lation of the dielectric function more manageable. In order to

quantify the role played by the screened part of the Coulomb

potential, we calculate effective Coulomb matrix elements by

adopting two different procedures: firstly, by omitting and then,

by including the second term on the right-hand side of

Equation 3. The results of Figure 2e illustrate that the inclusion

of the screened part of the Coulomb potential leads to effective

Coulomb matrix elements that are up to one-order of magni-

tude smaller that those obtainable by only considering the bare

Coulomb interaction. As a consequence, a simplified procedure

that avoids the complete calculation of Equation 3 (and there-

fore also neglects the inclusion of local field effects) leads to an

overestimate of the efficiency of CM decay mechanisms and

does not allow for a realistic determination of high energy,

excited carrier dynamics. It is thus evident that a detailed esti-

mation of (Ei) requires an accurate description of the atom-

istic properties of the systems that, especially for nanostruc-

tures, can be obtained only through a parameter-free, ab initio

investigation of the electronic properties of the considered

materials.

A clear dependence of CM lifetimes on NC size appears when a

relative energy scale is adopted (plot of Figure 2d), that is,

when the CM lifetimes are related to Ei/Eg. As proven by Beard

et al. [45], this scale is the most appropriate to predict the

possible implication of the CM for PV applications. Thus,

from this perspective, there are clear advantages which are

induced by size reduction, that is, when moving from the

Si-bulk scale to the nanoscale for Si35H36, as supported by

results of Figure 2d.

In order to study the effects induced by NCs on the interplay

of CM dynamics, we consider the system Si87H76 × Si293H172

that is obtained by placing in the same simulation box (box

size 9.0 × 4.8 × 4.8 nm) two different NCs placed at a

tunable separation. As illustrated in Equation 5, Equation 6 and

Equation 7, the wavefunction delocalization plays a funda-

mental role in the determination of one-site CM, CDCT and

SSQC lifetimes when systems of strongly interacting NCs are

considered. As discussed in [31], the wavefunction delocaliz-

ation processes (and the effects induced by them) become rele-

vant for NC–NC separations of d ≤ 1.0 nm. As a consequence,

we analyze the effects induced by NC interplay on CM decay

processes by only considering NC–NC separations that fall in

the sub-nm regime, and in particular by assuming d = 0.8 nm

and d = 0.6 nm. In our work, the NC–NC separation is the dis-

tance between the nearest Si atoms that are localized on

different NCs. The calculated CM lifetimes obtained by

summing the contributions of Equation 5, Equation 6 and

Equation 7 are reported in Figure 3a as a function of the energy

of the initial carrier and of the NC–NC separation, d (total CM

lifetimes).

The calculated SSQC and CDCT lifetimes (mathematically

characterized by Equation 6 and Equation 7) are depicted in

Figure 3b and Figure 3c. Only mechanisms ignited by

electron relaxation are considered. The analysis of the results of

Figure 3 leads to the conclusions which are outlined in the

following.
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First, by changing the separation from d = 0.8 to d = 0.6 nm,

some changes emerge in the plot of the CM lifetimes

(Figure 3a). As a result of the improved NC–NC interaction, we

observe the drift of some points toward reduced lifetimes. Such

changes essentially concern the portion of the plot delimited by

the energies  and  (i.e., the CM energy

threshold of the isolated NCs) and by the lifetimes of 1–100 ps.

At d = 0.6 nm, the distribution of the points is less scattered

than for d =0.8 nm and moves toward that of an isolated,

unique, large system (a similar behavior also characterizes the

system Si147H100 × Si293H172, see [41]).

Additionally, NC interplay does not significantly alter the faster

CM decay processes. This conclusion can be obtained by

analyzing the region of Figure 3a that takes into account the

CM relaxation mechanisms with a lifetime less than 0.1 ps.

Here we observe that blue (d = 0.8 nm) and red (d = 0.6 nm)

points are almost identical. The number of CM decay paths

recorded in this region of the plot does not improve when we

move from d = 0.8 nm to d = 0.6 nm.

When the NC–NC separation is reduced, the NC interplay

increases, and two-site CM mechanisms become fast. At high

energy, τCDCT ranges from tens of ps to a fraction of a ps, while

τSSQC ranges from hundreds of picoseconds to a few tens of

picoseconds. Both the CDCT and SSCQ lifetimes decrease

when the NC separation decreases, as a consequence of both the

augmented Coulomb interaction between carriers of different

NCs and the increased delocalization of wavefunctions.

Another conclusion reached is that CDCT processes are in

general faster than SSQC mechanisms. In order to be efficient,

CDCT requires a noticeable delocalization of only the initial

state while SSQC requires a significant delocalization of all the

states involved in the transition; as a consequence, the CDCT

decay processes are in general favored with respect to the

corresponding SSQC mechanisms.

Finally, despite the fact that NC interplay can enhance the two-

site CM processes, the Si87H76 × Si293H172 satisfies the typical

hierarchy of lifetimes τone−site ≤ τCDCT ≤ τSSQC expected. As a

consequence, the system Si87H76 × Si293H172 also follows this

recently identified trend for the Si35H36 × Si293H172 and the

Si147H100 × Si293H172 systems. Thus, for a given energy of

the initial state, one-site CM mechanisms result faster than

CDCT processes, and CDCT processes result faster than SSQC

mechanisms.

Remarkably, the relevance of the two-site CM processes are

expected to benefit from experimental conditions where the for-

mation of minibands (the presence of molecular chains that

interconnect different NCs and for multiple interacting NCs)

amplify the importance of both the energy and charge CM

dynamics. Again, by comparing the results of Figure 3b with

the corresponding CM lifetimes calculated in [31], we can say

that the efficiency of SSQC processes tends to increase with

increasing NC size. In general, experiments are conducted on

nanostructured systems that are larger than those considered in

this work. As a consequence, in a realistic system, both SSQC

and CDCT dynamics could be faster than those computed

herein, although these effects should not give rise to changes in

the previously discussed hierarchy of lifetimes. The CM is

driven by Coulomb interaction and therefore its relevance is

maximized when the effect involves carriers localized onto the

same NC.

To support the general validity of our results, we analyzed CM

effects considering two different additional systems. The first

one is obtained by assuming a different configuration

of Si87H76 × Si293H172, where the Si87H76 is rotated around

one of axis of symmetry. In this new setup, denoted as

, the NCs show a different reciprocal

surface orientation that affects both wavefunction delocaliz-

ation and spill-out parameters. The second one is obtained

by placing in the same simulation box two identical

Si-NCs, that is, Si87H76 × Si87H76, placed at a tunable

separation (d = 0.9, 0.7, 0.5, 0.3, 0.1 nm). Calculated

total CM, SSQC and CDCT lifetimes for the system

 are depicted in Figure 4a–c. Simulated

total CM lifetimes for the system Si87H76 × Si87H76 are

reported in Figure 4d.

Despite the fact that the reciprocal NC orientation slightly

affects both CDCT and SSQC lifetimes, we do not observe

significant changes in CM dynamics from the Si87H76 ×

Si293H172 to the  systems. Also, in this

case, one-site processes dominate CM decay mechanisms and

CDCT processes are faster than SSQC events.

Our conclusions do not change when we move from a system of

differently coupled Si-NCs to a system of identically coupled

Si-NCs. Also, in this case, NC interplay does not significantly

affect sub-ps CM events that are dominated by the occurrence

of one-site CM processes, that is, by processes that are only

weakly influenced by NC–NC interaction. As a result, only CM

decay paths with a lifetime greater than 1 ps are influenced by

NC interplay and are then pushed to lower lifetimes.

As a result of ab initio calculations based on the first-order

perturbation theory (weak coupling scheme), which is the one-

site the dominant CM decay process, after absorption of a single

photon we have always the formation of Auger-affected multi-
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Figure 4: A representation of the systems Si87H76 × Si293H172 and  is given in the upper part of the figure. Calculated
total CM, SSQC and CDCT lifetimes are reported in (a), (b) and (c), respectively, for the systems Si87H76 × Si293H172 and ,
assuming d = 0.6 nm, for untilted and tilted systems (red and blue points, respectively). The size of the simulation box was 9.0 nm × 4.8 nm × 4.8 nm.
The system Si87H76 × Si87H76 is depicted in the bottom-left part of the figure. Calculated total CM lifetimes for the system Si87H76 × Si87H76 are
reported in (d) by assuming a NC–NC separation ranging from 0.9 to 0.1 nm. The reference (cross-type points) denotes the total CM lifetimes calcu-
lated for the isolated system (Si87H76). The size of the simulation box was 9.0 nm × 4.8 nm × 4.8 nm.

excitons localized in single NCs, even when systems of strongly

coupled NCs are considered. A direct separation of e–h pairs

onto space separated nanostructures by SSQC is therefore not

compatible with our theoretical results. Therefore, in our

opinion, more complicated dynamics, where for instance SSQC

effects are assisted by exciton recycling mechanisms [31,41],

must be hypothesized in order to explain results of [36].

Conclusion
In this work, we have calculated CM lifetimes for systems of

isolated and interacting Si-NCs. As a first step, we have consid-

ered four different, free-standing NCs (Si35H36, Si87H76,

Si147H100 and Si293H172) with diameters (energy gaps) ranging

from 1.3 nm (3.42 eV) to 2.4 nm (1.70 eV). Calculated CM life-

times have been reported using both an absolute and a relative
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energy scale. Recorded trends have been interpreted in terms of

two-particle, effective Coulomb matrix elements, |Meff(Ei)|, and

of the density of final states, (Ei) by dividing plots in two

parts: a near CM energy threshold region (low energy region)

and a far CM energy threshold region (high energy region). In

this manner, we have proven that oscillations detected in the

CM lifetimes plots at low energy are induced by fluctuations in

the effective Coulomb matrix elements, while trends recorded at

high energy are mainly connected with the monotonically

increasing behavior of (Ei). The role played by the

screened part of the Coulomb potential (and by local fields) was

then clarified.

The effects induced by NC interplay on CM dynamics have

been investigated considering a system formed by two NCs

placed in close proximity, that is, Si87H76 × Si293H172. One-site

CM, SSQC and CDCT lifetimes have been quantified by first

principles calculations and reported as a function of the energy

of the initial carrier. The obtained results point out that one-site

CM mechanisms always dominate over two-site CM processes

and that the resulting lifetimes follow the hierarchy

τone−site ≤ τCDCT ≤ τSSQC. As a consequence, Auger affected

multiexciton configurations are always formed in single NCs

after absorption of high energy photons. A direct separation of

e–h pairs in space-separated NCs is thus not compatible with

our results. The role played by reciprocal NCs surface orienta-

tion has been investigated by rotating the Si87H76 system

around one axis of symmetry. The obtained results indicated

that although reciprocal NC orientation affects wavefunction

delocalization (and thus the relevance of two-site CM pro-

cesses, suggesting interaction between non-spherical NCs), it

does not alter the hierarchy of lifetimes previously discussed.

The same conclusions can be obtained when systems of iden-

tical, interacting, NCs are investigated. Moreover, in this case,

the effects induced by NC interplay can only modify the effi-

ciency of CM transitions with lifetimes higher than 1 ps.
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Abstract
Self-assembled hierarchical solid surfaces are very interesting for wetting phenomena, as observed in a variety of natural and artifi-

cial surfaces. Here, we report single-walled (SWCNT) and multi-walled carbon nanotube (MWCNT) thin films realized by a

simple, rapid, reproducible, and inexpensive filtration process from an aqueous dispersion, that was deposited at room temperature

by a dry-transfer printing method on glass. Furthermore, the investigation of carbon nanotube films through scanning electron

microscopy (SEM) reveals the multi-scale hierarchical morphology of the self-assembled carbon nanotube random networks. More-

over, contact angle measurements show that hierarchical SWCNT/MWCNT composite surfaces exhibit a higher hydrophobicity

(contact angles of up to 137°) than bare SWCNT (110°) and MWCNT (97°) coatings, thereby confirming the enhancement

produced by the surface hierarchical morphology.
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Introduction
In general, the surface morphology [1] is a crucial parameter for

the fabrication of artificial hydrophobic surfaces and may be

enhanced especially by hierarchical [2-7] and fractal structures

[7,8], possibly allowing for the formation of air pockets to

further impede the penetration of water [9].

In particular, hierarchical surface morphologies are a recent

concept introduced to explain the wetting properties of surfaces

such as plant leaves [2,3], bird feathers [10], and insect legs

[11]. These surfaces are made of a hierarchical micro- and

nanomorphology which improves their wettability.

It is indeed well-established [12,13] that on composite rough

surfaces a hierarchical morphology may induce a wetting tran-

sition from Wenzel [1] to Cassie–Baxter [9] state owing to air

trapping. Moreover, this transition may occur by passing

through thermodynamically metastable states [13-16], where

the free energy surface presents one absolute minimum and one

or more local minima separated from the former by large free

energy barriers, as compared to the thermal energy. Metasta-

bility can also have a technological importance, as in practice, it

represents a way of extending the range of stability of the

Cassie–Baxter state [14,17]. Conversely, a negative conse-

quence of metastability is that it might prevent or slow down

the transition between Wenzel and Cassie–Baxter states [14,17].

Moreover, biomimetics [18,19] may be exploited in order to

realize cutting edge artificial surfaces [2,3,5] that mimicking

natural surface. In this way these surfaces can be optimized for

hydrophobic (lipophilic) and/or hydrophilic (lipophobic) appli-

cations.

Motivated by this concept, we report here the fabrication of

highly hydrophobic coatings of self-assembling SWCNTs on

MWCNTs. Since the former are smaller than the latter (about

one order of magnitude), we observed that a surface hierarchy

naturally occurs by depositing layer by layer a SWCNT film

upon a MWCNT film. The particular two-fold hierarchical

morphology of the surface, resembling that observed in lotus

leaves [3] and rose petals [2] in which micropapillae are made

of nanopapillae, improves the hydrophobic behavior of carbon

nanotube coatings compared to bare SWCNT and MWCNT

films. Moreover, we report for the first time the experimental

Wenzel/Cassie–Baxter phase diagram [8,12,17] for a carbon

nanotube surface, showing that the transition between the

Wenzel and Cassie–Baxter states occurs by passing through

metastable states.

Generally, carbon nanotubes [20,21] are the one-dimensional

allotropic form of carbon with cylindrical symmetry and a sp2

lattice. Carbon nanotubes may be single-walled or multi-walled

depending on the number of coaxially arranged graphite planes.

Moreover, owing to their honeycomb lattice, carbon nanotubes

are inherently hydrophilic (the contact angle of graphite with

water being approx. 86° [22]) but apolar. However, by surface

functionalization or textured arrangement it can be possible to

realize carbon nanotube films which offer versatility, high

stability, and multi-functionality owing to their exceptionally

unique properties [21], making their usage widespread in

hydrophobic surface applications [4,5,23-35].

Furthermore, self-assembly hierarchical nanostructured ma-

terials [36-39] are nowadays investigated as a consequence of

their tunable peculiar properties and the easy, highly repro-

ducible, and low-cost fabrication. In addition, they are ideal

low-dimensional materials for the fabrication of high aspect

ratio and large area devices [40].

Results and Discussion
The films obtained from the process described in the

Experimental section are porous random networks of

SWCNTs and MWCNTs that exhibit  a hierarchical

morphology made of micro- and nanostructures,  as

evident from SEM micrographs in Figure 1. From SEM image

analysis (see Experimental section), we estimated the pore

radius ρ and the bundle diameter d of the SWCNT and

MWCNT random networks. The obtained results are reported in

Table 1 together with the SWCNT microstructure area S

and height h. However, in the case of MWCNT films, no

microstructures were observed. It is noteworthy that the charac-

teristic dimension d of MWCNTs is bigger by about one order

than that of SWCNTs.

In particular, we considered the microstructures shown in

Figure 1c as ripples randomly distributed within the film. Such

self-assembly occurs by an out-of-plane bending process during

evaporative drying of single-walled carbon nanotube film

during its preparation [36,37,41]. The out-of-plane assembly is

the result of the competition between attractive capillary forces

and bending stress due to the elasticity of SWCNT film. Once

the liquid is completely evaporated, a pattern of micrometer-

sized randomly shaped islands is formed. If, after complete

evaporation, there is a balance between adhesion and elastic

energy, the microstructures are in a stable bent configuration

with respect to further wetting–dewetting cycles. This self-

assembly leads to an intrinsic hierarchical microstructured

(ripples) and nanostructured (carbon nanotubes) roughness able

to enhance the wetting properties of the SWCNT film.

Conversely, the MWCNT sample (Figure 1d) just aligned verti-

cally out of plane.
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Figure 1: Scanning electron micrographs of SWCNT (a,c) and MWCNT (b,d) films at different magnifications 200,000× (a,b), and 10,000× (c,d). In the
images taken at grazing incidence (c,d) it is possible to observe that SWCNTs (c) self-assemble in ripples forming several microstructures, while
MWCNTs (d) just aligned in the out-of-plane vertical direction. (d) Black areas are holes in the film.

Table 1: Experimental results of SEM analysis and contact angle measurements.

sample ρ (nm) d (nm) S (μm2) h (μm) θ (°)

SWCNT 2–8 4–8 0.003–0.007 1.6–11.7 110 ± 3
MWCNT 40–44 34–84 — — 97 ± 8

SWCNT/MWCNT 47–51 — 7.3–13.7 3.2–61.6 129 ± 8
MWCNT/SWCNT 5–7 — 7.7–14.3 2.3–76.2 103 ± 7

Furthermore, we induced an extrinsic hierarchical architecture

by depositing a SWCNT film on a MWCNT film (SWCNT/

MWCNT) and in reverse order (MWCNT/SWCNT), as shown

in Figure 2. From SEM image analysis, we obtained the two

film pore diameters, microstructure areas and heights, as

reported in Table 1. In both cases, a self-assembly led to the for-

mation of several huge microstructures as compared to the those

of the SWCNT films.

Moreover, in Figure 3a and Figure 3b, images of water droplets

cast on our SWCNT and MWCNT films are shown, with

average contact angle values of θ = 110 ± 3° and θ = 97 ± 8°,

respectively. These results can be ascribed to the particular

morphology of both the films induced by the inherent prop-

erties of the carbon nanotubes (e.g., self-assembly, nanotube

diameter and spatial orientation) and film preparation method.

We also found that for the SWCNT/MWCNT sample the

extrinsic surface hierarchy increased the hydrophobicity of the

MWCNT sample, exhibiting a highly hydrophobic average

contact angle value of θ = 129 ± 8° (Figure 3c), comparable to

the values of PTFE (Teflon) of 108–118° [22,42]. Conversely,

for the MWCNT/SWCNT sample (Figure 3d) a slightly

decrease of the average contact angle value (θ = 103 ± 7°) with

respect to the bare SWCNT sample was encountered.

Our results, summarized in Table 1, may be interpreted on the

basis of the microstructure characteristic dimensions S and h. In

both the SWCNT/MWCNT and MWCNT/SWCNT samples the

microstructure characteristic dimensions are comparable with

those of lotus and rose micropapillae [2,3]. Nevertheless, in the

latter the extrinsic hierarchical morphology is reversed (bigger

MWCNT scale superimposed on the smaller SWCNT scale),

thereby losing the hierarchical fakir effect [7,43]. Therefore, the

SWCNT/MWCNT sample has the best hydrophobic behavior
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Figure 2: Scanning electron micrographs of SWCNT/MWCNT (a,c) and MWCNT/SWCNT (b,d) films at different magnifications 200,000 × (a,b),
1,000× (c,d), and 10,000× (c,d insets). In the images taken at grazing incidence (c,d and insets), it is possible to observe that in both cases the self-
assembly forms several huge microstructures. (c,d insets) Details of the microstructures showing a hierarchical morphology very similar to that of
lotus leaves and rose petals.

Figure 3: Water droplets cast on SWCNT (a), MWCNT (b), SWCNT/
MWCNT (c), and MWCNT/SWCNT (d) films. Owing to the rough and
porous surface of the samples, water drops exhibit different contact
angle values, depending on the exact place at the surface on which
they are cast. In this case, the contact angle can be only defined on
average.

because is the most biomimetic. We remark that the large devia-

tion of the average value of the contact angle is due to the

highly rough and porous surface of our samples. In addition, no

roll-off angle value could be measured, evidently due to the

high contact angle hysteresis, which pinned the droplets to the

surface [2].

In order to better understand the origin of the enhancement

provided by the SWCNT/MWCNT film over the MWCNT

film, we characterized the wetting state of the former composite

surface with respect to the latter. In Figure 4a, we report the

contact angle of both films as a function of the concentration in

volume percent of ethanol in water. It is possible to observe that

since ethanol has a lower liquid–vapor surface tension

(γLV = 22 mJ·m−2) than water (γLV = 72 mJ·m−2), the higher the

ethanol concentration in water, the lower the surface tension of

the solution. Furthermore, the contact angle is generally propor-

tional to the liquid surface tension by the Young’s relation

(1)

where γSV and γSL are the solid–vapor and solid–liquid surface

tensions, respectively. Therefore, also the contact angles of the

carbon nanotube films decrease with the decrease in surface

tension of the liquid droplet. This phenomenon is connected to

the lipophilicity of the apolar surface of the carbon nanotube.

Indeed, on our carbon nanotube films no contact angle (θ ≈ 0)

can be measured for pure ethanol droplets. Therefore, we
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Figure 4: (a) Contact angle of the SWCNT/MWCNT (blue squares) and MWCNT (red dots) films as a function of ethanol concentration in water.
(b) Wenzel/Cassie–Baxter phase diagram of the SWCNT/MWCNT surface respect to the MWCNT surface. Wetting states are studied changing
the liquid surface tension by adding different ethanol concentrations in water. Wenzel regime (green solid line) fit reports a roughness factor
r = 1.08 ± 0.01, while lipophilic (blue solid line) and hydrophobic (red solid line) Cassie–Baxter regime fits report respectively a liquid fraction

 and an air fraction . The Wenzel/Cassie–Baxter transition point in the hydrophobic regime is the intersection between
the red and green solid lines, while in the lipophilic regime it is the intersection between the blue and green solid lines. Error bars are standard devia-
tions.

investigated all the wetting phenomena occurring on our carbon

nanotube surface, exploring all the wetting states. We further

noted that for θ ≈ 56°, (cos θ ≈ 0.56) there is an intersection

point between the two curves in Figure 4a, beyond which the

SWCNT/MWCNT surface becomes more lipophilic than the

MWCNT surface. That point corresponds to the transition point

from Wenzel to Cassie–Baxter state in the lipophilic region of

the Wenzel/Cassie–Baxter phase diagram, as confirmed from

the plot (first quadrant) in Figure 4b. However, the plot in

Figure 4b shows that the transition occurs by passing through

metastable states with an abrupt change in the wetting state. We

fitted our data with the lipophilic Cassie–Baxter’s equation [9]

(2)

with  the surface solid fraction,  the surface fraction wetted

by the liquid, θ* the SWCNT/MWCNT surface contact angle

and θ the MWCNT surface contact angle. We obtained from fit

a liquid fraction  in contact with the droplet.

However, we remark that these metastable Cassie–Baxter states

coexist with the Wenzel states, which are stable because lower

in surface free energy.

Moreover we fitted our data in Figure 4b with Wenzel’s equa-

tion [1]

(3)

where r is the roughness factor (i.e, the ratio between the actual

wet surface area and its projection on the plane). Interestingly,

the fit returned r = 1.08 ± 0.01, which means that substantially

the SWCNT/MWCNT sample has the same roughness of the

MWCNT sample. It is noteworthy that in our case r ≈ 1 does

not mean that the surface is smooth, because we are not

comparing the SWCNT/MWCNT with its corresponding

smooth surface with the same chemistry, such as plain graphite.

However, in the latter case we would have had a high rough-

ness factor [41]. Therefore, we can exclude a roughness

enhancement, which we did not observe, as the reason of a such

improvement in hydrophobic behavior the SWCNT/MWCNT

sample over the MWCNT sample. In addition, from the rela-

tion [44]

(4)

we can infer that the lipophilic Wenzel/Cassie–Baxter tran-

sition point is cos θ′ = 0.88 (the intersection between the blue

and green solid lines in Figure 4b), which is beyond the

measured data, thus confirming that the achieved lipophilic

Cassie–Baxter states are metastable.

Conversely, in the hydrophobic region (third quadrant of the

plot) we observe a sharp discontinuity beyond cos θ = 0,

confirming again that the transition between the Wenzel and

Cassie–Baxter states is not continuous, but it undergoes

metastable states which slow down the dewetting process. Actu-

ally, by fitting our data in Figure 4b with the hydrophobic

Cassie–Baxter’s equation

(5)
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we obtained an air surface fraction  below the

liquid droplet. Furthermore, by the relation [44]

(6)

we can infer that the hydrophobic Wenzel/Cassie–Baxter tran-

sition point is cos θ′′ = −0.85 (the intersection between the red

and green solid lines in Figure 4b), which is beyond the

measured data, thus confirming that the achieved hydrophobic

Cassie–Baxter states are metastable. Nevertheless, this result

suggests a consistent air pocket formation [9].

Therefore, we can assert that the only cause of the improved

hydrophobicity/lipophilicity of the SWCNT/MWCNT film over

the MWCNT film, is the fakir effect induced by the two-fold

hierarchical morphology given by the SWCNT film superim-

posed on the MWCNT film. This particular morphology

induces the formation of air pocket when the interaction with

the liquid is hydrophobic, otherwise it favourites the formation

of a precursor liquid film [44] that enhances the wettability of

the carbon nanotube surface, when the interaction with the

liquid is lipophilic.

Furthermore, we studied the stability of our carbon nanotube

films over time by performing suction experiments. Figure 5

reports the variations of the contact angle value as a function of

the elapsed time from dropping the liquid on the SWCNT,

MWCNT, SWCNT/MWCNT, and MWCNT/SWCNT coatings.

In such suction experiment, we show that although the samples

are porous, the contact angle trend is quite constant. In particu-

lar, we demonstrated the stability over time of the hydrophobic

Cassie–Baxter metastable state for the SWCNT/MWCNT

sample. However, the slight linear decrease of the contact angle

in time is both due to liquid evaporation and suction by the

porous films. Our results are particularly remarkable, since the

water contact angle of carbon nanotube films has been reported

[45] so far to linearly decrease with time, from an initial value

of approx. 146° to about zero within 15 min.

Conclusion
Single-walled and multi-walled carbon nanotube films were

prepared by vacuum filtration of an aqueous dispersion. Such

coatings were deposited by dry-transfer printing on glass, at

room temperature. Furthermore, SEM images revealed the

intrinsic hierarchical nature of carbon nanotube random

networks owed to a dry-induced out-of-plane self-assembly

phenomenon. Moreover, static contact angles of sessile water

drops cast on carbon nanotube composite surfaces were

measured, finding that our SWCNT random network films are

more hydrophobic than our MWCNT random network films.

Figure 5: Variations of the contact angle as a function of the elapsed
time from drop cast on the porous SWCNT (green triangles), MWCNT
(blue squares), SWCNT/MWCNT (orange inverted triangles), MWCNT/
SWCNT (red dots) films. The quite constant trend of the SWCNT/
MWCNT contact angle value shows the stability in time of the carbon
nanotube hydrophobic Cassie–Baxter metastable state.

This behavior may be ascribed to remarkable differences in the

two film morphology induced by our preparation method.

However, since the characteristic dimension of SWCNT is one

order of magnitude smaller than MWCNT, when a SWCNT

film is placed on a MWCNT film an extrinsic hierarchical

morphology occurs making the resulting composite surface

highly hydrophobic (θ = 129 ± 8°). We showed that our results

are due to two main reasons: (i) The characteristic dimension of

the self-assembly microstructures in the SWCNT/MWCNT

samples are comparable with those of micropapillae in

hydrophobic plant leaves. (ii) The hierarchical surface

morphology lead to the formation of a consistent amount of air

pockets, as a consequence of the transition from the

hydrophobic Wenzel state to the hydrophobic Cassie–Baxter

metastable state. In addition, we observed that the latter state is

fairly stable in time. Such highly hydrophobic hierarchical

carbon nanotube coatings may be very attracting for several

industrial applications such as waterproof surfaces [23], anti-

sticking [31], anti-contamination [4], self-cleaning [46], anti-

fouling [47], anti-fogging [48], low-friction coatings [5],

adsorption [30], lubrication [22], dispersion [44], and self-

assembly [49].

Experimental
Fabrication of carbon nanotube films
Highly pure SWCNT powder (Sigma-Aldrich, assay >90%,

diameter: 0.7–0.9 nm) and MWCNT powder (Nanocyl,

NC7000, assay >90%, diameter: 5–50 nm) were dispersed in

aqueous solution (80 μg·mL−1) with 2% w/v sodium dodecyl

sulfate (Sigma-Aldrich, assay >98.5%) anionic surfactant. In

addition, to better disperse the suspension, the carbon nanotubes
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were tip-ultrasonicated (Branson S250A, 200 W, 20% power,

20 kHz) in an ice-bath for an hour and the unbundled super-

natant was collected through a pipette. The result was a well-

dispersed suspension that is stable for several months. Carbon

nanotube films were fabricated by a vacuum filtration process

of 1 mL in volume of the dispersion cast on mixed cellulose

ester filters (Pall GN6, 1 in diameter, 0.45 μm pore diameter).

In order to prepare hierarchical MWCNT/SWCNT films, after

filtering 1 mL of the SWCNT dispersion, 1 mL of the MWCNT

dispersion was filtered. This process was also carried out in

reverse order to produce SWCNT/MWCNT films. In this way,

a stack of two different film layers were obtained. Subse-

quently, rinsing in water and in a solution of ethanol, methanol

and water (15:15:70) to remove as much surfactant as possible

was performed. Samples were made uniformly depositing by

the dry-transfer printing method carbon nanotube films on Carlo

Erba soda-lime glass slides. More details about this novel depo-

sition technique without chemical deposition processes have

been reported elsewhere [41].

Sample characterization
Scanning electron microscopy micrographs were acquired with

Zeiss Leo Supra 35 field emission scanning electron micro-

scope (FEG-SEM) and analyzed in order to measure carbon

nanotube bundle diameter, network pore, and microstructure

feature (height and area) distributions. A statistical analysis of

these quantities was performed and the values reported in

Table 1 were estimated by taking the quantity distribution mode

values and standard deviations. In particular, we performed

microstructure area measurements through analyzing the SEM

micrographs of the films at a magnification of 30,000× with a

threshold algorithm and considering their irregular shape. The

analysis of microstructure height was carried out on SEM

images acquired at a magnification of 10,000× at grazing angle,

i.e., by tilting the sample to an angle very close to 90° with

respect to the sample normal. In such a way, the height of film

microstructures can be estimated by trigonometric measure-

ments. The film pore area defined as the area of the irregular

empty regions delimited by the intersection among carbon

nanotube bundles was quantified by the statistical analysis with

a threshold algorithm of film SEM images at the highest magni-

fication (200,000×), at which pores are clearly observable. The

radius of the pore was calculated by considering the pore area

as that of a circle.

Contact angle measurements
Images of sessile water drops cast on carbon nanotube films

were acquired by a custom setup with a CCD camera. Static

advanced contact angles were measured by increasing the

volume of the drop by steps of 1 μL, and a plugin [50] for the

open-source software ImageJ was exploited to estimate the

contact angle values. This plugin exploits an algorithm based on

a small-perturbation solution of the Young–Laplace equation

[22]. Furthermore, the presented method is applied to a contin-

uous image of the droplet by using cubic B-Spline interpolation

of the drop contour to reach subpixel resolution. Every contact

angle value reported is the average over five measures of

images of droplets cast on five different points of the film

(namely in the center, north, south, east, and west part). The

deionized water (18.2 MΩ·cm) drop volume used to achieve the

contact angles of samples was V = 10 μL. Moreover, every

contact angle was measured 15 s after drop casting to ensure

that the droplet reached its equilibrium position.
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Abstract
Despite the rising technological interest in the use of calcium-modified TiO2 surfaces in biomedical implants, the Ca/TiO2 inter-

face has not been studied in an aqueous environment. This investigation is the first report on the use of in situ scanning tunneling

microscopy (STM) to study calcium-modified rutile TiO2(110) surfaces immersed in high purity water. The TiO2 surface was

prepared under ultrahigh vacuum (UHV) with repeated sputtering/annealing cycles. Low energy electron diffraction (LEED)

analysis shows a pattern typical for the surface segregation of calcium, which is present as an impurity on the TiO2 bulk. In situ

STM images of the surface in bulk water exhibit one-dimensional rows of segregated calcium regularly aligned with the [001]

crystal direction. The in situ-characterized morphology and structure of this Ca-modified TiO2 surface are discussed and compared

with UHV-STM results from the literature. Prolonged immersion (two days) in the liquid leads to degradation of the overlayer,

resulting in a disordered surface. X-ray photoelectron spectroscopy, performed after immersion in water, confirms the presence of

calcium.

438

Introduction
Metal oxide surfaces (in particular titanium dioxide (TiO2)

surfaces) covered by an alkaline-earth-metal overlayer have

been investigated in recent years in experiments [1-5] and theo-

retical studies [6], considering applications ranging from

nanotechnology [7] to gas sensing [8], as well as catalysis [9]

and biomedicine [10,11]. In particular, the high corrosion resis-

tance of titanium to biological environments has stimulated the

study of this metal and its oxide for in vivo or in vitro calcium

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:serrano@roma2.infn.it
http://dx.doi.org/10.3762%2Fbjnano.6.44
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Figure 1: LEED pattern of (a) the clean TiO2(110) surface showing the 1 × 1 termination (electron beam energy E = 56 eV); (b) the TiO2(110) surface
after Ca segregation from the bulk, after annealing in UHV at a higher temperature (electron beam energy E = 65 eV). Both the 1 × 1 unit cell of the
substrate (green, solid line) and the c(6 × 2) unit cell of the Ca overlayer are shown. The orange, dashed and red, dotted lines indicate two possible
choices for the c(6 × 2) unit cell.

phosphate ceramic growth [12-15]. Recently, the deposition of a

thin calcium layer onto TiO2 substrates resulted in a prototyp-

ical model of the interface responsible for the bone growth by

apposition in medical implants [16].

The experiments reported in the literature mostly concern Ca

overlayers on a TiO2(110) rutile surface prepared under ultra-

high vacuum (UHV) conditions, which is considered to be a

model system [10,11]. Ordered Ca layers have been obtained by

thermally activated segregation from the bulk [1-5], where

calcium was a common bulk impurity in the TiO2 samples [10].

A c(6 × 2) structure has been proposed for the resulting Ca

overlayer based on low energy electron diffraction (LEED) and

scanning tunneling microscopy (STM) measurements [1].

Segregation has been reported to produce an additional, differ-

ently ordered Ca layer, namely a p(3 × 1) structure [2-4]. More

controlled and homogeneous Ca overlayers have been grown on

a TiO2 surface by metal vapor deposition (MVD) technique [5],

showing that both MVD and segregation methods can produce a

c(6 × 2) Ca structure. Finally, theoretical calculations have

provided insight into possible preferential adsorption sites for

Ca atoms on this surface [6].

The study of the Ca/TiO2 interface in ideal (UHV) conditions

lacks information about the electronic and structural modifica-

tions occurring under more realistic conditions, in particular, in

an aqueous environment. Such a study would be an essential

step towards a more thorough understanding of the system,

leading to the optimization of many related applications. As an

example, it was recently demonstrated that a low surface

calcium coverage may increase the wetting energy and there-

fore the surface hydrophilicity of TiO2 surfaces [17]. This has

very interesting implications for the application of Ti-based

biomaterials, since the augmented wettability would enhance

the interaction between the implant surface and the biological

environment.

In this paper we present an in situ STM investigation of a Ca

overlayer thermally grown in UHV on the TiO2(110) rutile

surface and then immersed in water. The c(6 × 2) LEED pattern

observed after UHV preparation and the subsequent X-ray

photoelectron spectroscopy (XPS) measurements confirm that

high-temperature annealing produces a Ca layer by thermal

segregation from the bulk. After immersion in high purity

water, STM images show quasi one-dimensional rows of bright

protrusions aligned with the [001] direction of the TiO2(110)

surface. The stability of this overlayer in water is discussed.

Results and Discussion
The TiO2(110) surface was prepared in UHV with sputtering/

annealing cycles, as described in detail in the Experimental

section, and the surface quality was examined using LEED. In

Figure 1, we report the LEED pattern of the TiO2 surface: (a)

after the usual preparation in UHV resulting in the 1 × 1 clean

phase [10] and (b) after calcium segregation due to a higher

annealing temperature [1-5].

In the latter case, two sets of diffraction patterns are visible,

which is in agreement with the patterns previously observed by

other groups for TiO2(110) covered with approximately one

monolayer (ML) of Ca [1,5]. More intense spots form the

rectangular pattern (green, solid line in Figure 1b) character-

istic of the clean TiO2(110) surface, and correspond to the 1 × 1

termination as shown in Figure 1a. Marked streaks appear along
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Figure 2: STM images in water of the TiO2(110) surface after Ca segregation (a) 370.5 × 370.5 nm2, Vbias = −1 V, Itunnel = 1 nA; (b) 81.8 × 81.8 nm2,
Vbias = −1 V, Itunnel = 1 nA; (c) line profile corresponding to the full line in (b). Ca-related rows of 5× and 3× the spacing (with respect to the TiO2(110)
periodicity) along the  directions are shown in the yellow, dotted and the blue, dashed marked areas, respectively.

the columns of spots aligned in the  direction, indicating

the lack of in-phase correlation as a consequence of some

degree of disorder in this direction. This is likely related to

oxygen deficiencies in the surface layer caused by UHV prepar-

ation [1,10]. Between the primary pattern and the streaks a

second set of weaker spots can be observed that form a c(6 × 2)

superstructure. As proposed by Zhang et al. [1], two possible

unit cells,

(orange, dashed line) and

(red, dotted line) are also shown.

The sample was transferred from the UHV chamber to the STM

cell and then immersed in high purity water (see Experimental

section for details). STM images of the surface shown in

Figure 2 were recorded in water after approximately two hours

of immersion. In the chosen tip polarity (the sample is

grounded), electrons tunnel into empty surface states. The TiO2

sample exhibits a terraced surface with a terrace width of about

100 nm, and step height of 3.2 ± 0.5 Å (Figure 2a). This was the

expected value for the interplanar distance perpendicular to the

(110) surface, and confirms previous STM observations of the

clean TiO2 surface immersed in bulk water [18]. On the terraces

(Figure 2b), rows of ordered bright spots run along the [001]

direction of the crystal, their length ranging from a few to tens

of nanometers.

Similar rows aligned in the [001] direction were previously

observed by STM after Ca deposition or bulk segregation in

UHV [1,5]. These are typically up to tens of nanometers long

and spaced about three times the periodicity of the substrate in

the perpendicular  direction. Depending on the surface

coverage, these Ca-related, linear features also show different

spacings of two, four, or five (and even higher) times the sub-

strate periodicity [1,5]. For a single ML coverage, a c(6 × 2)

honeycomb lattice was observed on the rutile (110) surface [5].

Additional structures, perpendicular to the primary rows

(namely, along the  direction) and forming a bi-dimen-

sional network, have been also imaged in UHV on the Ca/TiO2

surface below one ML [1,5].

We conclude that the rows imaged in water by STM are consis-

tent with the Ca-related structures due to impurity segregation
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seen in UHV (see discussion below). In water the mean

distance is 3.3 ± 0.2 nm, corresponding to about five times

the TiO2(110) periodicity along the  direction

(a[1−10] = 0.65 nm). Distances equal to three or four, and up to

about eight times the substrate periodicity along the  direc-

tion were also observed, in agreement with previous UHV

results [1,5]. The colored boxes in Figure 2b identify areas

where 5× (yellow dotted) and 3× (blue dashed) -spaced rows are

present. The resulting irregularity in spacing between Ca-related

rows explains the lack of order along the  direction in the

LEED pattern. From the STM profile of five adjacent Ca struc-

tures (Figure 2c, along the full line of Figure 2b) approximately

3 nm apart, a Full Width Half Maximum (FWHM) of

1.2 ± 0.2 nm, and an apparent height of 2.0 ± 0.5 Å were

measured, again, in good agreement with previous UHV studies

[1,5].

In contrast to the STM studies in UHV, the elongated features

along the  direction were not observed, connecting the

rows in a quasi-2D network [1,5]. This could be the conse-

quence of a different quantity of bulk impurities segregated

onto the surface in this experiment. This quantity is difficult to

control as it depends on the heating temperature and the impu-

rity concentration in the bulk (the latter is unknown in our case).

Nevertheless, Bikondoa et al. [5] have reported that in UHV

experiments, row-like structures are already visible in the low

coverage regime (0.3 ML) along both the [001] and  crys-

tallographic directions, below the coverage value we estimate in

our images (about 0.5 ML). Thus, we propose that the quasi-

one-dimensional appearance of the rows in our data is most

likely related to the immersion in water. Dissolution of segre-

gated atoms in liquid very likely depends upon the surface site.

Therefore, we hypothesize that the Ca row-like structures along

the  direction [5] are dissolved and transferred into solu-

tion before the same process happens for Ca in rows along the

[001] direction. We will comment on this assumption below.

At higher resolution, the rows appear to consist of discrete,

elongated or circular, protrusions aligned in the [001] direction

(Figure 3), with a length ranging between 1 and 5 nm, and a

minimum width of about 1 nm. The smallest protrusions well-

exceed atomic dimensions, therefore, a single nanostructure,

constituting the row building block, very likely corresponds to a

cluster of segregated impurity atoms.

The surface is not completely covered by the nanostructured

overlayer: substrate areas free of calcium are visible. We have

reported that in atomically resolved images of the rutile (110)

surface in water, a 2× periodicity is measured along the [001]

direction, suggesting the presence of an adsorbed overlayer

(very likely water molecules) [18]. In the present experiment,

Figure 3: STM image in water of the Ca/TiO2(110) surface after Ca
segregation, 27.3 × 27.3 nm2, Vbias = −1 V, Itunnel = 1 nA. The align-
ment of the Ca-related rows with TiO2(110) substrate rows (dashed,
blue line) is highlighted by the black square.

the quality of the images does not allow for observation of these

details. Nevertheless, in the areas free of calcium, weak rows

are visible on the substrate and their spacing matches the

expected value for the clean TiO2(110) 1 × 1 surface (7.0 ± 0.5

Å) [10,18]. In some areas (see for instance the highlighted black

square in Figure 3), the Ca-related structures appear to be

centered with these substrate rows, as in the UHV experiments

[1,5].

The STM images in Figure 2 and Figure 3 were recorded within

a few hours of immersion in the liquid. After longer immersion

in the aqueous environment, a clear degradation effect of the

Ca-related rows in the [001] direction was observed. In Figure 4

we report the resulting images after more than 48 h of contin-

uous immersion in high purity water: the ordered and aligned

structures are no longer present on the surface. Although a weak

directionality is still discernible in some areas of the surface

(see Figure 4a), most of the rounded structures (whose diam-

eter is in the 1–3 nm range) also visible in Figure 3 are now

randomly distributed (Figure 4b). A line profile measured

across two adjacent protrusions (solid line in Figure 4b) is

presented in Figure 4c and shows height and FWHM values

very similar to those of the structures assigned to the Ca clus-

ters previously discussed.

XPS analysis carried out after re-entry of the sample in the

UHV chamber confirms that calcium is still present on the TiO2
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Figure 4: STM images in water of the Ca/TiO2(110) surface recorded after a 48 h immersion in the liquid (a) 146.9 × 146.9 nm2, Vbias = −1 V,
Itunnel = 1 nA; (b) 40.3 × 40.3 nm2, Vbias = −1 V, Itunnel = 1 nA; (c) line profile corresponding to the blue line in (b).

surface. Although we did not determine the quantity originally

present before immersion in water, this result supports that

calcium had segregated to the surface after thermal annealing in

UHV, thus enforcing the interpretation of the rows as being

Ca-induced.

At present, it is not known which surface sites Ca is preferen-

tially bound to on the rutile TiO2(110) surface. Recently,

density functional theory (DFT) calculations have shown that,

among the possible sites originally proposed on the basis of

STM investigations [1], bridging oxygen (BO) atoms and

in-plane oxygen (IO) atoms represent minima in the potential

energy surface, thus providing more stable sites for adsorption

[6]. Interestingly, San Miguel et al. [6] report that from

increasing the surface coverage of the surface as well as

reducing the proximity to an oxygen vacancy, a significant

reduction of the adsorption energy for Ca results. This means

that calcium dissolution from the TiO2 surface into water

should be favored at these sites. Therefore, Ca segregated near a

defect site or in the branches directed along the  direc-

tions (the latter occurring with increasing coverage [6]) disap-

pears first, at the early stages of immersion in water (in our

experiment, within 2 h). We note that the average density of

surface defects (about 10% [10]) is sufficient to provide the

adsorption sites necessary to produce the 2D network observed

in UHV [1,5]. The rows which are still on the surface after the

first stage of immersion in water are thus formed by Ca bound

to the preferred adsorption sites, BO and IO, possibly involving

both the Ti and O atoms of the surface layers, and producing a

certain degree of local structural deformation [6].

Conclusion
The Ca-modified TiO2(110) rutile surface was investigated in

UHV conditions after preparation using sputtering and

annealing cycles to produce calcium segregation. The final

LEED surface pattern was in agreement with previous studies

of calcium overlayers on TiO2(110). After transfer from UHV

to the liquid cell and immersion in high purity water, STM

images in water show a terraced surface with monoatomic steps,

in addition to rows aligned with the [001] direction, as expected

for Ca segregation in UHV. In contrast to previous UHV

results, additional elongated structures in the perpendicular

 direction are not present, possibly a consequence of a

water-induced modification. More than 48 h of continuous

exposure to high purity water resulted in a disordered surface

with rounded protrusions irregularly distributed over the whole

investigated area. The presence of calcium on the surface was

confirmed by XPS after reentry of the sample into the UHV

chamber.

Experimental
The TiO2 rutile (110) single crystal was purchased from

Pi-Kem LTD. The sample was made conductive via bulk reduc-

tion in a UHV chamber (P < 1 × 10−10 mbar) by means of
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repeated Ar+ sputtering (1 keV) and annealing cycles. This

preparation procedure is known to result in the 1 × 1 clean

surface [10]. Prolonged sputtering cycles and a higher sample

temperature (in our case 1000 ± 50 K) during annealing can

cause surface segregation of calcium from the bulk [1-5]. The

temperature was monitored by a thermocouple and an infrared

pyrometer. The surface structure was examined by LEED. The

UHV chamber is equipped with an XPS system. A Mg source

and a pass energy of 50 eV were used for the measurements.

Peak positions were calibrated according to the O1s position.

After UHV preparation, the sample was taken out of the

vacuum chamber and transferred into the STM cell under ultra-

pure Argon flux. The STM cell was then filled with high purity

water (milli-Q purification system, resistivity = 18.2 MΩ∙cm).

In order to avoid contamination by oxygen and other gaseous

molecules in solution, the milli-Q water was degassed prior to

the Argon flux for 1 h. STM measurements were performed

using an electrochemical STM [19] equipped with an electro-

chemical cell positioned in a compact “BEETLE”-type setup

[20]. The STM housing was filled with Argon gas in order to

ensure an inert atmosphere. Tungsten tips were used for the

STM measurements. The tips were prepared by chemical

etching (2 M KOH solution) and then coated with hot glue to

minimize the faradaic current contribution in the case of electro-

chemical measurements. The STM images were analyzed with

the WSxM software [21].
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Abstract
Ion track, nanoporous membranes were employed as templates for the preparation of CdTe nanowires. For this purpose, electro-

chemical deposition from a bath containing Cd and Te ions was employed. This process leads to high aspect ratio CdTe nanowires,

which were harvested and placed on a substrate with lithographically patterned, interdigitated electrodes. Focused ion beam-

induced metallization was used to produce individual nanowires with electrical contacts and electrical measurements were

performed on these individual nanowires. The influence of a bottom gate was investigated and it was found that surface passivation

leads to improved transport properties.

444

Introduction
Nanowires, which are quasi one-dimensional structures, are

considered an extremely important class of nanostructures,

regarded as highly effective building blocks for future elec-

tronic devices [1-4]. In addition to their specific dimensions and

high aspect ratio (which enable ultraminiaturization, due to the

high surface-to-volume ratio), nanowires provide increased

functionality for electronic devices which contain them [5-7].

There are numerous ways to fabricate nanowires, with methods

ranging from simple and straightforward wet chemistry

approaches, to complex multistep approaches that were devel-

oped over the past two decades. The main goal in all experi-

ments involving such nanostructure preparation is to control

both the morphological properties and the structural and compo-

sitional characteristics, in order to control the functionality of

the nanowires. It is also important that the fabrication method

leads to reproducible results and is highly scalable, thus

increasing the efficiency of the preparation step.

The template approach is a method which enables the fabrica-

tion of nanowires with excellent reproducibility and a narrow

distribution of the geometrical characteristics [8-13]. The

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:encu@infim.ro
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method typically makes use of a nanoporous membrane as a

template along with a method for filling its pores. As templates,

most used are polymer ion track membranes, anodic alumina

and diblock copolymer templates, while the filling methods

range from electrochemical or electroless deposition, to atomic

layer deposition or molten metal injection.

The nanoporous polymer ion track membranes are obtained by

polymer foil irradiation with swift heavy ions and further chem-

ical etching of the ion tracks [13]. This method allows for

control of pore density by taking into account that each ion

leaves a single, cylindrical track and pore size throughout the

etching process. These parameters are usually chosen in

connection with the desired final nanowire size and quantity.

Electrochemical deposition is a well-established method of

plating conductive substrates with a specific metal or alloy.

During the last decades, semiconductor electrodeposition

became more and more attractive, as it may represent a viable

alternative to more expensive fabrication methods [14-16].

CdTe electroplating is an excellent example of semiconductor

electrodeposition for both film and nanostructure fabrication

[14]. By employing a bath containing both cadmium and

telluride, their controlled reduction at the working electrode

leads to the formation of a high quality, stoichiometric, com-

pound semiconductor.

In this work, a template approach for fabricating CdTe

nanowires by electrodeposition inside ion track polycarbonate

nanoporous membranes was employed. It was recently proved

that one can easily control the characteristic of the nanowires

prepared in this way by controlling the electrodeposition over-

potential [15]. However, the number of reports dealing with the

electrical properties of individual CdTe nanowires are very few.

In the present report, in addition to basic characterization

regarding morphology, structure and composition determin-

ation, the nanowires were connected with electrical contacts by

means of a combination of lithography and focused ion beam-

induced metallization (FIBIM). The electrical properties were

determined for individual nanowires prepared under different

conditions. Further, the effect of a bottom gate on the charge

carriers transported through the nanowire channel was exam-

ined. It was also found that (similar to other cases of semicon-

ductor nanowires) the surface passivation leads to an improve-

ment in the electrical properties [16,17].

Results and Discussion
Electrochemical deposition of CdTe is a process that has been

studied over several decades, and is one of the first reports of an

electrodeposited semiconductor. The mechanism leading to the

formation of the stoichiometric compound was thermodynami-

cally explained based on the free energy corresponding to the

compound formation reaction. In the case of this particular

compound, this free energy opens up the possibility to obtain

the stoichiometric composition for a rather wide range of elec-

trode potentials and the ability to tune the bath composition

over a rather wide range. Practically, the electrodeposition of

multicomponent materials (either alloys or compounds) is

related to the differences in reduction potentials for each

component. In order to reach the desired composition, the depo-

sition conditions must be adjusted in order to reach the desired

reaction rate for each component. The procedure typically

involves a deposition bath containing a high ratio of the element

that is reduced at more electronegative values to the element

that is reduced at less electronegative values. For the electrode-

position of CdTe, a bath containing CdSO4 as a source of Cd

ions and TeO2 as a source of Te ions was employed at a ratio of

100 (considering that Cd is reduced at a far more negative elec-

trode potential than Te). Consequently, the electrochemical

polarization curves show a plateau in current over a range

covering approximately 300 mV.

Electrodeposition inside nanoporous membranes has several

particularities, which are a consequence of the fact that the

process takes place in a restricted geometry ([13] gives a

detailed description of the process). In this regard, the diffusion

of ions through the nanopores is different from typical diffu-

sion in an open bath when plating on a typical two-dimensional

electrode. As a consequence, the current versus time curve

shows a strong current increase when the pore is completely

filled and during switching from deposition inside the nanopore

to deposition on the surface. This effect was used to determine

the time necessary for complete filling whereby the process can

be stopped earlier. The nanowires growing from caps on the

surface (indicating complete pore filling) are more difficult to

harvest and contact, and therefore, the deposition process

should be stopped before cap formation.

The deposition was performed in membranes with 108 and

109 pores/cm2 and different pore diameters. In order to charac-

terize the nanowires, the template membrane was dissolved by

immersing the template containing the nanowires in chloroform

and the process was repeated at least 5 times. The process was

started with p.a.-grade chloroform and for the last two washing

steps, semiconductor-grade chloroform was used. Thorough

washing is important for precise electrical characterization since

template remnants can influence the characteristics of the

metal–semiconductor interface.

In Figure 1 one can observe SEM images of such arrays of

nanowires prepared at different electrode potentials, shown after
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Figure 1: SEM micrographs of CdTe nanowires deposited at (a) −400 mV; (b) −500 mV; (c) −550 mV; (d) −600 mV; (e) −650 mV; (f) −700 mV.

the host membrane was dissolved. As can be seen from the

micrographs, the morphology of the cylindrical nanowires

corresponds to the template pore characteristics.

EDX spectra deconvolution was employed to determine the

composition of the nanowires for different working electrode

voltages and the dependence of the composition on the working

electrode potential is presented in Figure 2b. A quasi-plateau of

the potential for the compound nanowires ranging from −500 to

−650 mV vs SCE was found.

The optical properties of compound semiconductors are of high

interest since optoelectronic devices are a straightforward appli-

cation. CdTe is an example of a semiconductor that is exten-

sively employed as an active layer in solar cells and its high

absorption coefficient makes it extremely efficient. Figure 3

gives the optical reflection spectra for arrays of CdTe nanowires

prepared at different overvoltages. The band gap of the semi-

conductor was determined to be 1.49 eV by employing the

Kubelka–Munk function. This value is in accordance with

literature data at approximately 1.45–1.5 eV [18].
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Figure 2: (a) EDX spectra for a series of samples prepared at different electrode potentials; (b) Cd content versus working electrode potential.

Figure 3: (a) Spectral reflectance curve and (b) Kubelka–Munk representation for band gap determination of CdTe deposited at −500 mV.

The nanowires were further harvested in chloroform by ultra-

sonication. Taking into account the brittleness of the semicon-

ducting nanostructure, the ultrasonication step was performed

for only a few seconds. Further, a droplet of nanowire suspen-

sion was placed on Si/SiO2 substrates on which interdigitated

Ti/Au electrodes were patterned by photolithography (Figure 4).

FIBIM is a direct patterning method employed for the design of

metallic nanostructures. The method is based on the interaction

of an ion beam with the surface-adsorbed, metal–organic mole-

cules corresponding to the working gas. The decomposition

leads to a patterned metallic layer with precisely tailored geom-

etry. In our case, a platinum pattern was formed in order to

connect the CdTe nanowires to the photolithographically

designed, interdigitated contact (Figure 4b). The drawback of

this method is that the metal deposited in this way has a lower

conductivity as compared to other deposition methods. This is a

direct result of the approach and is due to the presence of

carbon in the metal layer. This carbon is a residue due to the

organic component of the precursor gas.

Further electrical measurements revealed a slightly nonlinear

current–voltage characteristic. When a voltage was applied to

the silicon substrate, this gate potential influenced the current

through the nanowire.

For ZnO it was previously reported [17,19] that a thin layer of

polymer covering the nanowire drastically improved the trans-

port properties. This was tested in this work and to our knowl-

edge, only one previous paper dealt with the electrical transport

of individual nanowires [20]. No observation of passivation

effects on CdTe nanowires was previously reported. We also
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Figure 4: (a) The system of electrodes produced by lithography for contacting the nanowire; (b) an image of an individual nanowire contacted by
FIBIM to the larger lithographically prepared electrodes.

Figure 5: (a) Current–voltage characteristics for a CdTe nanowire contacted by FIBIM; (b) Current–voltage characteristics for a CdTe nanowire
contacted by FIBIM after PMMA passivation.

observed a similar behavior for CdTe, as would be expected for

objects with similar geometries. In Figure 5 current–voltage

characteristics are presented for a nanowire contacted by this

approach before and after poly(methyl methacrylate) (PMMA)

passivation.

A difference of almost an order of magnitude between the

sample before and after PMMA covering was observed. This

increase in current observed when adding the polymer layer has

a potential source: the passivation of surface states, which may

be responsible for a decrease in the number of the free charge

carriers available in the nanowire.

Conclusion
CdTe nanowires were prepared by electrochemical deposition

inside ion track, nanoporous membranes. Substrates with inter-

digitated electrodes were fabricated by employing a photo-

lithographic approach. After the growth of the nanowires, they

were placed onto the substrate and FIBIM was employed to

make contacts between the nanowire and the electrodes. The

contacts were not pure platinum, but rather a mixture of

platinum and carbon, which was the residual phase from the

organic component of the gaseous precursor used.

The electrical characteristics were measured and nonlinear I–V

characteristics were observed. A strong increase in current was

measured when the nanowire was covered with a thin polymer

layer. One possible explanation for this phenomenon is that the

surface states, which are extremely important for high surface-

to-volume ratios, were passivated through the process.

CdTe is an important semiconductor for optoelectronics and this

approach to CdTe nanowire fabrication gives the opportunity to

measure electrical properties of individual nanostructures and to
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better understand them in correlation with the preparation

methods.

Experimental
Polycarbonate foils of 30 μm thickness were irradiated with

swift heavy ions from the linear accelerator UNILAC at the

Gesellschaft für Schwerionenforschung (GSI). The ions (Au,

Pb or U) were accelerated at a specific kinetic energy of

11.4 MeV/nucleon. When passing through the polymer foil,

each ion leaves a cylindrical defect track as a consequence of its

interaction with the target. Further, these tracks were chemi-

cally etched, leading to the formation of cylindrical pores. An

aqueous solution of 5 M NaOH and 10 vol % methanol was

employed for the etching process at a temperature of 50 °C. The

etching rate was 2 μm/h, at three minutes of etching, resulting in

cylindrical pores of approximately 100 nm diameter.

On one face of the membrane, a thin (50 nm) gold electrode is

deposited by means of DC sputtering. This is further strength-

ened by the electrodeposition of a thick (10 μm) copper film.

This membrane was then inserted into an electrochemical cell,

with the uncovered side facing the electrolyte.

A potentiostat (Parstat 2272) was employed for controlling the

deposition process in a three-electrode setup. The reference

electrode was a commercial, saturated calomel electrode and the

counter electrode was a 4 cm2 platinum foil. A double-walled

glass beaker was employed as an electrochemical cell, and a

deposition temperature of 80 °C was maintained by means of an

external water circulator.

The deposition bath contained CdSO4 and TeO2 as the sources

of the two ions. The pH was adjusted to 2 using sulfuric acid

and sodium hydroxide. Higher pHs led to tellurium oxide

precipitation.

After nanowire growth, the membrane was dissolved with chlo-

roform leaving the nanowires exposed. The arrays of nanowires

fabricated in this manner were investigated by means of scan-

ning electron microscopy, energy dispersive X-ray analysis and

optical spectroscopy.

Further, the wires were harvested by ultrasonication into a

suspension in chloroform. A droplet of nanowire suspension in

semiconductor-grade chloroform was placed on a n++ Si/SiO2

substrate with patterned, interdigitated contracts. These were

obtained by photolithography and sequential deposition of

20 nm of Ti and 200 nm Au. A dual-beam, FIB/FEG machine

was employed to connect the individual nanowire with the

existing interdigitated contacts. During this FIBIM process, a

metal–organic gas containing platinum was injected through a

nozzle close to the surface of the sample and decomposed in a

precise pattern determined by the Ga ion beam. The result is a

stripe of a mixture of Pt–C–Ga with the desired geometry deter-

mined by the ion beam scanning pattern.

A probe station was employed for performing the electrical

characterization of individual nanowires. In order to investigate

the effect of a gate on the transport through the nanowire, a

third electrical contact was made to the n++ Si substrate. A com-

parison of the transport properties of the nanowires with and

without a passivated thin layer of PMMA was performed. This

polymer passivation layer was deposited onto the wire by

means of spin coating.
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Abstract
Graphene, nanotubes and other carbon nanostructures have shown potential as candidates for advanced technological applications

due to the different coordination of carbon atoms and to the possibility of π-conjugation. In this context, atomic-scale wires

comprised of sp-hybridized carbon atoms represent ideal 1D systems to potentially downscale devices to the atomic level. Carbon-

atom wires (CAWs) can be arranged in two possible structures: a sequence of double bonds (cumulenes), resulting in a 1D metal, or

an alternating sequence of single–triple bonds (polyynes), expected to show semiconducting properties. The electronic and optical

properties of CAWs can be finely tuned by controlling the wire length (i.e., the number of carbon atoms) and the type of termina-

tion (e.g., atom, molecular group or nanostructure). Although linear, sp-hybridized carbon systems are still considered elusive and

unstable materials, a number of nanostructures consisting of sp-carbon wires have been produced and characterized to date. In this

short review, we present the main CAW synthesis techniques and stabilization strategies and we discuss the current status of the

understanding of their structural, electronic and vibrational properties with particular attention to how these properties are related to

one another. We focus on the use of vibrational spectroscopy to provide information on the structural and electronic properties of

the system (e.g., determination of wire length). Moreover, by employing Raman spectroscopy and surface enhanced Raman scat-

tering in combination with the support of first principles calculations, we show that a detailed understanding of the charge transfer

between CAWs and metal nanoparticles may open the possibility to tune the electronic structure from alternating to equalized

bonds.
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Review
Introduction
Over the last decades carbon nanostructures have been widely

investigated for their unique properties and for their potential

technological applications [1]. For instance, single wall carbon

nanotubes represent quasi-1D systems whose electronic prop-

erties are strongly related to the nanotube structure (i.e.,

chirality), while graphene is a 2D system with appealing elec-

tronic and optical properties [2-4]. In addition to structures

based on sp2 hybridization of carbon atoms, sp-hybridized

carbon-atom wires (CAWs) are intriguing systems with struc-

ture-, length- and termination-dependent properties [5]. Similar

to graphene (which today is considered the ultimate 2D system

(1-atom-thick)), CAWs represent a true 1D system (1-atom-

large) which can display either semiconducting or metallic

properties due to the conjugation and electron–phonon coupling

effects of their delocalized π electrons.

In addition to many examples in organic chemistry, the occur-

rence of sp-hybridized carbon has been observed in many

carbon-based materials and structures, embedded in cold gas

matrices, in free carbon clusters in the gas phase, as pure sp-sp2

systems, in liquids, inside carbon nanotubes and connecting

graphene sheets [5-13]. The research on sp carbon dates back to

the last century when the carbon community was in search of a

new carbon allotrope based on linear carbon. The first papers

claiming observations of sp-hybridized carbon as a new

allotrope (named carbyne, and the mineral form was called

chaoite) date back to the sixties by Kudryavtsev and co-workers

[14], by El Goresy and Donnay [15] and by Whittaker [16,17].

Criticism on the interpretation of these results was raised in the

eighties by Smith and Buseck and were the objects of debate

[18-20]. In the same period the search for linear carbon in inter-

stellar medium for astrophysics studies drove the discovery of

fullerenes by Kroto, Smalley and Curl, as reported in the Nobel

lecture by Kroto [21]. Even though a new allotrope based on sp

carbon has still yet to be found, sp-hybridized carbon nanostruc-

tures (or large molecules) in the form of linear atomic wires can

be now produced and investigated. Great interest has been

shown in the theoretical prediction of the electronic and trans-

port properties of carbon wires connected to metal electrodes

and to other carbon nanostructures such as graphene and

nanotubes, while detailed experimental work is still needed to

unveil the structure and properties of these systems.

Raman spectroscopy is a powerful tool for the characterization

of carbon materials and nanostructures due to its sensitivity

to the vibration of C–C bonds. For instance, strong

electron–phonon coupling and resonance effects allow for the

measurement of single carbon nanostructures and together with

confinement effects, provides information on their structure,

hybridization state, defects, presence of functionalization and/or

doping, and can even quantify the nanotube chirality, the

number of layers and the edge structure in graphene [22,23].

In this review we discuss how Raman spectroscopy can be

utilized to obtain a wealth of information on the structure of

CAWs including length, stability behavior and electronic struc-

ture changes induced by charge transfer effects. In particular,

for different CAWs, the results of a combined standard Raman

spectroscopy and surface enhanced Raman spectroscopy

investigation at different excitation wavelengths with the

support of first principles calculations will be reviewed. We

begin by discussing the structure of ideal and as-synthesized

CAWs with particular focus on π-conjugation effects and the

change in electronic properties as a result of the wire length and

termination. Then we review the various CAWs synthesis tech-

niques and strategies to improve stability. Finally we present

Raman and SERS characterizations of selected CAW systems.

Structure of carbon-atom wires
The ideal model of sp-hybridized carbon wires is an infinite

chain comprised of two different geometric arrangements of

atoms, as depicted in Figure 1. One possibility is a sequence of

double bonds in a completely equalized geometry (also called

cumulene), and the other is a series of alternating triple and

single bonds in a dimerized geometry (also called polyyne). The

two configurations are physically related by stability issues

since the 1D atomic equalized structures tend to change into the

alternating triple–single bond structures to reach a minimum

energy configuration (i.e., due to the onset of a Peierls dis-

tortion). Such structural change has a direct effect on the elec-

tronic properties.

Figure 1: Schematic structures of infinite, linear, sp-carbon wires:
(a) equalized wire with all double bonds (cumulene) and (b) alter-
nating single–triple bond wire structure (polyyne).

Infinite cumulenes have one atom per unit cell, providing one

electron from each 2pz orbital, thus forming a half-filled band of

a 1D metal. As a consequence of Peierls distortion (driven by

electron–phonon coupling and dimerization of the structure), an

energy gap opens and the metallic character of cumulenes

changes into the semiconducting behavior of polyynes, which

corresponds to a lower energy of the ideal sp-carbon chain.
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Figure 2: (a–d) carbon-atom wires with different terminations: hydrogen-capped (a), phenyl-capped (b), vinylidene-capped (c) and uncapped (d). The
bond length and the bond length alternation (BLA) as a function of the number of carbon atoms comprising the wire are reported in panels (e) and (f),
respectively. The data are from DFT calculations.

Along this metal-to-semiconductor transition the vibrational

properties are strongly modified. One of the major effects is the

appearance of an optical phonon branch, which is otherwise

absent in an equalized, monoatomic, infinite chain, such as the

ideal cumulene.

Moving from ideal to real, as-synthesized structures, finite

length effects and termination of the chain play a fundamental

role. The end groups can affect the overall configuration and

their effect becomes more significant with decreasing wire

length. The control of the electronic properties such as the band

gap and the conducting character by tuning the wire structure

may open new opportunities for the realization of nanoscale

cables and devices, as demonstrated by theoretical predictions

[24,25] however still not experimentally demonstrated. Indeed,

this possibility exploits the connection between the molecular

structure, the electronic properties and the vibrational prop-

erties, which is well documented for all π-conjugated carbon

systems [26-29]. The infinite wire model affords a reliable

interpretation of the experimental data, portraying the main

trends observed in both the electronic and vibrational features,

and offering a unified framework for the analysis of the

different linear carbon chains synthetized to date. Indeed, many

works [29-35] have offered a detailed theoretical interpretation

of the relation between the chain structure, band gap and Raman

activity of the infinite chain, thus fostering the interpretation of

the behavior of the existing finite length carbon chains.

However, this approach also has some limitations due to non-

negligible end effects. Such limitations may require the relax-

ation of the assumption of an infinite, atomic chain for the

detailed discussion of real, finite-length systems, where the

Peierls distortion effect, the stability of cumulenic versus

polyynic chains and the vibrational structure (i.e., IR and

Raman signals) must be considered.

Beginning with the structural properties, the most significant

parameter in this context is the bond length alternation (BLA).

The BLA is the difference between the average length of quasi-

single and quasi-triple bonds in the chain. It is well-known that

an increase in the length of the sp (or sp2) carbon chain induces

an increase in the π-electron conjugation, corresponding to a

decrease in the BLA [26,28,36-39], which can be easily ratio-

nalized by a straightforward application of the Hückel method.

Therefore, longer chains will tend to have an even more equal-

ized structure with a smaller BLA [27,30,31,39-42], even if the

occurrence of Peierls distortion would make the perfectly equal-

ized chain unstable. Given this, the markedly polyynic struc-

ture found in most of the synthetized sp-carbon chains is usually

related to the influence of Peierls distortion. Indeed, the BLA

decreases with increasing chain length (π-conjugation) for both

polyynes and cumulenes (see Figure 2), similar to many other

polyconjugated materials. In contrast, a detailed computational

analysis on long sp-carbon chains [42] clearly demonstrated that

Peierls distortion dominates over the decrease of the BLA

caused by the increasing degree of π-electron delocalization

only in relatively long chains. It was verified that CN chains

possess a cumulenic structure determined by end effects for

N < 52, while in longer chains, the onset of Peierls distortion

imposes the alternating structure. This is consistent with the fact

that Peierls distortion may be rigorously defined only for an

infinite chain. Hence in shorter sp chains, the presence of end

effects cannot be overlooked [41,42] and the structure (BLA) of

finite sp chains is determined mainly by the chemical nature of

the end-capping groups. In Figure 2, the BLA and C–C bond
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lengths (computed with DFT) are reported for a selection of

differently capped sp chains [40]. In hydrogen-capped chains,

the H-terminal forces the formation of a triple bond on the adja-

cent C–C bond, thus a single bond is formed on the next C–C

bond, inducing a polyynic structure. A vinylidene cap (i.e.,

=CH2) induces a C=C bond on the sp-chain end, thus promoting

a much more equalized, cumulene-like, structure. For the same

number of C atoms in the sp chain, the vinylidene-capped

chains exhibit a much more equalized structure with respect to

hydrogen-capped chains, highlighting that the geometry of

finite sp carbon chains is not dictated by Peierls distortion but is

completely due to end effects. This property paves the way for

the design of new sp-carbon compounds where, by a proper

choice of the end groups, it is possible to modify the chain

structure, possibly down to very low BLAs, thus forming struc-

tures that can be practically considered as cumulenic. By conse-

quence, the electronic properties of the conjugated system can

be modulated from a semiconducting to a metallic behavior. On

these grounds, the recent works by Tykwinski et al. [43,44] are

particularly useful. Long sp-carbon chains, containing up to

nine cumulated C=C bonds were synthesized by a proper choice

of the end-capping groups. They represent, to the best of the

authors’ knowledge, the first long cumulenes obtained by

rational chemical synthesis.

Synthesis techniques and stabilization
strategies
Various physical and chemical techniques can be used to

produce sp carbon wires in several forms, mainly by bottom-up

approaches [5]. Physical techniques are mostly based on the

rapid quenching of a carbon vapor in various environments.

Supersonic carbon cluster sources based on the arc discharge

between graphite electrodes (i.e., the pulsed microplasma

cluster source (PMCS) developed by Milani and co-workers)

resulted in sp–sp2 hybrid amorphous carbon films with an esti-

mated sp content up to 40% [45,46]. Unfortunately, the sp

phase easily undergoes rearrangement to the sp2 phase when the

sample is exposed to air due to oxidative and cross-linking

effects and thus requires in situ characterization techniques, as

reported in many papers [7,47]. A similar approach was

exploited using thermal or laser vaporization cluster sources

[6,48]. sp carbon has also been produced by ion irradiation of

amorphous carbon [49] and by femtosecond (fs) laser irradi-

ation of a graphite target [50]. fs laser pulses were used to

produce amorphous carbon films containing sp, sp2 and sp3

fractions, however control over their relative quantities was not

demonstrated [51]. Isolated wires can be produced by laser

ablation (with both fs and ns pulses) of carbon solid targets or

suspensions in liquids and particularly in the polyyne-like form

with an even number of carbon atoms [7,46]. With reference to

polyynes in solution, an easy-to-use and cost-effective tech-

nique is the arc discharge in liquids developed by Cataldo [52].

This technique also allows for the control of the chain termina-

tion by selecting suitable solvents [53].

Various chemical techniques have been used to synthesize a

large number of sp carbon chains terminated with different

molecular groups as reported in the review by Szafert and

Gladysz [54]. Among the most commonly employed chemical

routes are: dehydropolycondensation of acetylene, the Glaser

reaction based on the oxidative coupling reaction of ethynyl

groups by copper salts, polycondensation reactions of halides,

and dehydrohalogenation of polymers such as the chemical

carbonization of poly(vinylidene halides) (PVDH). Wire forma-

tion via self-assembly of carbon atoms in the presence of Pt

atoms on graphene has been recently reported by Kano

et al. [55].

With reference to top-down methods, the only technique

proposed so far is electron bombardment, sometimes even

accompanied by application of axial stress, in systems such as

carbon nanotubes [56] or a single graphene flake. The electron

beam of a TEM allows the selective removal of carbon atoms

until a single atomic chain is formed as a junction between

nanotubes or connecting two separate graphene edges [13].

Other systems of carbon wires connected to graphene edges

have also been reported by some authors [57-59].

One of the major problems arising during the synthesis of

sp-carbon wires is the stability of the structures. A viable route

for the synthesis of stable structures is the stabilization of

preformed wires and a few attempts have been made in this

direction so far. We demonstrated that H-terminated polyynes

could be embedded in a solid assembly of Ag nanoparticles

resulting in a sample which is stable for several weeks at room

temperature under ambient conditions [60]. Hayashi and

co-workers showed that it is possible to produce a polymeric

composite (i.e., poly(vinyl alcohol)) containing polyynes stabi-

lized by Ag nanoparticles [61].

Due to their high stability, polyynes in liquids (up to 14–16

carbon atoms) can now be synthesized even in the form of size-

selected samples [5,62,63] and with well-defined end groups

[54]. Solid-state samples have been also produced in powder

form [64] and Chalifoux and Tykwinski recently reported the

synthesis of chains of up to 44 carbon atoms terminated by

bulky groups [65]. The latter system is stable in air and at room

temperature in the form of a solid sample. On the contrary,

cumulenes seem more difficult to produce and fewer works

report their observation. For instance, both cumulenes and

polyynes have been detected in a pure sp–sp2 cluster-assem-

bled system [9,66] and the higher tendency of cumulenes to
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undergo sp2 transformation has been outlined [45,67,68]. By

modification of the termination-induced electronic arrangement,

short cumulenic structures can be produced, as reported by

Cataldo [69] and extensively discussed in the review by

Cadierno et al. [70]. A significant step in the preparation of long

cumulenic chains was very recently presented by the group of

Tykwinski [43,44]: by adopting different synthesis procedures,

long cumulenes chains (up to 8 sp-carbon atoms) have been

selectively obtained. Again, the end caps play a fundamental

role for two reasons. The first is that due to their chemical

nature, they promote the formation of a double bond on the first

bond of the sp chain, as required to induce a cumulenic struc-

ture. Secondly, they are chosen to be bulky enough to prevent

interactions among sp chains, thus avoiding cross-linking and

degradation.

Raman spectroscopy of carbon-atom wires
As pointed out when discussing the structural and electronic

properties, the vibrational properties (notably Raman activity

[71,72]) of CAWs are similar to other one-dimensional, poly-

conjugated carbon systems, such as polyacetylene and polyenes.

The Raman spectra of these π-electron systems have been

extensively investigated [26,28,36-38] and show a peculiar

behavior. In particular, the dominant feature originates from the

oscillation of the BLA which is an out-of-phase C–C stretching

and is named the “R mode” or “ECC mode”, according to the

effective conjugation coordinate (ECC) model [26,28,36,37].

The spectral peak shifts to a lower wavenumber and with an

increased intensity for an increasing wire length (i.e., number of

carbon atoms). In addition, recent theoretical analysis carried

out with DFT suggests that for long wires under axial strain

along the sp-chain, anharmonicity may also drastically affect

the Raman spectra, resulting in an interesting interplay with

Peierls distortion effects [73].

Examples of the extreme sensitivity of Raman spectroscopy to

the carbon hybridization state, electronic structure and local

order, are shown in Figure 3, where different carbon systems

are characterized by well-defined Raman scattering features. In

contrast to the other forms of carbon (e.g., fullerenes,

nanotubes, graphene), the Raman spectra of sp-carbon chains

has been only recently investigated in detail, and a consistent

description has just begun to emerge. The Raman spectrum of

polyynes shows a similar behavior to polyenes with a very

intense feature named the “α line” by some authors [62] which

corresponds to the ECC mode. In addition a second, minor band

(β line) is often observed. These fingerprints lie in the

1800–2300 cm−1 region and they are related to different collec-

tive stretching vibrations of sp-hybridized C–C bonds (i.e.,

BLA oscillation modes), which have been discussed in detail in

[32] through theoretical analysis and first-principles calcula-

tions. This spectral region is particular to sp carbon, since none

of the other carbon nanostructures have peaks in this region (see

Figure 3). Within this spectral region cumulenes exhibit lower

overall Raman signals than polyynes. DFT calculations have

quantitatively shown that for realistic systems of finite length,

the strong electron–phonon coupling is responsible for the

red-shift of the Raman mode when increasing the length

[31,33,35,41].

Figure 3: (a) Experimental Raman spectra of carbon solids and nano-
structures. (b,c) DFT-computed Raman peaks for finite polyynes and
cumulenes of different lengths. Figure adapted with permission from
[40], copyright 2010 John Wiley & Sons.

Furthermore, a first interpretation has been carried out by taking

into account the infinite chain model, which allows interpreta-

tion of the α and β lines on the basis of the longitudinal optical

(LO) phonon dispersion branches of an infinite, Peierls-

distorted, carbon chain (i.e., with two atoms in the unit cell).

Similar to the tendency of the electronic structure (where the

band gap is modulated by the BLA, showing a transition from

semiconducting (BLA ≠ 0) to metallic states (BLA = 0)), the

LO phonon branch is also strongly modulated by the BLA and

shows a Kohn anomaly at Γ in the case of a cumulenic chain

[30-33,35]. This behavior can be interpreted on the basis of the

modulation of the ECC mode force constant, driven by the

occurrence of increasingly more π-electron delocalization with

decreasing BLA. This point has been theoretically demon-

strated by means of the Hückel model [29,32,33], which high-

lights the important role of long-range vibrational interactions

among C–C stretching coordinates in the sp-carbon chain. As in

the case of standard polymer systems, the wavenumbers asso-

ciated with LO vibrations in finite length chains can be corre-

lated to the LO branch of the respective infinite model at
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different points of the first Brillouin zone. This procedure,

reported elsewhere in detail [33,72], consists of analyzing the

displacement vectors associated with C–C stretching normal

modes, finding the nodal pattern and associating the corres-

ponding phonon wavevector. For polyynes, the ECC modes of a

finite chain characterized by a given BLA can be correlated to

the LO dispersion branch obtained for the same BLA value.

This ideal model can be successfully adopted to give an inter-

pretation of the Raman spectra of hydrogen-capped chains of

increasing length [30,31] and long polyynes (containing up to

20 conjugated triple bonds) capped with bulky groups [72]. The

same approach also allows the Raman spectra of cumulenic

species to be modeled [40]. The latter case is particularly

interesting since it highlights the inherent weakness of the infi-

nite chain model. The possibility of detecting cumulenic chains

by Raman spectroscopy has been often challenged based on the

fact that an infinite chain with equivalent double bonds would

be a monoatomic chain with no optical phonon branch.

However, the existence of cumulenic molecular systems has

been revealed by Raman spectroscopy for mixed sp/sp2 carbon

nanostructures [9,47,66]. This apparent contradiction can be

solved by relaxing the infinite chain model. While only phonons

at Γ have non-negligible Raman activity for an infinite polymer,

for finite chains, vibrations located on the LO branch at

different points of the 1st Brillouin zone can also be Raman

active, due to end effects (which are obviously lacking when

periodic boundary conditions are assumed). For instance, the

Raman spectra of several DFT-computed cumulenic (CN)

chains are reported in [40]. Many vibrational transitions show

non-negligible Raman intensity, thus demonstrating the possi-

bility of detecting cumulenic chains by means of Raman spec-

troscopy. Interestingly, the interplay between the activation of

out-of-Γ normal modes and the molecular parameters governing

Raman activity [29,74] generates a detectable Raman signal for

LO modes other than ECC in cumulenes, as shown in

Figure 3(b,c). In reference to cumulenes, it has to be observed

by Liu et al. that finite cumulenes have a well-defined torsional

stiffness. Therefore, the relative twisting vibrations of the CH2

end groups should be considered as potential Raman signals

useful for the characterization of these systems, given that their

respective force constant decreases with 1/length [75].

However, in this respect, calculations of the Raman response of

these modes [40] have revealed that such modes are expected to

be very weak (or inactive) compared to the bending modes

which occur in a close wavenumber range and have been

observed in [67], thus hindering the detection of these CH2

twisting modes.

Based on the above discussion, it should be clear how end

effects might affect the overall properties of sp-carbon chains,

not only by modifying the molecular structure (i.e., BLA) but

also by influencing the electronic and vibrational properties. By

properly choosing the end groups, one can modulate the struc-

ture of the chain with the aim of modulating the band gap of the

system. This effect can be spectroscopically probed due to the

evolution of the distinct marker bands observed in the Raman

spectra. Hence, Raman spectroscopy, enhanced by the strong

predictive power of first-principles simulations, constitutes a

powerful, non-invasive characterization technique, which can

provide valuable information on the molecular properties of

sp-carbon systems.

We now introduce a few case studies where Raman spec-

troscopy proved to be particularly insightful for the characteri-

zation of sp-carbon systems. For two cases (hydrogen- and

phenyl-terminated polyynes) we will show that Raman spec-

troscopy allows the identification of CAWs of different lengths.

Furthermore, by comparing Raman and SERS we will discuss

the occurrence of charge transfer between CAWs and metal

nanoparticles used as the SERS active medium. Such charge

transfer results in a change of the electronic configuration of the

wire that evolves towards a more equalized structure (i.e.,

cumulenic).

H-terminated polyynes were produced by the submerged arc

discharge technique, as described in detail in [64]. When the

discharge is operated in methanol it is possible to obtain

polyynes with an even number of carbon atoms (6 ≤ C ≤ 16)

terminated by one hydrogen atom on each side. The size distri-

bution obtained from HPLC complemented with UV–vis spec-

troscopy is reported in Figure 4. Even at low concentration it is

possible to obtain a Raman spectrum from the liquid sample as

shown in Figure 4a, where the low intensity of the sp signal is

clear when compared to the signal of the solvent (methanol).

The sp signal consititutes an asymmetrical band extending from

2000 cm−1 to 2250 cm−1 as a result of the contribution of wires

of different lengths.

As previously mentioned the vibrational features are strongly

dependent on the wire length which is clearly shown in the

theoretical spectrum obtained by computing the active Raman

modes for single wires with 6–18 carbon atoms. The wavenum-

ber of the Raman modes decreases for longer wires while the

Raman intensity increases. Although the correct Raman inten-

sity behavior as a function of chain length is not very accu-

rately captured by the DFT calculations, by summing the

different contributions and properly weighting by their quantity,

we can obtain a fair representation of the experimental spec-

trum. Hydrogen-terminated polyynes show limited stability

with time since they easily undergo a transition towards sp2 as a

consequence of cross-linking reactions [77]. It is known that

end groups bulkier than hydrogen, such as phenyls or even
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Figure 4: (a) Experimental Raman spectrum (1064 nm) of H-capped polyynes in methanol (5 × 10−3 M), with the pure solvent shown for comparison.
(b,c) UV–vis spectra for polyynes of different lengths and size distribution in the sample solution. (d) DFT-computed Raman peaks for polyynes
present in the sample weighted by their correspondent abundance and comparison with the experimental spectrum. Figure adapted with permission
from [76], copyright 2006 Elsevier.

larger caps [65], impart stability to CAWs. Phenyl-terminated

polyynes were produced by chemical synthesis with details

given in [78]. Due to the termination type, these systems are

stable at ambient conditions even when the solvent is

completely removed and the sample is in the solid state, as

shown in Figure 5. The Raman spectrum of diphenyl-polyynes

is characterized by well-resolved peaks in the 2050–2250 cm−1

region. Also in this case, this is due to the size distribution of

polyynes in the sample and is confirmed by the spectrum of

the size-selected sample with 4 carbon atom wires. The addi-

tional peak at 1600 cm−1 is related to the stretching of the

phenyl ring, hence, it is a marker of the termination with sp2

character.

DFT calculations of the Raman spectra of several phenyl-

capped polyynes of selected length allow the assignment of

each observed peak to a given size of the sp chain. In this case,

a significant red shift of the ECC mode for increasing chain

lengths is also observed, which is consistent with an increase of

π-conjugation. The Raman intensities of the computed spectra

reported in Figure 5d are normalized to allow a better compari-

son with the experimental spectra.

A peculiar effect is observed when polyynes (both H- and phen-

yl-terminated wires) interact with metal nanoparticles (i.e.,

silver and gold), such as those employed in SERS to increase

the sensitivity of the Raman technique. Interaction with metal

nanoparticles has been investigated both in solution and on

surfaces. SERS in solution has been carried out by adding silver

and gold colloids to the sample solution while for surface SERS

(S-SERS), silver and gold nanoislands supported on silicon and

glass substrates have been used [39]. It was observed that the

SERS spectrum is radically different from the Raman spectrum.

A shift in the main Raman peak locations is accompanied by the

appearance of new spectral features at lower wavenumbers

(below 2000 cm−1), as shown in Figure 6 for the case of silver

nanoparticles. This occurs also in the case of gold nanoparticles

for different excitation wavelengths ranging from NIR

(1064 nm) to blue (458 nm) wavelengths, illustrating that this is

not a resonance-activated effect [39].

When interacting with metal nanoparticles in solution, H-termi-

nated polyynes promote colloid aggregation, which causes the

plasmon resonance to broaden and shift from the visible to the

NIR. This effectively allows SERS to be performed at different

excitation wavelengths. This behavior of H-terminated polyynes

can be rationalized by assuming a strong chemical interaction

with metal particles or even substitution of the hydrogen with

silver. This effect can also justify the increased stability

observed after mixing with silver nanoparticles [60]. Phenyl-

capped polyynes show similar aggregation when mixed with

metal nanoparticles.
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Figure 5: (a) Experimental Raman spectrum (1064 nm) of phenyl-capped polyynes in decalin (10−2 M) with the pure solvent shown for comparison.
The peak related to the phenyl termination is marked with an arrow. (b) The Raman spectrum of phenyl-capped polyynes after solvent removal to
show the stability of the sample. (c) Detail of the experimental Raman spectrum of panel (a). The spectrum of size-selected phenyl-capped polyyne
with 4 carbon atoms is also reported. (d) Peaks corresponding to different wire lengths according to DFT calculations of the Raman modes [39].
Figure adapted with permission from [39], copyright 2011 American Chemical Society.

Figure 6: Raman and SERS spectra of H-capped (a) and phenyl-capped (b) polyynes in solution at different excitation wavelengths. SERS on solid
surfaces (S-SERS) of phenyl-capped polyynes are also reported. The Raman spectra (at 1064 nm) of both systems are shown for direct comparison.
Figure adapted with permission from [39], copyright 2011 American Chemical Society.

The changes occurring in the vibrational properties of wires

upon interaction with metal nanoparticles (i.e., observed

comparing Raman with SERS) suggest a chemical SERS effect

with total enhancement factors up to 106, as observed in the

case of H-capped polyynes [76]. In order to explain this obser-

vation, the possibility of a charge transfer between the metal

and the carbon wire has been proposed [39]. Computing the

Raman shift of CAWs of different lengths and comparing

neutral CAWs with charged ones, it is straightforward to

observe a relevant softening of the ECC Raman modes and an

increase of their Raman activity, which is promoted for larger

conjugation, as reported in Figure 7.
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Figure 7: (a) Modulation of the DFT-computed [39] vibrational frequency and (b) Raman activity of the ECC band for phenyl-capped polyynes of
different lengths (N) and charge states (0, +1, –1). Figure adapted with permission from [39], copyright 2011 American Chemical Society.

Figure 8: (a) Plot of the DFT-computed energy [39] required for the formation of the charged species (Eion = IP(A) − |EA(B)| where IP(A) is the ioniza-
tion potential of A and EA(B) is the electron affinity of B) for the two possible cases Ag+ [Ph–CN–Ph]− and Ag− [Ph–CN–Ph]+ of phenyl-capped
polyynes of different chain lengths (N). The following experimental values for the work function and EA have been used in the case of Ag: IP = 4.6 eV
and EA = −1.30 eV for EA [34] (b) Modulation of the DFT-computed [39] BLA for phenyl-capped polyynes of different lengths (N) and charge states
(0, +1, −1). Figure adapted with permission from [39], copyright 2011 American Chemical Society.

For instance, for a wire of a given size, a decrease of about

100 cm−1 is predicted when the wire is charged, both by adding

or removing one electron. The trend in both peak location and

Raman intensity is similar even though the shifting effect is

slightly different upon oxidation/reduction in long/short chains.

By consequence, in both positively or negatively charged

diphenyl-capped polyynes, new bands would appear in the

spectra at lower wavenumbers and with a larger Raman activity,

which can explain the recorded experimental SERS spectra.

Figure 8a reports the energy Eion required for the formation of

the two possible charged configurations for each wire

length, namely Ag+ [Ph–CN–Ph]− and Ag− [Ph–CN–Ph]+.

Given a pair of ionic species A+..B−, Eion is defined as

Eion = IP(A) − |EA(B)|, where IP(A) is the ionization potential

of A and EA(B) is the electron affinity of B. By evaluating this

term for the two charged configurations indicated above, we can

determine the direction of the charge transfer since the complex

possessing the lower value of Eion would be preferentially

formed.

IP and EA have been calculated for neutral and charged

diphenyl-capped polyynes: in particular “adiabatic” IP (AIP)

and EA (AEA) are reported by considering the total energy of
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the charged species in their minima, thus including geometry-

relaxation effects upon charge transfer. For Ag we have consid-

ered the experimental values of IP and EA [39].

Based on this calculation and Figure 8a, it is clear that the con-

figuration with a positively charged metal and negatively

charged wire is favored. Furthermore, Eion is also modulated by

π conjugation in this case. For increasing chain lengths (i.e.,

larger conjugation) the energy required for the formation of

charged species decreases, thus favoring the charge transfer

process.

In addition, since charge transfer obviously alters the electronic

structure of the wire, we can expect some effect also on the

molecular structure. This is due to the strong, characteristic

electron–phonon coupling existing in π-conjugated systems

which connects the electronic effects with the structure of the sp

chain. This indeed occurs, as demonstrated by the BLA values

computed for the neutral and charged species (Figure 8b).

Charge transfer induces a BLA decrease in the polyyne struc-

ture, which evolves towards a more equalized structure. In other

words, upon charge transfer the wire moves from an alternating

(polyyne) to an equalized (cumulene) wire configuration. The

reduction amounts to more than 30% for a singly charged wire

and more than 60% for a doubly charged wire, reaching a lower

value of 0.04 Å for 12 carbon atoms. It is important to notice

that for finite-length wires, the ideal cumulene structure with

BLA = 0 Å is not realistic due to the influence of the termina-

tions. The end effects are stronger in shorter wires, as shown in

Figure 2f where the BLA of finite cumulenes is reported.

Vinylidene-capped systems have a BLA which ranges from

about 0.05 Å to 0.02 Å moving from 4 to 10 carbon atoms.

Uncapped CN cumulenes show a BLA below 0.02 Å even

though they represent a model system that is experimentally

unfeasible, except in extreme conditions. As a reference, this

result agrees with theoretical calculations by Weimer et al. [79]

reporting an increase in the BLA in cumulene wires from 0.006

to 0.048 when the chain length is decreased from 40 to 4 atoms.

This approach gives only a qualitative evaluation of the charge

transfer since it does not include the effect of the wire-to-metal

interaction in the calculation. The proposed effect is reasonable,

although a more complete model should consider the whole

wire and metal system and their interaction. This is indeed

extremely complex and time consuming from a calculation

point of view due to the large numbers of atoms and the need to

consider electronic and vibrational properties.

Conclusion
sp-carbon-atom wires show appealing properties for funda-

mental studies and applied research. They represent an addition-

al player in the family of carbon nanostructures and can be

potentially integrated with graphene and nanotubes to take

advantage of their widely tunable electronic and optical prop-

erties. We have reviewed the present understanding of struc-

ture–property relationship and the use of Raman and SERS for a

detailed investigation of wire structure and electronic prop-

erties. Although stable polyynes are currently being synthe-

sized, for technological applications, additional work is needed

to reveal the properties of wires assembled in thin films. Cumu-

lenes are particularly appealing as a 1D metal. Even though

their synthesis remains challenging, novel cumulenic systems

have been recently obtained by control of sp-chain capping

[43]. Another strategy in this direction is the modification of the

structure of polyynes through the control of charge transfer

effects.

sp carbon has also attracted interest as a molecular junction, as

shown in a number of theoretical investigations and a few

experimental works regarding wires connected to graphene and

nanotubes. These have shown interesting electronic and trans-

port properties [80-84]. While experimental work is still

focused on the synthesis and structural investigation of different

CAWs, mixed sp–sp2 systems are attracting the attention of the

carbon community as hypothetical, novel, hybrid carbon

allotropes [85]. Among possible sp–sp2 hybrids theoretically

predicted, we mention graphyne systems, as outlined by Hirsch

[1]. Such structures are 2D carbon layers where sp2 rings form a

network through sp, linear connections. For some of these

systems, peculiar properties are expected such as the existence

of Dirac cones in the electronic band structure and extremely

high electron mobility [86].
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Abstract
Dynamic properties of n-alkyl monolayers covalently bonded to Si(111) were studied by broadband admittance spectroscopy as a

function of the temperature and the applied voltage using rectifying Hg/C12H25/n-type Si junctions. Partial substitution of methyl

end groups by polar (carboxylic acid) moieties was used to enhance the chain end relaxation response. Two thermally activated

dissipation mechanisms (B1 and B2, with fB1 < fB2) are evidenced for all reverse bias values. The strong decrease of both relax-

ation frequencies with increasing reverse dc bias reveals increasing motional constraints, attributed to electrostatic pressure applied

to the densely-packed nanometer-thick monolayer. Spectral decomposition of the frequency response shows a power-law depend-

ence of their activation energies on |VDC|. A large reverse bias reversibly increases the B2 response attributed to the distribution of

gauche defects, in contrast with the constant strength of the acid dipole loss (B1). A trans–gauche isomerization energy of 50 meV

is derived from the temperature dependence of the B2 dipolar strength. For both dissipation mechanisms, the observed linear corre-

lation between activation energy and logarithm of pre-exponential factor is consistent with a multi-excitation entropy model, in

which the molecular reorientation path is strongly coupled with a large number of low energy excitations (here the n-alkyl bending

vibrational mode) collected from the thermal bath. This collective dynamic behavior of alkyl chains tethered to Si is also confirmed

by the asymmetric relaxation peak shape related to many-body interactions in complex systems.
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Introduction
Self-assembled monolayers (SAM) and organic molecular

layers (OML) have attracted great interest over the past two

decades because surface functionalization offers great flexi-

bility for a molecular-level control of surface chemistry, surface

energy, biocompatibility, friction, corrosion, liquid chromatog-

raphy, interfacial interactions and electronic transport [1-6].
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More recent studies have been focused on the functionalization

of nanostructures. However, in spite of a large number of

experimental and simulation studies, it is not yet clear how the

layer structure affects the measured properties of such function-

alized surfaces. In particular, a number of structural and con-

formational models have been proposed to describe mechanical

[7-24] and electron transport [7,25-32] properties.

In order to understand the behavior of nanometer-thick 2D

assemblies of molecules tethered to metallic or semiconductor

surfaces, the concepts developed for bulk organic solids should

be revisited by also considering molecular coverage, lateral (in-

plane) inhomogeneity and transverse gradient of disorder [3].

As far as disorder is concerned, in model systems made

of linear alkyl chains tethered in a densely packed array,

experiments and simulations indicate that a quasi-perfect

order can be obtained (at least locally) at low temperature, in

the most stable all-trans conformation of the (CH2)n molecular

backbone [17,22]. However, increasing temperature has a

strong influence on the tethered polymethylene OML structure

because new chain configurations can be reached from this

free energy minimum by a trans–gauche isomerization mecha-

nism (rotation around the C–C axis). Hence, although some

topological order is imposed by the head group binding at par-

ticular sites of a crystalline substrate, orientational order

induced by lateral chain interactions (e.g., van der Waals, elec-

trostatic and dipolar forces) is progressively lost for chain

segments located away from the head towards the molecular

tail. The strain-induced formation of gauche defects, initiating

at outer bonds (end-gauche) and proceeding inward (kinks and

gauche–gauche conformers) [3,17,22] results into a disorder

gradient.

Another important issue related to energy dissipation mecha-

nisms is the behavior of tethered OML under compressive and

shear forces, as found in nano-tribology experiments, where

external forces can cause conformational changes. Again, a

disorder gradient results from the formation of gauche defects

which can be reverted when the atomic force microscope

(AFM) tip is moved away (laterally or vertically) [7,9-

16,18,21,23,24].

In the field of molecular electronics, many studies were

performed by using junctions made of alkyl OML tethered to

oxide-free silicon surfaces through chemically stable non-polar

Si–C bonds [4,33-35]. These robust densely packed insulating

molecular layers play the role of nanometer-thick tunnel

barriers [25,27,31,32,36-39]. Although conformational changes

are intrinsic to soft matter, the consequences of temperature-

induced [25-27,31] and pressure-induced [7,9] conformational

changes on electron transport properties have rarely been

explicitly described.

In this context, this admittance spectroscopy study emphasizes a

collective dynamic behavior of linear saturated (n-alkyl) chains

tethered to Si(111). Dynamic properties are very sensitive to

structure and conformation of the OML. In contrast with alter-

native dynamic probes, such as nuclear magnetic resonance,

which are limited by a poor signal-to-noise ratio and require

functionalization of 3D nanoparticles or porous solids [3],

admittance spectroscopy is sensitive to 0.3 picomoles of

carboxylic acid dipoles [40] and measurements can be

performed in a well-defined metal/OML/semiconductor planar

configuration, which is relevant for molecular electronics

devices. Admittance spectroscopy provides insights in the

modulation of localized charge density and dipole reorientation

in a system submitted to a time-dependent electric field. Dissi-

pation (energy loss) mechanisms can be described by using

equivalent representations of the complex admittance, including

the dielectric permittivity ε* and electrical modulus M*. Dipole

reorientation requires an activation of the system with energy

barriers related either to local or more collective reorientation

mechanisms.

Previous admittance spectroscopy studies of metal/n-alkyl/Si

junctions have shown changes in peak shape and frequency of

the molecular relaxation signature with increasing forward bias,

which were attributed to an enhanced rigidity of OML [29,30].

Recently, the temperature dependence of the molecular relax-

ation frequency (at low reverse bias) has revealed the sensi-

tivity of its activation energy to end-group functionalization,

namely increased motional constraints with carboxylic acid

substitution to methyl groups [40].

This extension of our previous work [40] to large reverse dc

bias applied to Hg/C12H25/Si tunnel junctions, resulting in a

change in the distribution of topological defects, reveals a

collective behavior of linear saturated (n-alkyl) chains tethered

to the Si(111) surface. The effects of both temperature and

applied dc bias on the dynamics of a monolayer of n-alkyl

chains tethered to Si(111) are studied by broadband admittance

spectroscopy (0.1 Hz to 10 MHz) using a partial substitution of

methyl (CH3) end groups (0.1 Debye) by carboxylic acid

(COOH) dipolar moieties (1.74 Debye) in order to enhance the

chain end relaxation response. Here, a mixed alkyl/acid-func-

tionalized monolayer with 5% acid molar fraction (in the liquid

phase) was chosen to avoid acid–acid dipole interactions at

the OML surface (Figure 1). Using low-doped n-type Si

(1–10 Ω·cm) provides strong rectification [27,32,38-40] with a

very low dc current in the reverse bias regime at low tempera-

tures (130–300 K). In addition, low doping is interesting for
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providing a low depletion capacitance, which increases the high

frequency cutoff (typically 1 MHz) arising from the series resis-

tance RS (due to bulk Si and rear contact resistance) [40,41].

Figure 1: Top: the electrostatic pressure resulting from a dc voltage
drop on the insulating molecular monolayer is described by a normal
compressive load. Bottom: the mechanical response to the induced
shear stress may lead to global chain axis tilting (left panel) or forma-
tion of gauche defects preferentially localized at chain ends (right
panel).

In the experimental admittance Y(V,T,ω) characteristics, two

bias-dependent relaxation peaks (B1 and B2, with fB1 < fB2) are

observed in addition to a bias-independent peak A near 103 Hz,

previously attributed to adventitious water condensation

[32,40]. With increasing reverse bias, the slowing down of both

relaxation frequencies fB1 and fB2 reveals increasing motional

constraints, which are attributed to electrostatic pressure effects.

The magnitude of this electrostatic pressure remains well

below the applied tip pressure used in AFM experiments

(0.03–60 GPa) [21,24]. Since the dipolar relaxation peaks, B1

and B2, overlap with peak A, a spectral decomposition is

mandatory to obtain the intensities and frequencies of dipolar

relaxation peaks, along with the asymmetric peak shapes in the

context of Dissado–Hill (DH)/Jonscher theories for many-body

interactions [42-46]. Arrhenius plots of the relaxation frequen-

cies show that the apparent activation energies and pre-expo-

nential factors strongly increase with applied dc voltage, |VDC|.

The dynamics of the tethered OML will be discussed in

terms of a collective behaviour, with three complementary

approaches: a) The DH model addresses spatial correlations

between “embedded dipoles” in order to describe the asym-

metric relaxation peak shapes [45,46]. b) The multi-excitation

entropy model proposed by Yelon, Movaghar and Crandall

(YMC) [47,48] considers a thermodynamic description of the

dipole reorientation path strongly coupled with elementary exci-

tations collected from a thermal bath. c) The applied bias

dependence of activation energies is tentatively related to

compression and shear stresses expected for an OML consid-

ered as a continuous medium submitted to a compressive force

(Figure 1) [49]. Finally, on the basis of the bias dependence of

the relaxation peak intensities, relaxation mechanisms B1 and

B2 will be, respectively, attributed to acid end-group dipoles

and to gauche defect configurations.

Results
As reported previously [32], several techniques were used to

obtain complementary information on the conformal coverage

(STM, AFM), OML thickness (spectroscopic ellipsometry, SE),

molecular packing density and possible interface oxidation of

the Si substrate (X-ray photoelectron spectroscopy). The surface

density of acid groups (0.4 × 1014 cm−2) and the total organic

layer (acid + alkyl) coverage (2.6 × 1014 cm−2) were obtained

by XPS using, respectively, the C 1s (COOH) signal and the

total C 1s peak area. The thickness (dSE = 1.06 ± 0.1 nm)

obtained from SE data indicates a rather large average tilt angle

(40°) of the chain axis with respect to the normal direction.

Dipolar relaxation is investigated in a wide frequency range

(from 1 × 10−1 Hz to 1 × 107 Hz). To observe dipolar relax-

ation mechanisms, low temperature and reverse bias were

imposed to obtain low dc conductance and a relaxation

frequency of the space-charge layer below 1 Hz [32]. The com-

plex admittance, Y*(VDC,T,ω) = Gm + jω Cm, can be analyzed

by using either the capacitance C* = (Y*/jω) or the electrical

modulus M* = (ε*)−1 = jω C0/Y* (here C0 = C*/ε* is arbitrarily

set to 100 pF). The characteristic frequencies of the loss peaks

in imaginary modulus, M″(ω), or in imaginary permittivity,

ε″(ω), data correspond to a delay between the electric field and

local charge modulation or dipole rotation [32,39,40,50].

In the following, the low dc bias situation is briefly recalled,

before considering the effect of increasing the reverse bias,

|VDC|, and the spectral analysis method.

Dipolar relaxation at low applied bias
Two classes of relaxation mechanisms, A and B, have been

identified with, respectively, a weak (fA) and a strong (fB)

temperature dependence of the relaxation frequencies [32]. At

low temperatures (T < 150 K), only mechanism A is observed at

intermediate frequencies (fA ≈ 4 × 103 Hz in Figure 2b). The
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characteristic frequency fA is basically bias-independent and has

very small values for activation energy (EA = 29.6 ± 1 meV)

and pre-exponential factor (fA
0 ≈ (7 ± 2) × 103 Hz). Its

small modulus intensity, M″MAX ≈ 0.02, and dipolar

relaxation strength, Δε ≈ 0.09, decrease weakly as a function

of the increasing temperature (Figure 6b in [32]). The

asymmetric M″(ω) peak shape is defined by an apparent

pre-peak slope mDH(A) ≈ 0.86 ± 0.05 and a post-peak slope

(1 − nDH(A)) ≈ 0.61 ± 0.05.

Figure 2: Imaginary electrical modulus M″(ω) of the Hg/acid 5/n-type
Si junction: a) reverse-bias dependence at T = 263 K; b) temperature
dependence (203–283 K) under strong reverse bias (VDC = −0.6 V).
The admittance data show (i) a bias-independent relaxation peak A
(fA ≈ 5 kHz) with a weak T dependence, and (ii) two bias-dependent
peaks (B1 and B2) at lower frequency with strong bias and tempera-
ture dependence.

With increasing temperature mechanism B also appears. As a

matter of fact, two relaxation peaks B1 and B2 (fB1 < fB2)

are clearly observed in junctions with diluted carboxyl end

group dipoles (Si/acid 5), a larger M″MAX intensity being

found for the lower-frequency B1 peak (Figure 2). For the

stronger peak B1, the relaxation frequency fMAX taken at

the M″MAX peak maximum exhibits an activated behavior

fMAX = fB
0 × exp(−EB/kT) with high values for the activation

energy, EB ≈ 0.40 eV, and the pre-exponential factor

(fB
0 ≈ 1010 Hz) [32]. As shown below, the spectral decomposi-

tion method (EB1 = 0.37 eV) confirms this result; at low bias, a

small but significant difference in activation energy values is

also found between mechanisms B1 (EB1 = 0.37 eV) and B2

(EB2 = 0.32 eV). In the following, bias-dependent relaxation

data will be helpful to elucidate their identification.

Bias dependence of dipolar relaxation
With increasing reverse bias, a strong slowing down of both

relaxation mechanisms at frequencies fB1 and fB2 is observed.

Figure 2a illustrates this behavior at T = 263 K, along with the

constant strength of the B1 relaxation mechanism. In the

reverse-bias regime, both B1 and B2 peak frequencies show a

stronger temperature dependence, as illustrated in Figure 2b, at

VDC = −0.6 V. The ratio between the respective frequencies of

peaks B1 and B2 being less than 20 for all investigated

temperatures, they strongly overlap. Note that peak A is also

present in the available frequency window, although it clearly

appears only at very low temperature and strong reverse bias.

Spectral decomposition
The analysis of the relaxation data requires some fitting of

admittance spectra with a large number of unknown parameters

(characteristic frequencies, peak intensity M″MAX or dipolar

relaxation strength Δε, peak shape exponents). Hence, measure-

ments with wide frequency windows at low temperatures are

crucial experimental conditions. To describe the relaxation peak

shapes, we assume that all three relaxation mechanisms follow

the same type of many-body interactions (although with

different parameters) consistent with a collective response of

the densely-packed assembly of tethered organic chains.

To account for the typically observed deviations from the ideal

Debye relaxation, Dissado–Hill and Jonscher have elaborated

the theoretical description of many-body interactions in com-

plex systems on the basis of an ideal structure that interlinks the

dipoles and can be represented by perturbations on different

length scales [45,46]. The relaxation rate βiN of an individual

dipole is defined by its interactions within a cluster of size Ni

formed by its surrounding inactive neighbors. The occurrence

of correlated-cluster regions with sizes Mj depending on the

strength of dipolar screening [42,44] takes place at the meso-

scopic level. The macroscopic average over all cooperative

mesoscopic regions provides the universal relaxation, given by

the dielectric susceptibility [29,30,45,46,51]:
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(1)

where the Gauss hypergeometric function 2F1[ , ; ; ] is defined

by 0 ≤ m ≤ 1 and 0 ≤ n ≤ 1, ω is the frequency and ωDH is the

peak frequency. Asymptotic limits, ωm for ω << ωDH and ωn−1

for ω >> ωDH, are fully consistent with Jonscher [42-44] and

Havriliak–Negami [52,53] expressions.

Fitting the four parameters (Δε, ωDH, mDH, nDH) for each relax-

ation mechanism is performed using the complex permittivity

(Equation 1) by minimizing the error function EF(Δε, ωDH,

mDH, nDH) given by the sum over the fitting range of

[Ln (M″EXP/M″CALC)]2. In the following, we address the

dependence of peaks B1 and B2 on temperature and bias,

including their dipolar strength Δε = ε0 − ε∞, along with the

shapes resulting from their collective response.

Admittance data analysis
Fitting procedure: Decomposition of admittance spectra into

three asymmetric relaxation peaks (A, B1 and B2) was

performed by adjusting the Dissado–Hill parameters

(Equation 1), excluding data in the low-frequency region where

the dc current is strong and data in the high frequency regime

(f > 0.1 MHz) where series resistance effects are significant.

Because each relaxation peak is defined by four characteristic

parameters (frequency, dipolar relaxation strength and two char-

acteristic slope exponents) an unambiguous decomposition is

not straightforward.

Since the activation energy and the pre-exponential

factor of the relaxation frequency fA(T) are readily

obtained from low-temperature  data ,  according to

fA (Hz) = 1.5 × 104 exp(−0.0296/kT), the frequency of peak A

can be extrapolated to higher T and fixed in the further para-

meter adjustment. Note that any error (e.g., underestimation)

made in the fixed fA value influences (decreases) the fitted nB2

value. Some parameter adjustment was allowed for the slopes

(mA = 0.9 ± 0.1, nA = 0.65 ± 0.1) and the relaxation strength,

Δε = 0.15 ± 0.05 of peak A.

In a first step of spectral decomposition, the slopes (mDH and

1−nDH) were fixed in order to fit the two peak frequencies (fB1

and fB2) and the three peak strengths (A, B1 and B2). It was

ensured that the change in the other (fitted) parameters

remained small when the fixed mB2 value is changed by ±0.1

(typically at 0.7 or at 0.8). This constraint on mB2 is helpful to

decrease some fluctuations in the fitted peak strength Δε as a

function of the temperature. A representative example of data

fitting is given in Figure 3 (with fixed values for mA = 1 and

nA = 0.53) showing that an accurate decomposition into three

peaks is obtained even for experimental spectra with substan-

tial peak overlap; in this particular example, peaks B1 and B2

are separated by one decade (e.g., at VDC = −0.6 V, the peak

frequency ratio fB2/fB1= 20 ± 5).

Figure 3: Decomposition of the electrical modulus M″(ω) obtained at
T = 263 K and VDC = −0.6 V into three dipolar relaxation peaks using
the peak shape given by the Dissado–Hill theory (Equation 1). The
dashed line is the peak sum fitted to the data (open circles).

In a second fitting step, the slopes were considered as addition-

al free parameters to refine the spectral decomposition. The

latter conditions improve the error function by a factor of about

two. Note that the improvement of this error function value is

limited by a few noisy data near 50 and 100 Hz.

Peak shape: The shapes of peaks B1 and B2 in log(M″) vs

log(ω) plots are rather independent of the measurement

temperature. However, pre-peak slopes must be compared in the

higher T range, where mB1 is obtained with a good accuracy,

while post-peak slopes must be compared in the lower T range,

where nB2 is obtained with a good accuracy. In contrast, peak

overlap provides larger error bars on the fitted nB1 and mB2

parameters.

The pre-peak slopes mB1 and mB2 are quite similar, and the

small difference, mB2 ≈ 0.70 ≤ mB1 ≈ 0.78 ± 0.05 observed over

many T and VDC values, remains within the experimental and

the fitting error. No systematic change of mB1 and mB2 with

applied bias is detected. In the Dissado–Hill model, high values

of pre-peak slopes indicate a large degree of disorder at the

inter-cluster scale, i.e., at longer relaxation times.
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In contrast, a larger difference appears in the fitted values of

the post-peak slopes (nB1 ≈ 0.15 ± 0.1 << nB2 ≈ 0.6 ± 0.2).

Although large errors bars are obtained for the fitted nB2 values,

due to some frequency overlap with peak A, the difference is

quite significant. In the Dissado–Hill model, a high value of the

post-peak slope |nB1 − 1| for mechanism B1 indicates a large

degree of disorder at the intra-cluster scale (i.e., at shorter relax-

ation times), approaching the situation n ≈ 0 where dipoles relax

independently (leading to the Debye classical model, in contrast

with n ≈ 1, where reorientations are fully correlated).

In summary, over the whole investigated temperature range,

while little difference in long-range order (pre-peak slopes

mB1 ≈ mB2) is observed between mechanisms B1 and B2, short-

range order (post-peak slopes nB1 < nB2) is more developed for

mechanism B2.

Activation energy: The activation energy of the relaxation

peak frequency is interpreted in terms of motional constraints

for dipole reorientation. For each VDC value, the relaxation

frequencies (fB1, fB2) reported in Figure 4 exhibit an Arrhenius

dependence on the temperature, fB = fB
0 × exp(−EB/kT) over

three decades. An important observation is the evidence of a

so-called “focal point” at which the Arrhenius lines (extrapo-

lated to high T) tend to converge; within the experimental error.

A similar focal (or isokinetic) temperature TF = 320 ± 10 K is

found for both mechanisms B1 and B2 (Figure 4). The conse-

quences of this result on the pre-exponential factor behavior are

discussed below.

Since the activation energies for relaxation peaks B1 and B2

both increase with the applied |VDC| values, the temperature

fitting range becomes narrower and the resulting error bars

increase. As a consequence, the analysis of relaxation data

is limited to |VDC| ≤ 1 V. The resulting activation energies,

EB1 and EB2 summarized in Figure 5, strongly depend on

the applied dc bias, with a superlinear behavior. The bias

dependence is slightly stronger for EB2 as compared to EB1.

Both activation energies can be reasonably described by

power law functions |VDC|q, with q ≥ 2. If the exponents

q1  = 2.0 and q2  = 2.5 are forced in this power-law

dependence, one obtains EB1 (eV) = 0.35 + 0.85 |VDC|2 and

EB2 (eV) = 0.32 + 0.90 |VDC|2.5 (Figure 5).

A strong correlation between activation energy (in the range of

0.3–1.3 eV) and pre-exponential factor (range 1010 to 1024 Hz)

is found in Figure 6, showing a linear dependence of log

fB
0(VDC) vs EB(VDC), up to very high values of the pre-expo-

nential factor. A remarkable feature is that both relaxation

mechanisms follow the same linear correlation, with inverse

slope kT* = 28.1 meV (T* = 325 K). The similar values found

Figure 4: Temperature dependence of the dipolar relaxation frequen-
cies fB1 (a) and fB2 (b) obtained for the Hg/acid 5/n-type Si junction at
different reverse bias values (VDC range from −0.1 V to −1.0 V). The
lines are Arrhenius fits to the data, showing the existence of a "focal
point" near TF ≈ 320 K.

Figure 5: Bias dependence of dipolar relaxation activation energies,
EB1 (squares) and EB2 (circles). The lines are power-law functions with
forced exponent values: EB1 (eV) = 0.35 + 0.85 |VDC|2;
EB2 (eV) = 0.32 + 0.90 |VDC|2.5.
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Figure 7: Temperature dependence of the dipolar relaxation strength
Δε of peaks B1 and B2, measured at reverse bias values VDC = −0.2,
−0.4, and −0.6 V. At low applied bias, two different regimes appear,
below and above 230 K.

for the inverse slope temperature T* (Figure 6) and the "focal

point" temperature TF given by Arrhenius plots (Figure 4) will

be discussed below.

Figure 6: Linear correlation between activation energy and pre-expo-
nential factor values derived from Figure 4, for peaks B1 (squares) and
B2 (circles). The inverse slope is kT* = 28.1 meV (T* = 325 K).

Dipolar relaxation strength: Since the rather weak peak B2

overlaps with peaks B1 and A, respectively, at lower and higher

frequencies, the fitted strength, Δε, of peak B2 is lower than its

apparent value at the peak frequency, as shown in Figure 4. The

dipolar relaxation strengths of mechanisms B1 and B2 show a

different behavior as a function of the temperature, as illus-

trated in Figure 7 for several reverse bias values. For a given

VDC value, whereas the peak strength of B1 is basically

constant, the peak strength of B2 increases (by a factor of about

three) with increasing temperature in the range from 130 to

280 K; for smaller applied bias values, a larger slope is

observed above 230 K.

Discussion
The dynamics of the Si/acid 5 junction shows two different

relaxation mechanisms with similar activation energies, both

increasing with applied reverse dc bias. In this section, we

attribute both relaxation mechanisms to dipolar units in the

OML, namely acid end groups (B1) and gauche defects (B2),

and we argue that the electrostatic pressure (induced by the dc

voltage drop over the insulating monolayer) is responsible for

both increasing motional constraints and increasing the number

of gauche defects. In addition, both dipole relaxation mecha-

nisms reveal a strong coupling of the dipole reorientation path

with the molecular vibrational modes and manifest a collective

dynamic response.

Trans–gauche isomerization
Over the whole investigated temperature range, the strength of

relaxation peak B1 is remarkably stable (Figure 7), as expected

for a constant number of carboxylic acid dipoles. This indicates

that the weak electrostatic pressure does not induce strong

effects on their dipolar strength, which could arise, e.g., from a

collapse of the organic monolayer.

In contrast, mechanism B2 attributed to gauche defects is

enhanced at high temperatures and high dc bias. This tempera-

ture dependence supports previous modeling of C18 alkyl

monolayers tethered to Si(111), showing an increase of gauche

defects density by a factor of about five over the range

100–300 K [17]: (i) At low temperatures, little space is avail-

able for molecular reorientations and trans–gauche isomeriza-

tion is restricted. (ii) With increasing temperature the number of

chain gauche conformers rises and some disordering originates

in the chain end regions and propagates towards the middle of

the chain. The latter calculations are also consistent with vibra-

tional and NMR spectroscopies [3,19,31,54].

In this admittance study, peak shapes do not show any evidence

of ordering at low temperatures. Large values of the pre-peak

slopes (mB1 ≈ mB2) are characteristic of long-range disorder for

both mechanisms B1 and B2. In contrast, the post-peak slopes

(nB1 < nB2) indicate that the chain ends (B1) are more disor-

dered while they simultaneously experience larger motional

constraints (smaller frequency, larger activation energy) than

the gauche defects (B2).

Assuming a constant dipolar strength for all gauche defects, the

dependence of the gauche defect response on temperature
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(range 220–280 K) provides a value of 52 ± 5 meV for the acti-

vation energy of Δε (B2) (Figure 7). This trans–gauche isomer-

ization energy for tethered n-alkyl chains is larger than the

value deduced from the density of vibrational states for short

n-alkanes in the liquid phase (34 meV) [55,56] and comparable

to that of perfluoro-n-alkanes (44 meV) [57].

However, an accurate quantification of the number of gauche

defects would require an estimate of the dipole moments for all

non-centrosymmetric methylene conformations, which will

depend on details of the trans–gauche sequences. Vibrational

spectroscopy and molecular dynamics studies of tethered alkyl

monolayers have shown that the distribution of gauche defects

at internal chain positions (kinks, gauche–gauche) and at chain

ends (end-gauche) depends both on chain packing, chain length

and temperature [58,59]. Interestingly, for the smaller applied

bias, a weaker temperature dependence of Δε (B2) is observed

below 230 K. Note that for longer n-alkyl tethered chains (C12

and above), a steady increase of the number of internal gauche

defects was found from 100 to 300 K, while the density of end-

gauche defects was very weakly dependent on the temperature

[59]. The slope change observed near 230 K in Figure 7 may

thus reveal the presence of end-gauche conformers at low

temperatures, and an increase in internal gauche configurations

(including kinks and double-gauche conformers) at higher

temperatures. However, additional defects arising from disor-

dered domain boundaries cannot be excluded.

Multiexcitation entropy model of relaxation
frequency
With increasing reverse bias, slowing down of both relaxation

frequencies fB1 and fB2 due to motional constraints is related to

a simultaneous increase of both activation energy (EB) and pre-

exponential factor (fB
0) values. Hence, a kind of "compensa-

tion" occurs, namely the frequency decrease is less dramatic

than that which would arise from a change in activation energy

only. More precisely, we have shown in Figure 6 that the

relaxation mechanisms B1 and B2 follow the same linear

correlation (with inverse slope kT*) between EB (in the range of

0.3–1.3 eV) and log(fB
0) (in the range from 1010 to 1024 Hz).

The latter apparent prefactor values exceed typical phonon

frequencies (1013 Hz) by more than ten decades.

This "compensation law" observed for solid-state phenomena

with a large activation energy in many areas (physics,

mechanics, chemistry, biology) has been rationalized by a

multi-excitation entropy model, in the strong coupling limit,

which incorporates the entropy of low energy excitations

collected from a thermal bath [47]. In the YMC model, when

the entity which is being excited and the excitation reservoir

(the lattice and its vibrations) are so strongly coupled as to be

indistinguishable, the excitation must be treated by using the

transition state theory and the Eyring equation, with a free

energy for the transition, ΔG = ΔE − TΔS that includes the large

entropy associated with this fluctuation. Hence, the resulting

frequency expression fB = fB
0 exp(ΔS/k)·exp(−ΔE/kT) may

explain very large apparent prefactor values, fB
0 exp(ΔS/k); a

linear relationship between ΔS and ΔE is thus a sufficient condi-

tion to obtain a linear compensation law (as found in Figure 6).

In the YMC model, when a large activation enthalpy barrier ΔE

is obtained from a bath of elementary excitations, the number

necessary to pass the barrier can be estimated from n ≈ ΔE/hω,

where hω is the average energy of the bath excitations (typi-

cally tens of meV). To evaluate the number Ω of configura-

tional paths, considered as equally probable, Yelon, Movaghar

and Crandall consider an interaction volume [48] containing N

excitations, where N is the number that must be available in

order to provide the n excitations to be annihilated. The change

in entropy

is approximated by

if N >> n (Stirling’s approximation). Since the larger the value

of N, the more likely the process, the YMC model emphasizes

that N may be treated as a coupling constant, between the

external force and the microscopic motion at the molecular

level. If the coupling with the thermal bath is not strongly

dependent on ΔE, this relation predicts the existence of a “focal

point” in the Arrhenius plot at the temperature

along with a linear relationship between activation energy and

logarithm of the pre-exponential factor with slope kTF.

In the framework of the multiexcitation entropy model, the

temperature T* = 325 K found in this work provides the energy

(28 meV or 227 cm−1) of the collected excitations available

from the thermal bath (divided by a number of the order of 1).

Hence, as |VDC| increases, increasingly large number of vibra-

tional excitations (in the range of 10–50) is required to over-

come the activation barrier for collective molecular reorienta-

tion.
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Coupling with vibrational modes
Thermal bath excitations (227 ± 10 cm−1) revealed by dipolar

relaxation dynamics can be compared with vibrational energies

of n-alkanes, either in the liquid phase or in a two-dimension-

ally tethered phase.

For n-alkanes in the liquid phase, low vibration energies corres-

pond to skeletal deformations, i.e., torsion or expansion/

contraction [60]. Calculated spectra of the density of vibra-

tional states for short n-alkanes, taking into account the distribu-

tion of conformational configurations resulting from the

trans–gauche isomerization [55,56], show a C–C stretching

band centered around 900 cm−1, obviously too high to account

for our results, whereas torsion modes of CH2–CH2 units occur

at too low energies (150 cm−1). In contrast, the CCC bending

region centered near 220 cm−1 is related to the LAM-1 mode

(single node longitudinal acoustic mode), which is also called

“accordion” mode because all CCC angles change in phase.

Disorder effects in the LAM modes were studied by Raman

spectroscopy; the frequency in the solid ordered phase (all-trans

configuration) is smaller (200 cm−1) than in the liquid phase

(broad band near 240 cm−1) in which a disordered-LAM (or

D-LAM) scattering is taken as the envelope of a statistical

distribution of LAM-1 modes of short trans planar sequences

[61].

The first LAM-k frequencies (k being the number of nodes)

have been computed for n-alkane molecules of variable length

tethered to a solid surface [62], showing very good agreement

of the C12 alkane LAM-1 frequency (226 cm−1) with our

results. Some molecular dynamics studies of tethered n-alkanes

also reveal similar vibrational energies in the velocity autocor-

relation function [63].

In summary, the dynamics of the Si/acid 5 junction reveal a

cooperative coupling of thermal excitations to dipolar relax-

ation of the tethered n-alkane OML. The characteristic

wavenumber of 227 cm−1 is related to the longitudinal

acoustical mode (LAM-1) of the chain skeleton rather than to

the higher energy CC stretching mode. Since the LAM

frequency of the accordion mode is length dependent [62], this

model predicts that the "focal point" temperature TF should

decrease with increasing n-alkane length.

OML mechanics: compressive and shear
forces
In this section, the molecular layer is considered as a contin-

uous medium submitted to a compressive electrostatic pressure,

proportional to VI
2, where VI is the potential drop across the

insulating OML with thickness dOML and dielectric permit-

tivity εI:

(2)

This electrostatic force leads to compressive and shear stress

components, respectively, normal and parallel to the substrate.

Furthermore, each molecule is considered as a rigid elastic rod,

tilted at some angle with respect to the normal to the surface

and submitted to forced oscillations. The mechanical response

to normal compression load has been tabulated for a number of

geometries [49]. For a rod that is fixed on one side and free on

the other side (fixed–free conditions), as occurs for linear teth-

ered molecules, stress and strain depend on the spring constant

k = (P/E·I)1/2 where I is the moment of inertia of the rod, E its

Young modulus, and P the normal compression load.

In the context of a molecular layer submitted to compression,

conformational changes of the molecules must be taken into

account (Figure 1). A gauche defect (B2) such as a kink

conformer is depicted as a laterally displaced bond with respect

to the plane of the alkyl chain, while a tilted chain corresponds

to a global angular displacement of the molecule backbone axis

and hence of the end-group dipole (B1). Specific transverse

shear moments result from these two situations [49]. In the case

(B2) of a rod submitted to axial compression P plus externally

created lateral displacement Δ0, the transverse shear is propor-

tional to the product (P·k), i.e., P3/2, because the angular tilt

θA ≈ Δ0·k. In the case (B1) of a rod submitted to axial compres-

sion plus externally created angular displacement θ0, the trans-

verse shear is simply proportional to P, assuming that the

angular tilt θA ≈ θ0 is independent of axial compression.

This simple nano-mechanical model for the fixed–free rod

conditions thus predicts a stronger normal pressure dependence

of the transverse shear for (kink) gauche defects as compared to

end group dipoles. This corresponds qualitatively to the larger

sensitivity to the applied bias found for EB2 as compared to

EB1, shown in Figure 5. Although |VI| is expected to increase

with |VDC|, the fact that VI is not directly measured in our exper-

iments precludes further conclusions.

Conclusion
This fundamental admittance spectroscopy study provides new

guidelines to identify the contribution of activated dipolar relax-

ation mechanisms and to discriminate the response of electri-

cally active interface defects in organic monolayer/semicon-

ductor assemblies.

Dynamic properties of tethered n-alkyl molecules were studied

using a Hg/C12H25/n-type Si(111) junction with partial
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substitution of methyl end groups by polar acid moieties. Two

temperature-activated relaxation mechanisms have been

attributed to dipole end groups (B1) and gauche defects (B2).

The temperature dependence of peak B2 dipolar strength

provides a trans–gauche isomerization energy of 50 meV

for tethered n-alkyl molecules. The enhanced B2 peak

densi ty,  observed with increasing applied bias ,  is

attributed to the formation of gauche defects as a means

of reducing the stress due to electrostatic pressure

across the nanometer-thick insulating layer. This effect

is expected to be stronger with shorter alkyl chains (thinner

OML in Equation 2) with possible implications on electron

transport through molecular tunnel barriers. Further work is

required to investigate its dependence on the OML packing

density.

Arrhenius plots of relaxation frequencies show that activation

energies and pre-exponential factors strongly increase with

applied dc voltage, |VDC|. This "compensation law", which

governs the relaxation frequencies for both dissipation

mechanisms (Figure 6), reveals a strong coupling of end-group

dipoles and gauche defects with the longitudinal acoustic

mode (LAM-1, bending vibration) of the C12 alkyl chain.

In the context of a multi-excitation entropy model, the

isokinetic temperature TF, related to the energy of elementary

excitations of the bath (here the n-alkyl accordion-like vibra-

tion), is expected to decrease with increasing n-alkyl chain

length.

Since entropic contributions in the cooperative backbone

mobility of tethered molecular layers also appear in the friction

dissipation processes (coupling between external shear and

internal molecular modes of relaxation) [24], a comparative

study of tribological and electrostatic compression responses

might be fruitful.

This collective dynamic behavior of alkyl chains tethered to Si

is also consistent with the asymmetric relaxation peak shapes

related to many-body interactions in complex relaxing systems.

In this study, peak shape analysis indicates better short-range

order (along with weaker motional constraints) for gauche

defects as compared with end-group dipoles.

Experimental
Covalent immobilization of mixed alkyl/acid
OML
Covalent OML grafting was performed on hydrogen-termi-

nated Si(111):H surfaces using linear alkene molecules with a

UV-assisted liquid phase process [40,64]. A low-doped n-type

Si (phosphorus doped, 1–10 Ω·cm resistivity, Siltronix) was

chosen to obtain rectifying junctions. After etching, the

Si(111):H surface was used immediately for covalent binding of

the mixed n-dodecyl/undecanoic acid-terminated monolayer

(denoted as Si/acid 5), using the photochemical reaction at

300 nm for 3 h of Si(111):H with a mixture of undecylenic acid/

1-dodecene (molar ratio 5/95).

Admittance measurements
Admittance measurements were performed with a frequency

response analyzer (Alpha-A High Resolution, Novocontrol

Technologies). The sample holder was inserted in a two

terminal active cell with the impedance converter mounted

directly above the sample.

The junction was placed into a cryostat under dry nitrogen flow

to avoid extensive water condensation and to minimize surface

oxidation during electrical measurements [39,40]. An ohmic

back contact was obtained by applying a silver paste electrode

on the scratched Si rearside and a mercury top electrode

(99.999% Fluka, contact area S = 5 × 10−3 cm2) was used to

avoid electrical shorts through possible pinholes in the OML. A

solid Hg electrode is obtained in the low temperature range

(T < 233 K) but no discontinuity is observed in the junction

properties at this particular temperature.

The ac modulation amplitude VAC was set at 20 mV. The ca-

pacitance (4.5 pF) of the empty Teflon cell in parallel with the

molecular junction was subtracted to obtain Cm. At high

frequencies, useful information on dipolar mechanisms is

limited by the series resistance RS (due to bulk Si and back

contact resistance). Acquisition of dipolar relaxation data

was performed in the reverse bias regime of the rectifying

metal/OML/Si junction, with decreasing temperature steps

and, at each temperature, the dc bias was scanned from the

reverse regime (VDC = −2 V) towards the forward regime

(VDC = +1 V).

The trans–gauche isomerization reactions are nearly reversible

under our experimental conditions. To illustrate this point, the

weak spectral changes observed upon return to room tempera-

ture (293 K) after the low temperature scan have been analyzed:

peak B1 (respectively B2) is slightly shifted to higher frequency

by a factor of 2.2 (respectively a factor of 2.8); while the peak

strength ratio Δε(B2)/Δε(B1) has increased by about 10% (at

−0.6 V).
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Abstract
Composite materials based on a titanium support and a thin, alginate hydrogel could be used in bone tissue engineering as a scaf-

fold material that provides biologically active molecules. The main objective of this contribution is to characterize the activation

and the functionalization of titanium surfaces by the covalent immobilization of anchoring layers of self-assembled bisphosphonate

neridronate monolayers and polymer films of 3-aminopropyltriethoxysilane and biomimetic poly(dopamine). These were further

used to bind a bio-functional alginate coating. The success of the titanium surface activation, anchoring layer formation and algi-

nate immobilization, as well as the stability upon immersion under physiological-like conditions, are demonstrated by different

surface sensitive techniques such as spectroscopic ellipsometry, infrared reflection–absorption spectroscopy and X-ray photoelec-

tron spectroscopy. The changes in morphology and the established continuity of the layers are examined by scanning electron

microscopy, surface profilometry and atomic force microscopy. The changes in hydrophilicity after each modification step are

further examined by contact angle goniometry.
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Introduction
Titanium and titanium alloys are widely used in medicine and

dentistry to replace and support hard tissues [1]. The absence of

toxic alloying metals [1], extraordinary specific strength, appro-

priate Young’s modulus, outstanding biocompatibility and

excellent corrosion resistance make commercially pure tita-

nium a highly favored, biocompatible, metallic material [2].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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The biocompatibility and corrosion resistance of titanium

surfaces is closely related to the presence of a spontaneously

formed 3–6 nm thick layer of titanium oxides, mostly in the

form of titanium(IV) oxide (TiO2). The outermost surface of the

oxide is covered with a 2.8–9.5 Å thick hydroxy group layer

[3], which determines the reactivity of titanium surfaces [4] and

sets their isoelectric point in the range of 3.5–6.2 [5-7].

Different surface modifications have been proposed to take the

advantage of the titanium surface properties and to promote

beneficial interactions at tissue–titanium implant interfaces.

Established techniques use modifications of the titanium surface

morphology and variations in the inorganic surface chemistry

[8]. Procedures based on electrostatically driven adsorption

[9-11], covalent coupling [12], electrochemical surface modifi-

cations [13], self-organized organic layers [14,15], etc. have

been extensively studied for the immobilization of biologically

active molecules [16] on titanium surfaces. Bio-related tita-

nium surface modifications based on polysaccharides and syn-

thetic polymers have been performed by physisorption and elec-

trostatic interactions. In comparison with polylactide coatings,

physisorbed alginate coatings are capable of exhibiting

pronounced cell adhesion [17]. Chitosan/alginate, multilayered,

3D networks prepared by the layer-by-layer method enabled en-

capsulation of bone marrow stromal cells on the surface of

dental or joint implants [18]. Polyelectrolyte (chitosan, poly(L-

glutamic acid), and poly-L-lysine) coatings increased the

surface ionic nature and wettability of the surface, yielding

enhanced osteoblast differentiation [19].

The success of these modifications is highly dependent on the

chemical state, reactivity and surface concentration of the

hydroxy groups, as well as the presence of contaminants [12].

Therefore, one of the main objectives of this contribution is to

perform and precisely characterize the activation of commer-

cially pure titanium substrates for the realization of reactive tita-

nium surfaces without contaminants. Such activated surfaces

can be further functionalized by the covalent immobilization of

self-assembled anchoring layers of different organic com-

pounds, providing functional groups for further modification.

Covalent bonding, which provides a stable fixation of immobi-

lized compounds, is an alternative approach to coatings based

on adsorption processes. The most common strategies for the

formation of anchoring layers are thiol-based self-assembled

monolayers (SAMs) [20] and silanes [21,22]. Despite the ease

of preparation and high uniformity of the resulting layers, the

thiol–SAMs provide an anchoring chemistry scheme limited

only to noble metals. Furthermore, the established thiol bond is

prone to oxidation and can be displaced from the surface

[23,24]. Alkoxy- and chloro-silanes are widely used for the

modification of different surface oxides. The mechanism of the

layer formation includes replacement of a silane group by the

transfer of a proton from the activated surface hydroxy group.

This leads to the elimination of alcohol or hydrochloric acid,

depending on whether alkoxysilane or chlorosilane, respective-

ly, is used. In most cases the alkoxysilane treatment results in a

3D polymer network and extra precaution needs to be taken for

the creation of a monolayer [22,25]. Surface treatments using

3-aminopropyltriethoxysilane (APTES) can result in several

surface structures such as covalent attachment, self-assembly,

multilayer formation by surface-initiated (SI) polymerization

and particle adsorption [22]. The obstacles and limitations

inherent to thiol–SAMs and silanes can be circumvented by the

use of moieties bearing phosphonate [14,26,27] and bisphos-

phonate (BP) [28,29] groups. Upon hydrolysis, these form

strong mono- and bi-dentate coordination bonds with metal

surfaces [30]. Inspired by the composition of mussel adhesive

proteins, Messersmith et al. [31] proposed the formation of

poly(dopamine) (PDA) confluent films as a substrate-inde-

pendent modification approach. The ability of PDA to adhere to

solid surfaces stems from the reactivity of ortho-quinone/cate-

chol moieties that form coordination bonds with surface metal

oxides and covalent bonds with nucleophilic groups. In addi-

tion to this, the different PDA units can establish a wide range

of non-covalent bonds through π stacking, hydrogen bonding,

and van der Waals- and hydrophobic-interactions. PDA films

have been used as the anchor layers of non-fouling polymer

brushes [32-34], substrates for cell adhesion [35,36] and as plat-

forms for controlled cell adhesion [37]. The presence of amine

groups in PDA has been used for functionalization with

moieties for photo-induced grafting reactions [38,39].

In this work, we study the immobilization of three compounds

to the titanium surface: bisphosphonate neridronate, APTES and

PDA. The neridronate covalent coupling leads to immobiliza-

tion of the particular self-assembled molecules, whereas the im-

mobilization of APTES or dopamine monomers results in the

formation of partially or fully polymerized layers of APTES

siloxane or PDA, respectively. The reactive amino end groups

present in these anchor layers can be further utilized for the

covalent bonding of a biofunctional coating of compounds

bearing negatively charged functional groups. To this end, an

anionic polysaccharide alginate extracted from the cell walls of

brown algae (Phaeophyceae) was chosen as a model natural

polymer, which satisfies the set prerequisites. This polysaccha-

ride is biocompatible and degradable under normal physiolog-

ical conditions [40] and has been used in various biomedical

applications [41,42]. The presence of carboxyl groups in the

structure of β-D-mannuronate and α-L-guluronate monomer

units can be utilized for the immobilization of the polysaccha-

ride chains to the anchor layer amine groups through the

creation of amide bonds.
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Table 1: Influence of the surface treatments on the surface concentration of elements present on pristine, activated and flat titanium surfaces, as
determined by XPS. The ratio between the surface oxides and hydroxides determined from the analysis of the high resolution O 1s spectra is also
reported.

Treatment Ti O C Al Si MtOH/Oxide
(atom %)

Pristine 7.9 50.3 28.8 7.3 5.7 0.04
NH4OH:H2O2:H2O 18.0 59.0 23.0 – – 0.2
NaOH 17.0 58.4 21.5 3.1 – 0.1
HCl/H2SO4 17.8 58.6 19.3 4.4 – 0.1
H2SO4/H2O2 18.0 55.5 24.6 – 1.9 0.2
Flat surface 19.5 56.7 23.8 – – 0.2

The success of the performed modifications and their short-term

stability in a phosphate buffer at 37 °C was probed by different

surface sensitive techniques such as X-ray photoelectron spec-

troscopy (XPS), spectroscopic ellipsometry (SE) and infrared

reflection–absorption spectroscopy (IRRAS). The changes in

topography and the established continuity of the layers were

revealed by scanning electron microscopy (SEM), stylus

profilometry (SP) and atomic force microscopy (AFM). The

changes in hydrophilicity after each modification and immer-

sion step are further examined by contact angle goniometry.

Results and Discussion
Surface analysis of activated titanium
surfaces
The surface concentration of elements present on pristine, acti-

vated and flat titanium surfaces, as determined by XPS, is

summarized in Table 1. Considerable amounts of aluminum and

silicon were observed on the pristine surfaces, most likely from

the polishing pastes used by the producer. In order to produce a

consistent and reproducible titanium oxide surface layer, four

different chemical treatments were tested in both alkaline (using

alkaline piranha or 0.5 M NaOH) and acidic conditions (using

mixtures of H2SO4/HCl or H2SO4/H2O2). The chemical treat-

ments were followed by 5 min oxygen plasma treatments. The

tested activation procedures significantly decreased the concen-

tration of inorganic contaminants and caused a beneficial

increase in the surface concentration of titanium and oxygen.

The surfaces were free of inorganic contaminants when alka-

line piranha (NH4OH:H2O2:H2O) was used for the cleaning and

activation process. However, despite the rigorous chemical and

oxygen plasma treatments, as well as the precautions taken

during the sample preparation, it was not possible to completely

avoid hydrocarbon contamination. We presume that the hydro-

carbon contamination takes place mainly during the transfer of

the freshly oxidized titanium samples from the plasma reactor

to the desiccator. Irrespective of the surface treatment, the high

resolution C 1s spectra centered at 285.0 eV lacked the ex-

pected titanium carbide contribution at 281.6 eV.

Furthermore, the surfaces were free of metallic titanium (peak

at 454.1 eV). Similar to the observations on rough [19] and

ultra-flat titanium surfaces performed by template striping [43],

our high resolution titanium 2p spectra in the region of

450–468 eV showed the characteristic Ti 2p spin-split doublet

structure, with a separation of approximately 6 eV between the

Ti 2p1/2 and Ti 2p3/2 peaks (Figure 1). The binding energies of

the contributions within the Ti 2p3/2 envelope were found at

458.9 ± 0.1 and 457.4 ± 0.1 eV and were assigned to TiO2 and

Ti2O3, respectively. The activation treatments increased the

TiO2 concentration from 80% for the pristine surfaces to more

than 97% for the activated titanium surfaces.

Figure 1 also reports the high resolution oxygen 1s XPS spectra

of the studied titanium surfaces. The O 1s envelope could be

resolved into surface oxide contributions at 530.3 ± 0.1 eV,

531.5 ± 0.1 eV and 533.0 ± 0.3 eV arising from titanium oxides

(TiO2 and Ti2O3), Al2O3 and SiO2, respectively. The presence

of hydroxy groups on the surface was evidenced by the pres-

ence of the peak at 531.8 ± 0.2 eV. The performed activation

treatments increased the contribution of the hydroxy from the

observed 2% for the pristine surfaces to more than 6% for the

activated titanium surfaces (Supporting Information File 1,

Table S1). This was evidenced by the change in the ratio

between surface hydroxy and oxide from 0.04 for the untreated

titanium surfaces to values in the range 0.1–0.2 for the acti-

vated ones. The careful analysis of the obtained high resolution

O 1s spectra enabled the estimation of the concentration of

hydroxy groups on the titanium surfaces according the method

proposed by McCafferty and Wightman [3]. The performed ac-

tivation treatments increased the surface density of the hydroxy

groups from the initial 2–4 hydroxy groups per nm2 on the pris-

tine titanium surfaces to 4–14 hydroxy groups per nm2. These

values are consistent with the range of values of 5–15 hydroxy

groups per nm2 reported for titanium foils [3] and titanium

dioxide powders [44]. The observed concomitant increase in

concentration of surface hydroxy groups and decrease in the

presence of surface contaminants inevitably leads to higher re-
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Figure 1: High resolution Ti 2p (left) and O 1s (right) XPS spectra of pristine titanium surfaces (A) and surfaces treated using alkaline piranha (B),
0.5 M NaOH (C), a HCl/H2SO4 mixture (D) and piranha solution (H2SO4/H2O2) (E). The spectrum of flat titanium surfaces deposited on silicon
substrates (F) is given for comparison. The dominant contribution (more than 96.7%) within the Ti 2p3/2 envelope appears at 458.9 ± 0.1 eV and is
identified as TiO2. The measured O 1s spectra (points) was fitted (solid, colored lines) by resolving the individual surface oxide contributions (black
lines) centered at 530.3 ± 0.1, 531.5 ± 0.1 and 533.0 ± 0.3 eV arising from titanium oxides (TiO2 and Ti2O3), Al2O3 and SiO2, respectively. The
hydroxy groups on the surface gave rise to the peak at 531.8 ± 0.2 eV. The figure also reports the surface density of hydroxy groups (nOH).

activity of the treated surfaces [4,44]. In addition to an increase

in the number of surface sites available for binding, SEM

(Supporting Information File 1, Figure S1) and stylus profilom-

etry (Supporting Information File 1, Table S2) analysis showed

an increased microscale texture for all treated surfaces (alkaline

piranha, 0.5 M NaOH, and piranha (H2SO4/H2O2)) except for

those treated with a H2SO4/HCl solution. Microscale texturing

similar to that reported here has been obtained by treatments

such as machining [45,46], anodic oxidation [45,46] and chem-

ical oxidation using piranha [12]. The increase in the surface

roughness and the creation of a specific microscale texture due

to oxidative treatments as observed in our study have been

shown to enhance the rate of bone formation [12,45,46].

The decreased organic contamination and increased surface

density of hydroxy groups on the activated surfaces is further

evidenced by the higher hydrophilicity of the treated surfaces

(Supporting Information File 1, Table S2). The activation treat-

ments decrease the measured advancing water contact angles

from about 50° for the pristine titanium surfaces to values lower

than 30°. Almost completely wettable surfaces were obtained

when alkaline piranha was used as the surface activation

treatment.

It is worth mentioning that the chemical activation using alka-

line piranha simultaneously led to augmentation of the surface

composition, surface reactivity, topography and hydrophilicity.

Therefore, this chemical activation treatment is a potentially

valuable step in the treatment of titanium surfaces and possible

implants based on this material. Importantly, the evaporation-

deposited, flat, titanium reference samples (RRMS < 1.0 nm)

have the same surface composition and surface density of

hydroxy groups (Table 1 and Figure 1) as the activated pure

titanium surfaces. Therefore, it is reasonable to consider the flat

surfaces as a representative reference surface of the activated

pristine titanium for the verification of the surface modifica-

tions based on thin anchor layers and on the alginate monolayer.

The absence of surface irregularities on these mirror-like

substrates enables techniques such as SE, IRRAS and AFM to

be used for the characterization of sub- and mono-molecular,

organic overlayers.

Anchor layer deposition
The reproducibility in terms of continuity, uniformity, reactiv-

ity and adhesion properties of the anchor layers is a prerequi-

site for the creation of grafted adlayers with defined properties

[34]. The attachment of the anchor layers of three FDA

approved, organic compounds (neridronate, APTES and dopa-

mine) were performed on oxygen plasma-activated, flat tita-

nium substrates. As previously observed by XPS, the exposure

of titanium and titanium oxide surfaces to air resulted in a thin

adherent layer of organic contaminants. The presence of such an

organic contaminant layer influences the optical dispersion

function of the titanium films. These ill-defined optical parame-

ters of the titanium substrates decrease the precision of the ellip-

sometric data analysis during subsequent surface modifications.

A practical way to circumvent this problem is to perform the SE

measurements in different solvents (ethanol, isobutanol, tolu-

ene), a method referred as the multiple-environment method.

Due to the refractive index matching between the solvents and

the adsorbed organic contaminants, and the possible dissolution

of the contaminants, the multiple-environment method revealed
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the intrinsic optical dispersion function of the flat titanium

surfaces. The measured data of a neat titanium layer in different

solvents was simultaneously fitted with the parameters of a

Drude–Lorentz and two Lorentz oscillator functions as

discussed in Supporting Information File 1, Figure S2.

The SE analysis showed formation of a 0.9 ± 0.3 nm thick

monolayer of neridronate. The concomitant processes of the

self-assembly of dopamine and its intermediates (dopamine-

quinone, 5,6-dihydroxyindole, etc.), of SI polymerization and of

adsorption of the resulting polymer molecules resulted in a

15.2 ± 0.5 nm thick confluent PDA layer. Despite the precau-

tions taken during the APTES deposition for the formation of

the SAM [21] (freshly distilled reagents, dry titanium substrates

and elevated temperature during the capping reaction), a

12.4 ± 1.7 nm thick APTES siloxane polymer multilayer was

formed [21]. The presence of the anchor layers increased the

water contact angles of completely wettable flat titanium

surfaces (oxygen plasma treated) to 40 ± 1°, 72 ± 1° and 60 ± 5°

for the substrates containing neridronate, APTES and PDA, res-

pectively. Here, the lower hydrophilicity is caused by the pres-

ence of organic molecules with increased hydrophobicity in

comparison to the neat titanium surface.

The surface immobilization of these organic moieties and their

covalent structure was further verified by independent IRRAS

and XPS measurements. The IR spectra of the resulting anchor

layers showed the characteristic in-plane bending modes,

δin-plane(NH), of free and H-bonded amino groups in the region

1600–1650 cm−1. The covalent immobilization of the BP mole-

cules is verified by the significant changes in the IRRAS spectra

(Figure 2A) of the original sodium neridronate powder and the

neridronate self-assembled monolayer on the titanium surface.

Similarly to the observations on different free phosphonic acids

in aqueous solution [47,48] and phosphonic acids adsorbed on

bentonite [49], the 2000–800 cm−1 region in our IR spectrum of

sodium neridronate powder was characterized by different

stretching (ν) and bending (δ) modes of P=O, P–O(H) and

P–O– units of sodium phosphonate and free phosphonic acid.

The initially observed spectrum of the sodium neridronate

powder significantly changed upon tethering of the molecules to

the titanium surface. The neridronate monolayer immobilized to

the titanium surface gives rise to the asymmetric and symmetric

νas P–OTi of R(PO3), νs P–OTi of R(PO3), νs P–O, νs P–O of

R(PO3
2−), νas P–OH of R(HPO3

2−) modes at 1121, 1038, 996,

978 and 960 cm−1, respectively. The observed absence and/or

reduced intensity of the strong bands of νas (P–O) and νs (P–O)

of P(OH)2 in the region below 960 cm−1 indicates that the

neridronate molecules are covalently bound to the titanium

surface by forming not only monodentate, but also bidentate

complexes.

Figure 2: FTIR spectra of starting neridronate (A), APTES (B) and do-
pamine (C) organic moieties in their native state (red) and corres-
ponding immobilized films on activated flat titanium surfaces (black).
The spectra of the immobilized films were taken in IRRAS mode
against backgrounds of bare titanium.

The IR spectrum of the liquid APTES monomer is character-

ized by the ν(Si–O–C) stretching modes at 1165, 1100, 1070

and 953 cm−1 (Figure 2B). The formation of the 12.4 ± 1.7 nm

thick adherent polymer layer of APTES siloxane was further

evidenced by the IRRAS measurements. The dominant

vibrations of the APTES films were observed at 1145 and

1050 cm−1. These contributions were assigned to the

ν(Si–O–Si) stretching modes. As initially described by Kurth

and Bein [21], the presence of these vibrations verify not only

the immobilization of the APTES molecules to the surface, but

also proves the presence of the siloxane polymer network. The

network is formed by SI polymerization from non-hydrolyzed

ethoxy groups (which can give rise to silanol groups) and free

silanols that did not undergo a dehydration condensation reac-

tion with surface hydroxy groups. Both possible mechanisms

are accompanied by adsorption and further condensation

between the surface reactive species and APTES siloxane

aggregates formed in the reactive solution. The presence of eth-
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oxy groups, resulting in an incomplete cross-linking of the

APTES siloxane polymer network, can be seen by the signifi-

cant broadening of the dominate IR contributions toward the

initially observed main peaks of APTES "monomer". This may

be a source of the hydrolytical layer instability. In a water envi-

ronment, the primary amines present in the network can intra-

or inter- molecularly coordinate to a silicon center and catalyze

the hydrolysis reaction.

The spectrum of a solid dopamine monomer (Figure 2C) is

characterized by skeletal vibration modes of aromatic double

bonds (1650–1400 cm−1), stretching ν(C–O) modes of the cate-

chol moieties at 1283 cm−1, in-plane bending δin-plane(C–H) at

1170 cm−1 and stretching modes ν(C–C–N) of the aminoethyl

chain at 935 cm−1 [50]. The oxidative polymerization of dopa-

mine and the surface attachment of different monomer units

(dopamine-quinone, 5,6-dihydroxyindole, etc.) caused evident

changes in the IR spectra (Figure 2C) and resulted in a

confluent layer of PDA [32-34,51]. Similar to previous studies

on PDA modified materials [32-34,52], the spectrum of PDA

immobilized onto titanium substrates is characterized by poorly

resolved bands of many overlapping vibration modes of the

different monomer units. The most prominent contributions at

1615, 1510, 1445 cm−1 originate from the C=C vibrations of the

different monomer units, whereas the shoulder at 1715 cm−1

indicates the presence of quinone groups. The shift in

frequency, the broadening of the initial contributions, as well as

the appearance of new bands with respect to the IR spectra of

dopamine, proves not only the polymer nature of the resulting

films, but also their complex highly conjugated covalent

structure.

The complementary XPS measurements further verified the

successful formation of surface adherent films and their cova-

lent structure. The determined elemental compositions of the

neridronate, APTES siloxane and PDA anchor layers is reported

in Table 2. The covalent tethering of the organic moieties

caused an increase in the contributions of carbon and was asso-

ciated with the significant decrease in the surface concentration

of titanium. In the case of the thick polymer anchor films of

APTES and PDA, the contributions arising from the titanium

substrate were negligible. Importantly, the XPS spectra verified

the presence of nitrogen on the surface of different anchor

layers. Moreover, the obtained relative ratios N/P = 0.57 for the

neridronate and N/Si = 0.65 for APTES siloxane are reasonably

close to the expected values of 0.5 and 1, respectively. Figure 3

reports the high resolution carbon 1s XPS spectra for the

neridronate, APTES siloxane and PDA adherent films immobi-

lized on the flat titanium surfaces. The C 1s envelope of the

anchor layers could be resolved into contributions centered at

285 ± 0.1 eV arising from sp3 carbon (C–C and C–H functional-

ities), at 285.9 ± 0.1 eV arising from the C–N species of amines

and at 286.6 ± 0.2 eV arising from the C–O contribution of

hydroxy groups present in neridronate, the non-hydrolyzed

ethoxy groups of APTES and catechols of poly(dopamine).

The spectrum of APTES has an additional contribution at

284.3 ± 0.2 eV from the C–Si functionality. The PDA shows

contributions at 284.5 ± 0.1, 288.0 ± 0.2, 289.3 ± 0.3 and

291.2 ± 0.2 eV arising from the carbon species of sp2 carbon

(C=C functionality), the C=O functionality of the quinons, the

carboxylic carbon functionality (O–C=O groups) and the π–π*

transition (shake-up), respectively [53,54]. A rather unexpected

peak at 288.4 ± 0.1 eV was observed in the high resolution C 1s

spectra of neridronate and APTES siloxane. Although with a

large uncertainty, Acres et al. have tentatively assigned this

peak to the C–C=O functionality [55]. A similar contribution

was observed for micro-plasma polymerized APTES layers [56]

and was attributed to amide contribution. Since our immobiliza-

tion protocols lack harsh plasma deposition treatments, we

tentatively attribute this functionality to carbamate-like struc-

tures, which form due to the scrubbing effect of amines on CO2

from air [57].

Figure 3: High resolution C 1s XPS spectra of neridronate (A), APTES
siloxane (B) and PDA (C) films on the surfaces of activated flat tita-
nium substrates (black). The unfilled circles represent the measured
data, while the red lines represent the fitted data. The individual contri-
butions to the fitted data of different functional groups present in the
films are represented with black lines.

The topography and homogeneity of the resulting anchor layers

on titanium substrates was monitored via AFM. The corres-

ponding images are presented in Figure 4. The AFM data

clearly evidence the functionalization of the flat titanium

surfaces with confluent anchor layers free of pinholes. The self-

assembly of neridronate molecules resulted in a fine-grained
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Figure 4: AFM images of the neat, flat titanium surface (RRMS = 0.5 ± 0.3 nm) (A), and confluent anchor layers of neridronate (RRMS = 0.5 ± 0.2 nm)
(B), APTES (RRMS = 1.1 ± 0.2 nm) (C) and PDA (RRMS = 3.6 ± 1.2 nm) (D). The figure also reports AFM images of ALG layers grafted onto
neridronate (RRMS = 0.7 ± 0.3 nm) (E), APTES (RRMS = 1.8 ± 0.2 nm) (F) and PDA (RRMS = 2.9 ± 1.0 nm) (G) anchor layers. The AFM measure-
ments on the ALG surfaces were performed on predominantly flat regions with RRMS values similar to those of the initial anchor layers.

Table 2: Elemental compositions of anchor layers (neridronate,
APTES siloxane and PDA) and ALG layers tethered to these surfaces,
as determined by XPS.

Modification Ti O C N P Si
(atom %)

Neat, flat titanium
surface 19.5 56.7 23.8 – – –

Neridronate 13.8 55.6 25.9 1.7 3.0 –
APTES siloxane – 27.1 54.6 7.2 – 11.1
PDA 0.4 22.1 70.7 6.8 – –
ALG/neridronate 1.8 22.2 70.1 5.8 – –
ALG/APTES siloxane 0.6 27.9 60.5 6.3 – 4.7
ALG/PDA – 30.7 61.9 7.4 – –

topography similar to the activated titanium surface (Figure 4A

and Figure 4B). The processes of self-assembly, SI polymeriza-

tion and adsorption of aggregates from the reactive solution

during adsorption and formation of the APTES siloxane and

PDA layers led to surfaces with an increased roughness of

1.1 ± 0.2 nm and 3.6 ± 1.2 nm, respectively (Figure 4C and

Figure 4D). The immobilized polymer surfaces exhibited a

more pronounced grain structure with nanoparticles having

average diameter of 12 nm for the APTES siloxane and of

38 nm for PDA anchor layers. While such a pronounced surface

topography is considered to be an inherent characteristic of the

PDA films [34,53], the presence of such surface objects on

APTES layers is rarely discussed. However, even in the case

when a APTES SAM was achieved [58], the presence of

surface adherent objects resembling aggregates having average

diameter of up 30 nm was inevitable. We presume that the

observed APTES siloxane aggregates are formed in the reac-

tive solution and further adsorbed and even grafted onto the

surface.

Covalent binding of alginate
The tethering of alginate (ALG) chains by reaction of the

carboxyl groups to the amine-functionalized titanium surfaces

was performed by following standard EDC/NHS protocols. The

binding reaction resulted in the formation of 5.0 ± 1.9 nm

thick alginate films, irrespective of the anchor layer. The

grafting density, calculated from the ellipsometric thickness and

the molecular weight of ALG (1.5 × 106 g∙mol−1), was

1.3–3.0 × 1011 chains/cm2. The presence of the polysaccharide

chains was obvious from the significant increase in the surface

hydrophilicity. The immobilization of hydrophilic alginate

chains resulted in a decrease in the contact angles from the

values determined for the anchor layers to 13 ± 3°, 19 ± 3° and

13 ± 1° for the alginate films bound to neridronate, APTES and

PDA, respectively.
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The covalent tethering of the polysaccharide chains and the for-

mation of amide bonds between the activated carboxyl groups

of ALG and the amines present in the anchor layer were probed

by IRRAS measurements. A representative IR spectrum of free

alginate deposited on the flat titanium surface is presented in

Figure 5. The spectrum is dominated by the symmetric νsym

(C=O) and asymmetric νasym (C=O) modes of charged carboxyl

groups at 1630 and 1420 cm−1, respectively, in addition to the

stretching ν(C–O) modes of the pyranosyl ring, β-(1-4)-glyco-

sidic bonds and hydroxy groups of the polysaccharide in the

1200–1000 cm−1 region. The established covalent bonds

between the carboxyl groups of the alginate chains and the

amines present on the surface are evidenced by the appearance

of the highly specific amide I and amide II bands at 1650 and

1540 cm−1, respectively (Figure 5). Additionally, the differen-

tial spectra of ALG bound to neridronate and PDA show the

carbonyl band (1730 cm−1) and the bands characteristic for the

polysaccharide moieties (1200–1000 cm−1). In the same region,

the differential spectrum of ALG bound to the siloxane anchor

layer is characterized by a valley at 1580 cm−1 arising from

decreased in-plane bending δin-plane(NH) of amine contribu-

tions and at 1145 and 1037 cm-1 from decreased ν(Si–O–Si)

stretching contributions. The appearance of these bands is asso-

ciated with the amine-catalyzed hydrolysis of the siloxane

bonds of the polymer network [22] during the 24 h immersion

in MES buffer.

The IRRAS results of the immobilization of ALG to the anchor

layers are further supported by XPS measurements. The forma-

tion of the 5 nm thick polysaccharide layer on the surfaces with

different anchors serves to further decrease the contributions

from the titanium substrate. This corresponds to a concomitant

increase in the presence of the elements from the organic

moieties (Table 2). Compared to the high resolution C 1s

spectra of the anchor layers (Figure 3), the spectra of the bound

alginate films (Figure 6) show increased contributions at

286.5 ± 0.1 eV arising from the C–O moiety of the pyranosyl

ring, β-(1-4)-glycosidic bonds and hydroxy groups of the poly-

saccharide in addition to a peak at 289.2 ± 0.1 eV arising from

the O–C=O functionality of carboxylic groups. Importantly, the

presence of the peak at 288.1 ± 0.2 eV verifies the formation of

amide bonds (N–C=O) between the activated carboxyl groups

of ALG and the amines present in the anchor layers. Thus, the

XPS studies strongly prove the covalent immobilization of the

alginate films.

The tethering of ALG resulted in surfaces with a predominantly

flat topography (Figure 4E–G) similar to those observed for the

corresponding anchor layers (Figure 4B–D). The ALG films on

neridronate, APTES siloxane and PDA were characterized by

RRMS values of 0.7 ± 0.3 nm, 1.8 ± 0.2 nm and 2.9 ± 1.0 nm,

Figure 5: Differential IRRAS spectra of free alginate adsorbed onto a
flat titanium surface (A) and covalently bound alginate molecules to the
amines of the neridronate (B), APTES (C) and PDA (D) anchor layers.
The IRRAS spectra of covalently bound alginate films was character-
ized by the presence of the carbonyl band (1730 cm−1), amide I
(1650 cm−1), amide II band (1540 cm−1) and ν(C–O) stretching modes
of the pyranosyl ring, β-(1-4)-glycosidic bonds and hydroxy groups of
the polysaccharide (1200–1000 cm−1). The spectra were referenced to
corresponding background spectra of bare titanium and titanium
bearing different anchor layers.

Figure 6: High resolution C 1s XPS spectra of alginate coatings on
neridronate (A), APTES siloxane (B) and PDA (C) anchoring layers.
The unfilled circles represent the measured data, while the red lines
represent the fitted data. The individual contributions to the fitted data
of different functional groups present in the films are represented with
black lines.

respectively. The increase in the ellipsometric thickness of 5 nm

combined with the AFM findings of the surface roughness

(similar to the values characteristic for the anchor layers) indi-

cates the formation of continuous ALG films, which merely

replicate the surface underneath. However, although only occa-
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sionally observed, the AFM measurement also showed the pres-

ence of regions of surface-immobilized ALG aggregates

composed of particles with an average diameter exceeding

40 nm (Supporting Information File 1, Figure S3). The

observed nanoparticle aggregates may have a physisorbed frac-

tion of loosely bound ALG chains that are a potential source of

instability and defects when these surfaces are exposed to phys-

iological conditions.

Stability of alginate films
The stability of the anchor layers and anchored ALG films is

crucial for their performance especially when biomedical and

tissue engineering applications are in question. The deteriora-

tion of these surface confluent layers could affect the surface

concentration of free carboxylic end groups that are essential in

the envisaged applications. Furthermore, the instability of the

layers that are in intimate contact with the titanium surface

could result in complete delamination of the potentially surface

adherent alginate gels.

The stability tests of the neat, anchor layers and the ALG/

anchor layers on flat titanium substrates were performed by

immersion in PBS buffer at 37 °C for a period of 7 days. The

ellipsometric thickness and water contact angles were measured

on dry films after 1, 3 and 7 days of incubation (Figure 7 and

Supporting Information File 1, Figure S4). The thickness of the

ALG adlayers was obtained from an optical model that consid-

ered a constant thickness of the neridronate and PDA anchor

layers as determined before the grafting. The adopted optical

model conforms with the observed stability of neat neridronate

and PDA films during the immersion in PBS (Supporting Infor-

mation File 1, Figures S4 and S5). When the polysaccharide

layer was bound to the APTES siloxane, the optical model

considered the instability of the APTES anchor in accordance

with the SE, CA (Supporting Information File 1, Figure S4) and

IRRAS findings (Supporting Information File 1, Figure S5).

This methodology enabled monitoring of the stability of the

ALG adlayer in the two-layer stack.

During the 7 days of incubation, only a minor decrease in the

measured ellipsometric thickness was observed (Figure 7). We

presume that the reduction in the ALG thickness is mainly

caused by the release of a physisorbed fraction present in the

surface adherent ALG aggregates. However, the water contact

angles of the ALG coatings remained rather constant. This indi-

cates that the observed, small decrease in thickness due to dete-

rioration of the ALG films does not reveal the less-wettable

anchor layers underneath (Supporting Information File 1, Figure

S4). The stability of the ALG/anchor layers and the neat anchor

layers was further verified by IRRAS measurements (Figure 8

and Supporting Information File 1, Figure S5). The IRRAS data

Figure 7: Ellipsometric thickness and water contact angle evolution of
ALG bound to neridronate, APTES siloxane and PDA during the
immersion in PBS (37 °C, pH = 7.4) (mean value ± SD, n = 15).

enabled monitoring of the changes in the covalent structure of

the whole ALG/anchor double layer and allowed for the contri-

butions of both constituents of the stack to be separately

resolved. As depicted in Figure 8, the polysaccharide films

bound to neridronate and PDA anchors are rather stable without

any significant changes in the position and intensity of the main

vibrations of the double layer components. However, the ALG

films anchored to APTES showed continuous deterioration

during the 7 days of immersion. The main reduction in inten-

sity was observed for the bands centered at 1146 and 1046 cm−1

arising from the ν(Si–O–Si) stretching modes of the APTES

siloxane polymer network. The position of these bands corre-

sponds to the positions of the decreased contributions in the

IRRAS spectra of the deteriorated neat APTES siloxane films

(Supporting Information File 1, Figure S5). This implies that

the main components released during the immersion are of

siloxane nature. At the same time, the spectral contributions of

ALG were affected to a minor extent, most likely due to the

several grafting points through which the polysaccharide chains

are bound to the surface. However, the previously discussed

hydrolytic instability of the APTES siloxane anchor layer would

eventually lead to a complete cleavage of the polysaccharide

layer from the titanium surface during a long-term immersion.
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Figure 8: Evolution of IRRAS spectra of ALG bound to neridronate (A),
to APTES siloxane (B) and to PDA (C) upon immersion in PBS at
37 °C for 7 days.

Based on the stability observations, the alginate monolayers

bound to the neridronate or PDA anchor layers can be poten-

tially used for the immobilization of a thin alginate hydrogel

carrier of bioactive compounds (such as calcium phosphates or

other biologically active molecules) formed by ionic cross-

linking [40]. The proposed architecture is envisaged to enhance

adhesion, proliferation, differentiation of osteoblasts, and thus

ultimately, to achieve a better integration of the titanium

implant into the bone tissue.

Conclusion
In the present contribution, we demonstrated the successful

covalent attachment of ALG chains to neridronate, APTES and

PDA anchor layers immobilized on activated titanium surfaces.

The formation of the ALG and anchor layer films was investi-

gated utilizing SE, AFM and contact angle goniometry. The

IRRAS analysis further evidenced the established amide bonds

between the carboxyl groups of ALG and amine groups of the

anchor layers. The immobilization of the organic moieties, as

well as the changes in the surface composition of pristine tita-

nium surfaces after different surface activation treatments, was

probed by XPS measurements. The changes in the surface

morphology and roughness parameters during the activation of

titanium surfaces were monitored by SEM and SP analysis. The

5 nm thick ALG layers anchored to neridronate and PDA were

stable during immersion under physiological-like conditions for

7 days. The hydrolysis of the anchoring APTES siloxane

network led to a higher deterioration tendency of the ALG/

APTES double layer. The presented surface modification

strategy of titanium can be an effective path for the formation of

ALG-based hydrogel coatings enriched with bioactive com-

pounds for bone tissue engineering applications.

Experimental
Materials
Dopamine hydrochloride (98.5%) was purchased from Sigma

and 3-triethoxysilylpropan-1-amine from Aldrich. 3-(Ethylimi-

nomethyleneamino)-N,N-dimethylpropan-1-amine (EDC),

1-hydroxy-2,5-pyrrolidinedione (NHS) and 2-(morpholin-4-

yl)ethanesulfonic acid (MES) were obtained from Fluka.

Sodium alginate salt (ALG) derived from brown algae was

purchased from Sigma. The molecular weight of ALG was

determined by size exclusion chromatography (SEC) on a

gradient Knauer system with diode array detection (DAD) and

an Alltech 3300 evaporative light scattering detection (ELSD)

system. The SEC measurement was performed on a PolySept

GFC-P linear column using an isocratic system of 0.03 M am-

monium acetate buffer in acetonitrile/water (20/80 v/v).

The determined average molecular weight of ALG was

1.5 × 106 g·mol−1 (PDI = 2.45) with the column calibration

carried out using PEO standards. The ALG peak had a

unimodal distribution without the presence of low molecular

weight degradation products.

All organic solvents (petroleum ether, methanol, ethanol,

isobuthanol and toluene) were of analytical grade (Lach-Ner,

Czech Republic) and used as received. Ultrapure water was

obtained with a Millipore Milli-Q system.

Substrate preparation
Clean, single-side-polished silicon wafers (CZ, orientation

<100>, B-doped, resistivity 5–20 Ω∙cm) with a ≈50 nm SiO2

thermal overlayer (Siegert Consulting e.K., Germany) were

used as substrates for the preparation of ultraflat titanium
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surfaces. Flat, titanium reference surfaces (50 nm thickness)

were obtained by evaporation deposition (rate = 0.35 Å·s−1,

pressure = 6.66 × 10−6 Pa) using a COV AP SQC-310C deposi-

tion device (Angstrom Engineering, Canada). The coated

substrates were cut into 1.2 cm × 1.2 cm pieces, sonicated in

methanol, and deionized in water for 15 min, followed by

oxygen plasma oxidization (25 W, Plasma Cleaner/Sterilizer,

Harrick, USA) for 5 min directly before the anchor layer immo-

bilization.

Commercially available, paste-polished, pure titanium surfaces

(Beznoska, Czech Republic) were used to probe the presence of

inorganic and organic surface contaminants and to determine

the surface concentration of introduced hydroxy groups. After

the initial sonication in petrolether, methanol and deionized

water for 15 min, the following surface cleaning and activation

procedures were investigated: alkaline piranha treatment (mix-

ture of 25% NH3, 30% H2O2 and water at 1:1:5 v/v/v, at 70 °C

for 15 min), immersion in 0.5 M NaOH (60 °C for 24 h),

immersion in a mixture of concentrated HCl and H2SO4

(1:1 v/v, at room temperature for 20 min) and a piranha

cleaving treatment utilizing concentrated H2SO4 and 30% H2O2

(1:1 v/v, at room temperature for 20 min). The substrates were

subsequently thoroughly rinsed with ultrapure water, blow-

dried using nitrogen, and exposed to an oxygen plasma (25 W)

for 5 min just before the XPS analysis or the binding of the

anchor layers (Scheme 1).

Formation of anchoring layers
Neridronate monosodium salt ((6-amino-1-hydroxy-1-phos-

phonohexyl)-hydroxyphosphinate sodium) was prepared

according previous reports [59]. The immobilization on the flat

titanium surfaces proceeded from a 0.005 M neridronate solu-

tion in water at 100 °C for 48 h. Afterwards, the samples were

rinsed in water 3 times for 5 min to remove the physisorbed

molecules, then blow-dried and kept in vacuum until further

use.

Siloxane anchor layers were prepared by exposing the activated

titanium substrates to 0.1% v/v APTES solutions in dry

toluene at 70 °C. After 12 h of exposure, the samples were soni-

cated in dry toluene for 15 min to remove the physisorbed

siloxane particles, then blow-dried and kept in vacuum until

further use.

A poly(dopamine) coating was deposited from a 2 mg·mL−1

solution prepared by dissolution of dopamine hydrochloride in

an air-saturated 10 mM Tris hydrochloride (pH 8.5) buffer.

After 3 h of polymerization, the PDA-coated surfaces were

rinsed with water, sonicated in water for 15 min and blow-dried

in a stream of nitrogen.

Stability tests were performed on alginate-containing and neat-

anchor layers deposited on flat titanium substrates, incubated in

PBS (pH 7.4, containing 0.02 wt % sodium azide) at 37 °C for

7 days. After the immersion period, the substrates were rinsed

with copious amounts of water and blow-dried in a stream of

nitrogen.

Tethering of alginate onto titanium layers
containing anchor layers
The tethering of the alginate chains to the amine-functionalized

flat titanium substrates was performed employing a modified

EDC/NHS protocol based on the work of Rowley et al. [60].

Alginate was dissolved in mixture of 0.1 M MES and 0.15 M

NaCl, at pH 5, at a concentration of 1 wt %. Next, EDC was

added and the solution was stirred for 15 min. Afterwards, NHS

was added and the solution was stirred for an additional 15 min

until the production of bubbles diminished. The molar ratio

between reactants was uronic units/EDC/NHS (1:20:20). The

titanium substrates bearing the neridronate, APTES siloxane

and PDA anchors were placed in 12-well cultivation plates and

0.8 mL of the reaction solution was deposited on the surface

and allowed to react for 24 h. Subsequently the alginate-grafted

substrates were rinsed with water and blow-dried in a stream of

nitrogen.

Methods
Spectroscopic ellipsometry (SE): Ex situ and in situ ellipso-

metric data were acquired using a spectroscopic imaging, auto-

nulling ellipsometer (EP3-SE, Nanofilm Technologies,

Germany) equipped with a liquid cell (Vinternal = 0.7 mL) in

4-zone mode in the wavelength range of 398.9–811.0 nm

(source: Xe arc lamp, wavelength step: 10 nm) at an angle of

incidence of 60°. The cell windows (strain-free, optical BK-7

glass from Qioptiq, Germany) exhibited only small birefrin-

gence and dichroism causing errors in the ellipsometric angles

Δ and Ψ smaller than 0.3° and 0.1°, respectively. These errors

were corrected following the method of Azzam and Bashara

[61]. To increase the measurement precision and exclude errors

from the variations of layer thickness throughout the substrate

area, a 10× objective and position-calibrated sample stage were

utilized to perform repeated ex situ and in situ measurements

over the same sample area (1 × 2 mm). The obtained data were

analyzed with multilayer models using the EP4-SE analysis

software (Accurion GmbH, Germany).

The thickness and refractive index of the resulting organic

layers were obtained from simultaneous fitting of the obtained

ellipsometric data using the Cauchy dispersion function (n = An

+ Bn/λ, k = 0 with An = 1.412 ± 0.010, Bn = 5900 ± 80 nm2 for

neridronate and An = 1.413 ± 0.009, Bn = 6270 ± 70 nm2 for

APTES and An = 1.4714 ± 0.008, Bn = 13200 ± 1000 nm2 for
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Scheme 1: Performed surface treatments and subsequent reactions for the activation and modification of titanium surfaces. (A) Cleaning and acti-
vation procedures for the removal of inorganic and organic contaminants from the titanium surface and to increase the number of free hydroxy groups.
(B) Immobilization of neridronate, APTES siloxane and poly(dopamine) anchor layers through surface specific reactions between the phosphonate,
silane and catechol groups of corresponding compounds and hydroxy groups on the surface. (C) Covalent binding of ALG chains to amino groups
present in the anchor layers by the EDC/NHS coupling reaction.
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the ALG layers). The optical dispersion functions of PDA,

silicon dioxide and silicon were taken from previous reports

[34,62]. The optical dispersion functions of ethanol, isobutanol,

toluene and titanium dioxide were taken from the EP4-SE data-

base.

Contact angle measurement: The wettability of the organic

surfaces on flat, titanium reference surfaces was examined by a

static sessile water drop method using a DataPhysics OCA 20

contact angle system. Each sample was characterized using four

3 μL drops of material. The data were evaluated using the

Young–Laplace method.

The wettability of the commercially available, rough titanium

substrates upon different treatments was estimated by

measuring the advancing and receding water contact angles

utilizing the dynamic Wilhelmy plate method. The measure-

ments were performed on a Kruss K12 (Germany) tensiometer.

Infrared reflection–absorption spectroscopy (IRRAS): The

infrared spectra of neridronate, APTES and dopamine moieties

were recorded using a Perkin Elmer, Paragon 1000PC, FTIR

spectrometer, equipped with a MCT detector and a single

reflection, monolithic diamond, Golden Gate ATR accessory

(Specac, England). The spectra of the dry organic films formed

on titanium surfaces were recorded using a Bruker IFS 55 FTIR

spectrometer (Bruker Optics, Germany) equipped with a MCT

detector. The measurements were performed at a grazing angle

(80°, p-polarization) using the reflection spectroscopy acces-

sory. The measurement chamber was continuously purged with

dry air. The acquisition time was approximately 20 min at a

resolution of 2 cm−1. The spectra are reported as −log(R/R0),

where R is the reflectance of the sample and R0 is the

reflectance of bare titanium reference surfaces.

Atomic force microscopy (AFM): AFM characterization was

performed on a Dimension ICON (Bruker, USA) system in

peak force tapping mode in air using silicon probes (TAP150A,

Bruker, USA) with a typical force constant of 5 N∙m−1. The

images were taken using a scan rate in the range of 0.5−1.2 Hz

and a peak force set point of 0.02−0.2 V.

Surface profilometry: Macroscopic surface roughness and wavi-

ness measurements were performed using a Tencor P-10

(Texas, USA) surface profiler with 1 mm long scans at a speed

of 20 μm∙s−1 and a sampling rate of 200 Hz using a maximum

stylus force of 0.02 N.

Scanning electron microscopy (SEM): The SEM analysis was

performed on a Quanta 200 FEG (FEI, Czech Republic) micro-

scope. All micrographs presented are secondary electron images

taken under high vacuum using an accelerating voltage of

30 kV.

X-ray photoelectron spectroscopy (XPS): The core-level photo-

electron spectra were recorded using an angle-resolved photo-

electron spectrometer, ADES 400 (VG Scientific, UK), oper-

ating at a base pressure of 1.33 × 10−7 Pa. The system was

equipped with an X-ray excitation source and a rotatable hemi-

spherical electron energy analyzer. The photoelectron spectra

were recorded using Mg Kα radiation with a pass energy of

100 eV or 20 eV (high-energy resolution). The incidence angle

was 70° with respect to the sample surface normal and the emis-

sion angle along the surface normal. The atomic concentrations

of carbon, oxygen and nitrogen were determined from the C 1s,

O 1s, and N 1s photoelectron peak areas after a Shirley inelastic

background subtraction. Assuming a simple model of a semi-

infinite solid of homogeneous composition, the peak areas were

corrected for the photoelectric cross-sections [63], the inelastic

mean free paths of the electrons in question [64], and the trans-

mission function of the spectrometer [65]. The experimental

uncertainties in the quantitative analysis of XPS were assessed

in separate experiments with several standard materials and

were estimated to be below 7%. This value encompasses the

overall uncertainties of the method that are typically introduced

by the background subtraction.

Supporting Information
Supporting Information File 1
Additional Experimental Information.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-6-63-S1.pdf]
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Abstract
The synthesis of a conformal poly(3,4-ethylenedioxythiophene) (PEDOT) layer on Si nanowires was demonstrated using a pulsed

electrodeposition technique. N-type Si nanowire (SiNWs) arrays were synthesized using an electroless metal-assisted chemical

etching technique. The dependence of the SiNW reflection on the concentration of the AgNO3 solution was identified. A reflection

of less than 2% over the entire visible spectral range was obtained for these structures, evidencing their excellent antireflective

properties. The etched SiNWs nanostructures can be further modified by using a tapering technique, which further preserves the

strong light trapping effect. P-type PEDOT was grown on these SiNWs using electrochemical methods. Since the polymerization

reaction is a very fast process with regards to monomer diffusion along the SiNW, the conformal deposition by classical, fixed

potential deposition was not favored. Instead, the core–shell heterojunction structure was finally achieved by a pulsed deposition

method. An extremely large shunt resistance was exhibited and determined to be related to the diffusion conditions occurring

during polymerization.
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Introduction
Silicon nanowires (SiNWs) are a current, active research topic

for many applications such as photovoltaics [1], lithium

batteries [2], hydrogen storage [3] and optoelectronic devices

[4] due to their unique properties with respect to visible light

management [5-7]. Using an electroless etching method, a

reflectivity as low as 1.3% over the entire visible spectrum can

be achieved for SiNWs [8]. As far as the device fabrication is

concerned, a core–shell arrangement of p–n junction forming

materials is promising for the optimization of the electronic

charge collection capability. This is due to the nature of the

core–shell structure, which allows the transport path along the

radial direction of photogenerated carriers to be greatly short-

ened without sacrificing light absorption [9].

However, the high aspect ratio of SiNWs makes it difficult to

realize a radial p–n junction, where each individual Si wire in

the array would need to be individually coated. Various fabrica-

tion efforts have been attempted to achieve a true core–shell

p–n junction. For example, chemical vapor deposition (CVD)

[10,11] and atomic layer deposition (ALD) [12] are methods

that can be employed to obtain this type of nanostructured junc-

tion, however, they suffer from high cost. The combination of

spin-on doping (SOD) and rapid thermal annealing (RTM) was

also attempted to achieve a core–shell Si homojunction [13,14],

but this method failed to precisely control the thickness of the

shell. Core–shell, radial p–n junctions can also be realized by

simply spin coating poly(3,4-ethylenedioxythiophene)/poly-

styrene sulfonate (PEDOT/PSS) (a successful, commercial, con-

ducting polymer) onto a SiNW array. This gave very promising

results for photovoltaic cells based on this heterojunction, with

a photon capture efficiency (PCE) of 6.72% [15]. The resulting

SiNW/PEDOT/PSS heterojunction showed rectification behav-

ior with a large saturation current density. A relatively low

shunt resistance and a high saturation current are displayed by

devices produced using the spin coating method. This is

because the PEDOT:PSS only partially covers the SiNWs array,

leaving most of the SiNW surface uncovered [16]. In order to

improve the junction quality, a conformal PEDOT shell should

be introduced to eliminate charge transport paths parallel to the

diode.

Compared with the spin coating technique, the electrochemical

polymerization of PEDOT provides the possibility of excellent

polymer morphology control by tuning the thickness and reac-

tion rate. Template polymerization of PEDOT has already been

investigated on nanostructures such as ZnO [17], TiO2 [18],

GaAs [19], AAO [20]. However, using a SiNW array as

template for PEDOT deposition is an unexplored research field

with only a few existing publications [21,22]. Some relevant

questions are: (i) What is the role of nanostructured Si in

PEDOT nucleation and growth? (ii) How do the deposition

conditions influence the PEDOT properties? (iii) How can the

diode quality be improved?

In this paper, we will first present the influence of the AgNO3

concentration on the antireflection properties of SiNWs that

were etched with the electroless metal-assisted chemical etching

(EMACE) method. To determine the optimum electrodeposi-

tion parameters, a preliminary study was performed for 3,4-

ethylenedioxythiophene (EDOT) oxidation on vitreous carbon

(a conductive, non-electroactive, and easily-polished substrate).

This was followed by EDOT oxidation on SiNW substrates.

Optical and electrical properties, as well as morphology and

composition of the samples, were determined using spec-

troscopy, current density–voltage curves, scanning electron and

transmission electron microcopies, energy-dispersive X-ray

analysis, and IR spectroscopy.

Results and Discussion
Effect of tapering on SiNW antireflection
The SiNWs, as prepared from an n-type Si substrate according

to the process described in the Experimental section, can be

seen in Figure 1. The geometry of the wires depends strongly on

the experimental conditions and can be controlled. This work on

SiNWs includes a detailed study of the dimensions of these

structures as related to their properties. For instance, the length

of the SiNW can be easily controlled by the etching duration

and the concentration of the AgNO3 solution influences the

morphology. However, for this study, only those SiNWs that

exhibit good optical performance (low reflection at the surface,

i.e., a light trapping effect) which were suitable for PEDOT

deposition (using a KOH solution after the EMACE process)

were addressed. The chosen experimental conditions resulted in

a dense array of smooth Si nanowires, 2 µm in length, approxi-

mately 100 nm thick, and oriented perpendicular to the Si sub-

strate. In this case, the space between the wires was quite small.

TEM observation of the nanowires allows the dimensions to be

measured more precisely. The polydispersity of the diameter is

low with a diameter of 130 ± 5 nm (see Figure 2). The effect of

the duration of the tapering step on the shape, length and

density of the SiNWs is shown by comparing Figure 1a

(without tapering) with Figure 1b–d, where the etching time

increases from b to d. Clearly, by increasing the tapering dura-

tion, the space between wires is increased, the density of wires

is reduced, and their top becomes sharper.

Spectrophotometric measurements were performed on these

samples to determine their light absorption properties

(Figure 3). Due to the strong light trapping effect [1], the

SiNWs produced without tapering exhibit a reflection of less
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Figure 1: Tilted-view, SEM observations of SiNW samples without tapering (a) and for different tapering times: (b) 10 s, (c) 30 s, (d) 50 s.

Figure 2: TEM image of a silicon nanowire obtained using the same
conditions as those in Figure 1a.

than 2% over the entire visible range. The reflection of the

tapered samples increases with the tapering duration. After 50 s

of tapering, the SiNWs have a reflection greater than 10% due

to the reduced nanowire density on the substrate. For a tapering

time of less than 30 s, the reflectance does not show significant

change: a 10 s tapering leads to a reflection of less than 5% and

a 30 s tapering to a reflection of less than 6%. This suggests that

there is still a strong light trapping effect in the tapered SiNWs,

although the morphology has been obviously modified. By

tuning the interspace volume, the EDOT diffusion effect on the

Figure 3: Reflection spectra of SiNWs in the visible spectral range
without tapering and after 10, 30, and 50 s of tapering.

morphology of PEDOT can be further investigated, as will be

discussed later.

Cyclic voltammetry and FTIR analysis for
PEDOT deposition on vitreous carbon
Cyclic voltammetry (CV) experiments on vitreous carbon from

EDOT containing solutions, starting from −1.5 to 1.5 V for 2

successive cycles, are shown in Figure 4. During the first scan

(solid line), no current is observed up to a potential value of

1.3 V. Between 1.3 and 1.5 V, the first EDOT oxidation peak

appears (see the Ox2 label in Figure 4), which is in good agree-
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Scheme 2: Polymer reduction reaction scheme for PEDOT.

ment with the literature [23,24]. This leads to the rapid syn-

thesis of PEDOT according to the reaction in Scheme 1.

Scheme 1: Polymerization reaction scheme for PEDOT synthesis.

When the potential is reversed, a crossover point between the

forward and the backward current is observed between 1.3 and

1.1 V. This effect appears because it is easier to deposit PEDOT

on PEDOT (during the reverse scan), than to deposit PEDOT on

vitreous carbon (during the forward scan). This CV curve form

is called a nucleation loop and implies that the PEDOT film

completely covered the initial vitreous carbon surface. When

the potential was decreased below 0.5 V, a small reduction peak

(Red 1 in Figure 4) was exhibited during the reverse scan

showing that the polymer can be reduced according to the reac-

tion [24] in Scheme 2.

During the second scan (dashed line), a new oxidation peak

(Ox1) appears around 0.5 V corresponding to the oxidization of

PEDOT. The oxidation of EDOT into PEDOT near Ox2

appears at a lower potential than during the first scan (1.1 V),

and no nucleation loop is observed. This is because the vitreous

carbon substrate is completely covered by the PEDOT film

during the first cycle. At the end of the experiment, the elec-

trode is completely covered with a blue film.

Figure 5 presents 10 successive cycles performed on vitreous

carbon. The increase of both the cathodic and anodic current

densities for the Red1 (left arrow) and Ox1 (right arrow) peaks

with increasing number of cycles is obvious, and is correlated

with the thickening of the PEDOT film. On the contrary, the

current at Ox2 due to the EDOT to PEDOT transformation is

constant, indicating the good conductivity of the film.

Figure 4: Two successive CVs performed on vitreous carbon with
10 mM EDOT and 0.1 M LiClO4 in acetonitrile solution. Scan rate:
100 mV/s. The solid line corresponds to the 1st scan and the dashed
line to the 2nd scan.

Figure 5: 10 successive CVs performed on vitreous carbon with
10 mM EDOT and 0.1 M LiClO4 in acetonitrile solution. Scan rate:
100 mV/s. The arrow direction indicates increasing scan numbers.

To prove that a PEDOT film can be obtained under these condi-

tions, a fixed voltage of 1.5 V was applied for 5 s in a 10 mM

EDOT acetonotrile (ACN) solution with 0.1 M LiClO4 and the

reflection FTIR spectra were recorded in the wavenumber

region 1400–800 cm−1 (Figure 6). Additionally, Table 1
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presents the principal assignments reported in literature for

similar polythiophene films. Vibrations at 830, 930 and

970 cm−1 originate from the C–S bond in the thiophene ring

[17,25,26]. Moreover, vibrations at 1040 cm−1, 1130 cm−1,

1180 cm−1 and 1300 cm−1 are assigned to stretching in the

alkylenedioxy group [17,25,26]. These results confirm that the

electrodeposited thin blue films are PEDOT.

Figure 6: FTIR spectrum of a PEDOT film electropolymerized onto
vitreous carbon.

Table 1: Proposed assignments for the main vibrations of polythio-
phene films.

Wavenumber (cm−1) Assignmenta Reference

830 cm−1

930 cm−1

970 cm−1

1040 cm−1

1130 cm−1

1180 cm−1

1300 cm−1

C–S
C–S
C–S
C=C / CO–R–OC
CO–R–OC
CO–R–OC
CO–R–OC

[17,25,26]
[25]
[17]
[25,26]
[25,26]
[25]
[17]

aR represents CH2–CH2.

Cyclic voltammetry of PEDOT deposition on
SiNWs
Illumination by a concentrated light source is necessary for

PEDOT polymerization on SiNWs electrodes. Indeed, the com-

parison of the CV curves in Figure 7 for EDOT under ambient

light (curve a) shows that the current density is almost zero,

much lower than that after illumination (curve b). The reason is

that illumination may provide electron holes that increase the

conductivity of the n-type SiNW substrate under anodic polariz-

ation. For all further experiments, the SiNW substrate was kept

under constant illumination.

Figure 7: CVs of PEDOT deposition on SiNWs under various condi-
tions. Scan rate: 100 mV/s. (a) 10 mM EDOT with 0.1 M LiClO4 in
acetonitrile solution, without illumination; (b) 10 mM EDOT with 0.1 M
LiClO4 in acetonitrile solution, under illumination; (c) 0.1 M LiClO4 in
acetonitrile solution, under illumination.

The CV measurement in an EDOT-containing solution

(Figure 7, curve b) presents a characteristic inflection point at

1.3 V where the EDOT monomer begins to be oxidized and

polymerized. After this inflection point, the current density in

the EDOT-containing solution is much higher than that

measured in the EDOT-free solution (curve c), suggesting that it

arises from PEDOT polymerization. The first oxidation current

that appears between 0 and 1.3 V in both EDOT-free (curve c)

and EDOT-containng solutions (curve b) (absent in the glassy

carbon substate, Figure 4) can be related to the oxidation of

SiNWs to silica. The absence of the nucleation loop previously

observed during the first cycle on vitreous carbon (Figure 4) is

noted, and is likely due to this first large oxidation current.

Figure 8 presents two successive cycles corresponding to

PEDOT deposition on SiNWs. Several notable differences

appear between the two scans. First, the disappearance of the

first large peak due to the oxidation of Si in SiO2 can be

observed. This could happen because the PEDOT layer

obtained during the first scan already covers the substrate. Also,

the small peak around 0.5 V corresponds to the oxidation of the

previously reduced PEDOT layer. It can also be observed that

polymerization of EDOT in PEDOT is achieved at a lower

anodic potential (0.9 V) than previously (1.3 V). Finally, a large
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Figure 9: (a) SEM tilted-view of PEDOT covering the top of a SiNW array after 5 s of electrodeposition; (b) corresponding EDX spectrum.

decrease in the PEDOT formation current in comparison with

that obtained during the first cycle can be observed, likely due

to the presence of the insulating silica sublayer.

Figure 8: Two successive CVs performed on SiNWs under illumina-
tion with 10 mM EDOT and 0.1 M LiClO4 in acetonitrile solution. Scan
rate: 100 mV/s.

PEDOT deposition on SiNWs using 1.5 V
constant potential
For PEDOT deposition, a constant potential deposition was

preferred over cycling in order to avoid a silica layer that was

thicker than desired. Indeed, during CV deposition, the oxi-

dation of Si in SiO2 was observed before the deposition of

PEDOT, while at fixed potential, simultaneous Si and EDOT

oxidation occurred.

SEM experiments and EDX analysis were then performed on a

PEDOT deposit on SiNW substrate (Figure 9a,b). The SiNWs

were fabricated using the EMACE method described in the

Experimental section. The PEDOT was electrochemically

deposited in a potentiostatic manner at a fixed 1.5 V potential

for 5 s in a 10 mM EDOT ACN solution with 0.1 M LiClO4.

The SEM image in Figure 9a shows a damaged area which

occurred during the cutting of the sample. A continuous film is

formed on the top of silicon wires. The presence of S and C in

the EDX spectra of Figure 9b proves that the film is primarily

PEDOT. The space between the Si nanowires seems not to be

filled by the polymer. This is caused by the competition

between PEDOT polymerization on the tips and EDOT diffu-

sion from solution to the inner space at the bottom. EDOT

monomer that is more highly oxidized is produced in proximity

of the tips of silicon wires. This is because the sharper

morphology of the wire can lead to a much more intense elec-

tric field, resulting in an increase in polymer volume at the tips,

and finally producing a mushroom-like morphology. With

regards to the expanded polymer blocks of EDOT diffusion into

the space, the 2D spread of PEDOT along the wire surface

towards the bottom might also be prevented due to the lack of

sufficient EDOT monomer.
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Figure 10: Tilted-view SEM images of SiNWs after PEDOT deposition at 1.5 V pulse deposition with a 10 mM EDOT + 0.1 M LiClO4 in acetonitrile
solution (a) without tapering, (b) after 10 s tapering, (c) after 30 s tapering and (d) after 50 s tapering.

Figure 11: Cross-sectional view of HRSEM images of SiNWs/PEDOT sample after 10 s tapering (a) and 30 s tapering (b).

Effect of EDOT diffusion on PEDOT
morphology
In order to achieve a conformal deposition, the previously

discussed tapering method for the SiNWs was coupled with

pulse deposition (5 cycles of 1 s on-time at 1.5 V and 10 s off-

time at open circuit potential) in an attempt to force the EDOT

oxidation along the entire SiNW. As described in the tapering

process, the interspace volume between wires was changed by

tuning the tapering durations to 0, 10, 30, and 50 s (see

Figure 1). These tapered SiNWs samples were then dipped into

the EDOT solution and the pulse method was performed to

develop the polymer (see Figure 10a–d). Compared with the

shorter tapering times (and therefore, a weaker diffusion effect)

in Figure 10a and Figure 10b, the PEDOT films in Figure 10c

and Figure 10d are thicker and PEDOT can be seen at the

bottom and between wires. In contrast, for the samples

presented in Figure 10a and Figure 10b, the space between the

wires is very narrow; EDOT molecules cannot diffuse along the

wires, and a mushroom-like morphology is obtained.

These results are more evident in Figure 11, which shows high-

resolution SEM images for two tapering durations (10 and

30 s). Figure 11a shows a cross section of the 10 s tapered

sample, where the PEDOT is mainly concentrated on the top of
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Figure 13: Schematic illustration of the processes resulting in PEDOT/SiNW hybrid structures. (a) Continuous electrodeposition leads to a mush-
room-like morphology of PEDOT (green) on the tips of SiNW (blue), while (b) a step-wise deposition aids in the formation of a conformal PEDOT layer
(green) surrounding each individual SiNW (blue).

the wires and only a small amount of PEDOT is formed at the

bottom. This leads to an increased roughness of the tubes.

However, Figure 11b presents a cross section of the 30 s tapered

sample, where the tubes appear to be highly roughened due to

the complete wrapping of the PEDOT from the top to the

bottom. Moreover, the TEM image in Figure 12 of this 30 s

tapered sample further demonstrates that the entire surface of a

wire is wrapped with the polymer. The increased space between

wires allows more EDOT to diffuse into the bottom space of

wires during the electrodeposition and finally leads to a more

conformal PEDOT covering layer.

Figure 12: TEM image of a single SiNW/PEDOT after 30 s of tapering
(corresponding to the sample in 11b).

The morphology of PEDOT on SiNWs is usually dependent on

the synthesis conditions. Path A in Figure 13 identifies a contin-

uous deposition that corresponds to CV or potentiostatic deposi-

tion experiments. Path B in Figure 13 corresponds to a step-

wise deposition, which favors EDOT monomer diffusion into

the space between the wires and thus results in a conformal

layer.

Effect of EDOT diffusion on diode quality
We further characterized the two PEDOT/SiNWs diodes with

SiNWs tapered for 10 s and 30 s. As can be seen in Figure 14,

both the 10 s and 30 s tapered devices show a distinct diode

behavior with a constant reverse current–density curve in the

negative voltage range. This is an indication that most of the

shunt paths for charge transport at reverse voltages are blocked.

An extremely large shunt resistance (Rsh > 1 M∙Ω∙cm2) and a

very low leakage current density (Jlk, on the order of μA/cm2)

could be realized with this electrochemical method. The Rsh is

three orders of magnitude higher than that of the reported

diodes made by spin coating PEDOT onto SiNWs arrays [27].

This may be attributed to a much more conformal coating and

much better adhesion of electrodeposited PEDOT on the Si

nanowires. Indeed, it was found that the deposited PEDOT is

difficult to remove from the Si surface with a taper because of

the strong adhesion to Si.

The ultrahigh shunt resistance is directly related to the

morphology of PEDOT surrounding the Si wire. In the

current–potential characterization of a SiNWs/PEDOT diode in

Figure 14, the Rsh and the Jlk for the 30 s sample are better than

for the 10 s tapered diode. Since the primary shunt path can be

formed by a top metal contact directly touching the n-doped Si

through the PEDOT layer, a continuous PEDOT layer that sepa-
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rates n-doped Si from the top contact may prevent charge from

tunneling through PEDOT. Therefore, the thicker layer formed

after 30 s of tapering reduces the saturation current more than in

the case of the 10 s tapered SiNW diode. We note that the

forward current density for both diodes is relatively low: this

could be due to the PEDOT conductivity, which is currently

under study.

Figure 14: Current–potential characterization of the diodes with SiNW
arrays tapered for 10 s (solid line) and 30 s (dashed line).

Conclusion
In the present study, the preparation of a hybrid SiNW/PEDOT

material using both chemical and electrochemical methods has

been studied. The resulting structures based on silicon

nanowires show interesting antireflective properties, with a

reflection as low as 2% in the visible spectral range of

400–800 nm. PEDOT electrodeposition was successfully

performed on illuminated, n-type SiNWs. The SEM images of

the samples reveal that using a continuous deposition technique,

the PEDOT layer covers primarily only the top of the Si wires

due to the EDOT diffusion which affects the morphology of the

polymer film. For a conformal, uniform deposition, pulse tech-

niques were combined with etching of the SiNWs which

allowed the monomer to better diffuse along the wires. The

main advantage of this approach lies in the simplicity of both

the SiNWs and PEDOT, both allowing for efficient and low-

cost methods such as chemical etching and electrochemical

deposition. To our knowledge, these two processes have never

been combined for the production of such a hybrid material.

Experimental
SiNW etching and tapering
Before chemical etching, the Si wafers (phosphorus-doped,

<100> oriented, resistivity 1–10 Ω∙cm, thickness 255–305 μm)

were ultrasonically cleaned for 15 min in acetone and

isopropanol. After several rinsing steps in deionized water, the

wafers were immersed in piranha solution (H2SO4:H2O2

3:1 v/v) and subsequently in deionized water for 15 min.

The EMACE technique is described in the literature [28] and is

presented briefly here. During the Ag plating step (Step 1), the

Si wafers were immersed into an aqueous solution of 4.8 M HF

and 4 mM AgNO3 for 1 min. During the SiNW etching step

(Step 2), the Ag-plated wafer was transferred to another solu-

tion of 0.3 M H2O2 and 4.8 M HF. The Ag network acts as a

catalyst for the SiNWs etching, which was carried out for

2 min. The Ag catalyst was finally (Step 3) dissolved by immer-

sion into 69% HNO3 for 30 min. The chemical reactions asso-

ciated to each step are the following:

Step 1: 4Ag+ + Si + 6F− → 4Ag + SiF6
2−

Step 2: 2H2O2 + 4H+ + Si + 6F− → 4H2O + SiF6
2−

Step 3: 3Ag + NO3
− + 4H+ → 3Ag+ + NO + 2H2O

A tapering process was used to increase the EDOT diffusion by

increasing the space between wires. The etched SiNWs were

immersed into a KOH aqueous solution containing isopropyl

alcohol (IPA) (31.2 g KOH + 25 mL IPA in 100 mL deionized

water) for 10, 30 and 50 s. The addition of IPA was used to

reduce the tapering rate [29].

Core–shell structure realization
The PEDOT deposition was conducted in an electrochemical

cell with a three-electrode configuration. The reference elec-

trode was Ag/AgCl and the counter electrode was a platinum

plate. All the potentials were indicated versus the Ag/AgCl

reference electrode (EAg/AgCl = 0.192 V/SHE). A disc of

vitreous carbon or the n-type SiNW array was set as the

working electrode. For the latter, an illumination source

consisting of a 150 W halogen lamp was used during the

PEDOT polymerization to render the n-type Si substrate

conductive in the anodic area. The deposition was controlled by

a Solartron SI 1287 with a computer running CorrWare soft-

ware.

A non-aqueous medium was preferred over the classical sodium

polystyrene sulfonate (NaPSS) aqueous environment in order to

avoid the important silicon oxidation during PEDOT deposition.

An EDOT solution containing 10 mM EDOT and 0.1 M LiClO4

in anhydrous acetonitrile was used.

During the CV measurements, the potential scan was varied

linearly in time in the direction from the cathodic to the anodic

region, then the potential sweep was reversed to the beginning.
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This ramp in potential was repeated several times. The scan rate

was 100 mV/s.

The deposit was first realized using a continuous deposition

mode with a constant 1.5 V potential for 5 s. The pulse deposi-

tion technique was also used with the aim to improve the

coverage of the nanowires with the polymer. The pulses

consisted of 5 cycles of 1 s on-time at 1.5 V and 10 s off-time

where the system was held at its open circuit potential. The total

duration for the PEDOT deposition was the same (5 s) as that

used for the continuous deposition technique.

After electrodeposition, the PEDOT on SiNW sample was

rinsed with acetonitrile several times to remove excess EDOT

monomer. The PEDOT/SiNWs sample was rinsed thoroughly

with ethanol and then dried with an air stream.

Characterization methods
The spectrophotometric measurements were performed with an

integrating sphere provided by Sphereoptics. The SEM images

and EDX spectroscopy were recorded with a Philips XL ESEM.

The TEM observations were made with a TECNAÏ G20 instru-

ment. Reflection FTIR spectra of PEDOT thin films were

obta ined us ing a  VERTEX 70 spect rophotometer .

Current–potential curves were measured using a Keithley 2400

instrument in a dark environment.
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Abstract
Magnetic nanostructures in the form of a sandwich consisting of two permalloy (Py) disks with diameters of 600 and 200 nm sep-

arated by a nonmagnetic interlayer are studied. Magnetization reversal of the disk-on-disk nanostructures depends on the distance

between centers of the small and big disks and on orientation of an external magnetic field applied during measurements. It is found

that manipulation of the magnetic vortex chirality and the trajectory of the vortex core in the big disk is only possible in asym-

metric nanostructures. Experimentally studied peculiarities of a motion path of the vortex core and vortex parameters by the

magneto-optical Kerr effect (MOKE) magnetometer are supported by the magnetic force microscopy imaging and micromagnetic

simulations.

697

Introduction
Magnetic nanostructures have a wide range of unique prop-

erties that facilitate their practical implementation in real func-

tional devices. For instance, magnetoresistive memory is used

in aviation systems requiring the high reliability, nonvolatility

and data write/read rate. Nanomagnets with stable and control-

lable spin configurations can be used to produce the magnetic

logic elements. However, micromagnetic stability decreases

with the reduction of the size of a nanomagnet resulting in a

lack of controllability the spin configurations [1]. Therefore, the

development of reliable methods for the manipulation of micro-

magnetic structures in nanomagnets is an important topic not

only for fundamental physics, but mostly for high-tech sectors

of economics including electronics, data storage and sensor

technologies.

Nanomagnets in the shape of disks attract huge scientific atten-

tion, because of the possibility to realize the four stable magnet-

ic vortex states with different combinations of polarity and

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ognevav@gmail.com
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chirality [2]. Polarity (up or down out-of-plane component of

magnetization in the central core of the vortex state) can be

controlled by an external magnetic field aligned perpendicular

to a disk plane. This method is complicated to be used for

microelectronic applications due to the high value of an applied

field (usually, larger than 1 kOe [3]).

The in-plane component of the vortex state is characterized by

the clockwise (CW) or counterclockwise (CCW) magnetization

rotation or chirality. The majority of methods of chirality

manipulation are based on an application of magnetic asym-

metry in disks through cutting of a part of the disk, forming of a

hole or producing a magnetization gradient [4-7]. However, the

modified shape or magnetization asymmetry of a disk results in

significant changes in the values of vortex nucleation and

annihilation fields. Moreover, the trajectory of a vortex

core is distorted and its gyrotropic motion frequency changes

significantly.

Recently, by using magnetic force microscopy (MFM), we have

demonstrated a reliable method to control the vortex parame-

ters in a big disk if a disk with smaller diameter is placed on its

top [8]. In this paper, we present results of the impact of the

small disk position relative to a symmetry axis of the “small

disk on big disk” nanostructure. By using a measurement

method based on the magneto-optical Kerr effect (MOKE), the

vortex chirality in disks has been reliably defined. Peculiarities

of the vortex nucleation process as well as the vortex core

trajectory under an impact of bias fields have been observed.

Experimental findings have been interpreted by micromagnetic

simulations [9].

Results and Discussion
Figure 1a shows scanning electron microscopy (SEM) images

of disk-on-disk nanostructures with different distances between

its centers, s, which range from 0 (small disk in the center) to

230 nm (small disk at the edge of big disk). We have experi-

mentally studied the effect of the orientation of the disk-on-disk

nanostructure relatively to an external magnetic field on the

magnetization reversal in dependence on s. The angle φ,

defining the orientation of an applied magnetic field, was

counted from the selected x-axis, passing through the centers of

the disks. The results are shown in Figure 1b. It was found that

the magnetization reversal changes qualitatively. For symmetric

nanostructures with s = 0 the M–H curve is anhysteretic

(Figure 1c, loop ) and its shape does not depend on the orien-

tation of the external field (Figure 1b). In asymmetric nano-

structures (s ≠ 0) the angular dependence is strongly uniaxial

with the maxima at 90° and −90°: Mr/Ms > 0 (where Mr is the

remanence and Ms is the saturation magnetization) and the

hysteresis loop is open (Figure 1c, loop ). There are two

local maxima at φ = 0 and 180° surrounded by two minima,

Figure 1b. In the field, aligned at an angles 0 and 180°, the

hysteresis loop has an inverted shape, i.e., Mr/Ms < 0. The

maximum change of Mr/Ms was observed in nanostructures

with s = 170 nm.

Figure 1: (a) SEM images of the disk-on-disk nanostructure with s = 0,
170 and 230 nm; (b) Dependence of Mr/Ms on the magnetic field orien-
tation relatively to the x-axis; (c) experimental (upper row) and simu-
lated (bottom row) hysteresis loops for following cases: (i) s = 0 and
φ = 0, (ii) s = 170 nm and φ = 0, (iii) s = 170 nm and φ = 90o.

To understand the physics of magnetization reversal in disk-on-

disk nanostructures, micromagnetic simulations and MFM

measurements were conducted. Calculated hysteresis loops are

shown in the bottom row of Figure 1c. As can be observed seen,

the shapes of the loops, as well as the critical fields, are in a

good agreement with the experimental data presented in the

upper row of Figure 1c. There are several areas with a sharp

jump in magnetization at values of H of about 150 and 230 Oe.
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Figure 3: Spin configurations realized in the disk-on-disk nanostructure in dependence on an external magnetic field H applied at φ ≈ 0.

Figure 2: MFM images of magnetic structure (upper row) and corres-
ponding spin configurations (bottom row) in the field oriented at φ = 0.

Magnetic properties of symmetric
nanostructures
Let us consider the magnetization reversal in a case when s = 0.

Figure 2 shows the results of MFM study and calculated spin

configurations at magnetic fields marked with numbers in the

hysteresis loop (Figure 1c, loop ). With the reduction of the

external field from the positive saturation, Hs (point 1), the

disk-on-disk system turns from a homogeneous magnetic state

into the state with antiparallel magnetization due to the magneti-

zation switching in the small disk (point 2). As can be observed,

there is a step in the hysteresis loop. With further decrease of

the field the magnetic vortex emerges in the big disk, mean-

while the “C-shape” state is formed in the small disk (point 3).

If the external field is increased from negative saturation, −Hs,

the magnetization reversal does not change qualitatively, but at

H = 0 (point 4 in Figure 1c) the magnetization in the small disk

becomes opposite to the field orientation. Vortex chirality

switches from CW to CCW direction (Figure 2, case 4). There

is an intercoupling between the vortex chirality in the big disk

and the magnetization in the small disk. If in the small disk the

“C-shape” state has CCW chirality, than the big disk will have

CW chirality, and vice versa. Thus, applying a positive or nega-

tive field along φ = 0, one could control the vortex chirality in

the big disk. However, in a symmetric disk-on-disk system the

formation of “C-shape” state in the small disk and the vortex

nucleation in the big disk are equally probable. Therefore, it is

impossible to reliably control the chirality in the big disk.

Magnetic properties of asymmetric
nanostructures
In the case of asymmetric nanostructures with s ≠ 0, the magne-

tization reversal depends on the orientation of the field rela-

tively to the direction of s. (Figure 1c, loops  and ). The

MFM study showed that the magnetization reversal is similar to

the processes in a symmetric structure: The single-domain state

forms in the small disk, and the vortex forms in the big disk.

However, there are some features caused by asymmetry.

Remagnetization in the magnetic field
at φ ≈ 0
Let us consider the case in which the field Hx is applied at an

angle φ ≈ 0, i.e., directed along the selected x-axis. MFM

contrast, formed by the single-domain state of the small disk,

dominates over the weak contrast of the vortex state in the big

disk. Therefore, to analyze the MFM data, micromagnetic simu-

lations of spin configurations were used (Figure 3). At satura-

tion (Hs > 500 Oe) disks are in single-domain states with

collinear orientation of magnetization. At a field of H ≈ 230 Oe

the small disk is in single-domain state with the magnetization,

oriented antiparallel to the magnetization in the big disk. In the

field H ≈ 150 Oe the vortex nucleates at the edge of the big

disk. With the decrease of the field down to zero the vortex core

is shifted to the center of the disk. With the rise of negative

fields, the vortex core is shifted to the lower edge of the disk

and then it annihilates.
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Figure 4: Hysteresis loops corresponding to the magnetization
reversal of the disk-on-disk nanostructure without (a) and with bias
field Hy (b). (c,d) The first derivative curves dM/dHx defined for
different branches of the hysteresis loop with bias field Hy. Insets show
the trajectory of the vortex core motion with the magnetization reversal
without (a) and with bias field Hy (c,d). Insets illustrate the schematic
view of trajectories of the vortex core in dependence on the applied
magnetic fields.

If the magnetization reversal of the disk-on-disk nanostructure

in the fields ranging from −Hs to +Hs is analyzed, the quality of

the reversal process does not change. But at H = 0, the magneti-

zation in the small disk is oriented in the direction opposite to

the field. The chirality of the vortex is reversed and becomes

rotated clockwise. The asymmetric structure enables one to

control the magnetic vortex chirality in the big disk through the

orientation of the magnetic field. How to use the magneto-

optical Kerr effect to define the magnetic vortex chirality in the

disk-on-disk nanostructure will be discussed below.

According to the micromagnetic simulations, the vortex nucle-

ates in the same place of the big disk, regardless of the orienta-

tion of Hx. Then the vortex core along a path that does not inter-

sect the small disk (see inset in Figure 4a). As can be observed,

there are no steps in the hysteresis loop due to the magneto-

static interaction of the small disk and the vortex core. Applying

the constant magnetic field Hy perpendicular to the s direction

(i.e., along the y-axis), the vortex-core trajectory changes. The

direction of displacement of the vortex core depends on its

chirality. The outline of this process is shown in the inset of

Figure 4c and Figure 4d. In the case of CCW chirality

(Figure 4c), the vortex core is deflected to the small disk.

Passing under the small disk, the vortex core interacts with it.

This affects the magnetic hysteresis loop in which a character-

istic step appears. If the chirality has CW rotation, the vortex

core is deflected to the right side without any interaction with

the small disk (Figure 4d).

Figure 4 shows the magnetic hysteresis loops measured only in

the field Hx (Figure 4a) and in the presence of a bias field Hy

(Figure 4b). As can be observed, the loop becomes asymmetric

under impact of Hy. During magnetization reversal in the fields

from +Hs to −Hs (blue curve) ranging from −86 to −146 Oe, a

typical step, characterized by a constant magnetization in

dependence on the field magnitude, appears in the loop. In the

dM/dHх curve, shown in Figure 4c, the change of the magneti-

zation velocity is zero matching the pinning of the vortex core

by the small disk (marked by the circle). The shifted trajectory

of the vortex core is shown in the inset in Figure 4c. There is no

step on the return curve (when the field changing from −Hs to

+Hs) due to a vortex core pinning, because the core is moving

away from the small disk (see the inset in Figure 4d). The

velocity of the vortex in the fields ranging from 20 to 350 Oe is

almost constant (Figure 4d). The preservation of the loop asym-

metry during multiple magnetization reversals shows that if the

field is changed from +Hs to −Hs, the vortex chirality exhibits

only CCW rotation, and from −Hs to +Hs the chirality is rotated

clockwise.

Remagnetization in magnetic field at φ ≈ 90°
Let us consider a case in which the magnetic field is oriented

perpendicular to the s-direction, i.e., φ ≈ 90°. MOKE results and

calculated loops for this case are shown in Figure 1c. Micro-

magnetic simulations (Figure 5) and MFM data point out that

the magnetizations of the small and big disks at saturation are

oriented along the applied field direction. With the field is

reduced down to 300 Oe, the single-domain state switches in

the small disk leading to an antiparallel alignment of the mag-

netic moments in adjacent layers (AP state). This change of the

magnetic state causes the first step in the hysteresis loop. Then,

the vortex with CCW chirality nucleates in the big disk from the

small disk side. When the magnetic field is decreased to zero,

the vortex core is shifted to the center of the small disk. This is

reflected in a relative small change of the magnetization in the

field ranging from Hn to 0. At H = 0 the vortex core is shifted

from the disk center, so the remanence is positive (no inversion

as in the previous case). In the negative fields the vortex core

gets out from under the small disk, moves through the center of

the disk to the edge and then annihilates.

When the magnetization reversal occurs under a field between

−Hs and 0, the magnetization of the small disk is directed oppo-

site to the field. The vortex in the big disk also nucleates from

the side of the small disk, but the vortex chirality in the big disk

changes and the magnetization vector rotates clockwise. Thus,

because of the asymmetry of the magnetization distribution in
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Figure 5: Spin configurations in the disk-on-disk nanostructure during the magnetization reversal under the applied magnetic field H oriented at
φ ≈ 90°.

Figure 6: Hysteresis loops measured under a field ranging from +500
to −500 Oe (black line), as well as under an asymmetric field changing
from +500 to −50 Oe (colored lines). Insets represent the schematic
view of trajectories of the vortex core (top) and the result of micromag-
netic simulations of the hysteresis loop (bottom).

the nanostructure, the vortex chirality depends on the direction

of an applied magnetic field, and the vortex nucleation always

occurs on the side of the small disk and does not depend on the

field orientation.

For experimental verification of the vortex chirality and trajec-

tory of the core movement, MOKE measurements were used.

The results are shown in Figure 6. The local magnetization loop

in the field ranging from +500 to −50 Oe was measured. The

M/Ms curve (blue line) in the field ranging from +500 to −50 Oe

matches the full hysteresis loop (black line). The reverse curve

(red line) in the range from −50 to +500 Oe differs from the

reverse branch of the hysteresis loop.

Results of the micromagnetic simulations show that in fields

changing from +500 to −50 Oe, the transition of the spin con-

figuration is the same as in Figure 5. Vortex nucleates under the

small disk with the following core movement to the center of

the big disk (blue arrow in the upper insert in Figure 6). When

the field switches to the opposite direction (from −50 to

+500 Oe), the core is moving to the nucleation site where the

vortex annihilates (red arrow in the upper inset in Figure 6).

Passing under the small disk, the vortex core interacts with its

magnetic poles. This is reflected in the simulated hysteresis

loop in the form of a step (red curve in the lower inset in the

Figure 6). This step is seen in the experimental local loop

(marked by the oval on the red curve). A similar dependence is

observed when the field is changing from −500 to 50 Oe.

Thus, when the field H is directed at φ ≈ 90°, the vortex nucle-

ates only under the small disk, and the orientation of the single-

domain state in the small disk and the vortex chirality in the big

disk depend on the direction of the external magnetic field [8].

It is clear that one can control the vortex chirality in the big disk

by changing the direction of an external magnetic field.

However, it is crucial to the break the symmetry of the system

with respect to chirality. That is why in case of symmetric nano-

structures the chirality control is impossible. In the asymmetric
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nanostructure, the inhomogeneous magnetostatic field is

induced between the small disk in single-domain state or

“C-shape” state and the big disk. This leads to a breaking of the

circular symmetry and, consequently, gives an opportunity to

control the chirality and nucleation point of the vortex.

Figure 7 shows the scheme of the location of vortex nucleation

sites depending on the direction of an external field for nano-

structures with s = 170 nm. To construct the scheme the experi-

mental data Mr/Ms = f(φ) (see Figure 1a), and the micromag-

netic simulation results were used. When Mr/Ms < 0, the mag-

netic field is applied under an angle from 70 to −70° (indicated

by the blue arrow in Figure 7) and the vortex nucleation sites

are located in the blue sectors, being perpendicular to the field

orientation (marked with blue points in the scheme). Here, for a

vortex nucleation in the upper and lower sectors, the field H has

to be directed at φ > 0 and φ < 0, correspondingly. As seen in

Figure 3, the nanostructure is slightly turned at the angle φ = 5°

and the vortex nucleates in the upper sector. As for this direc-

tion of the field the vortex nucleation site is constant, the varia-

tion of the field from +Hs to 0 or from 0 to −Hs leads to a

controlled change of the vortex chirality: CCW or CW, respect-

ively. If apply the field is applied at φ = 0, which is difficult to

implement experimentally, the probability of vortex nucleation

in the upper and lower sectors is equal and the chirality control

fails.

Figure 7: Scheme explaining the interplay between the orientation of
an external magnetic field (angles are marked by the blue and red
arrows) and location of the vortex nucleation sites in the big disk (blue
and red points).

If Mr/Ms > 0, the field has to be applied at an angle between 70

and 120° (the range indicated by the red arrow in Figure 7). In

this case, the vortex nucleation site is located only in the red

sector. The micromagnetic calculations show that for the given

configuration of the magnetic field, the vortex nucleation is

energetically favorable under the small disk (marked with the

red point in the scheme). This fact has been confirmed experi-

mentally by MOKE measurements (see Figure 6). To control

the chirality of the vortex, as in the case discussed above, the

field has to be applied at an angle different from 90o. For

example, Figure 5 shows the simulation results for the case in

which H is oriented at φ = 95°. Then for a magnetization

reversal from +Hs to 0, the vortex has a CCW chirality, and

from −Hs to 0 it has CW chirality.

Conclusion
The magnetic behavior of disk-on-disk nanostructures with

various geometries is demonstrated. The magnetization reversal

of disk nanostructures depends on the distance between the

centers of the small and big disks as well as on the orientation

of an applied magnetic field. The inverted character of

hysteresis loops in the case of an asymmetric geometry of the

disk-on disk nanostructures was found. Maximum inversion of

the remanence value was observed for s = 170 nm. It is shown

that at remanence the big disk has the vortex configuration,

meanwhile the small disk is in the single-domain state. The reli-

able control of spin configurations in the disks at remanence can

be uniquely specified by the orientation of the external magnet-

ic field. The formation of stable vortex configurations with a

desired chirality was experimentally demonstrated. Our study

shows that the vortex chirality in the asymmetric disk-on-disk

nanostructures can be explicitly defined by MOKE measure-

ments. Our findings open new opportunities for practical imple-

mentation of the vortex-based devices such as memory cells

[10] and ternary logic elements [11].

Experimental
The experimental study was conducted for disk-on-disk nano-

structures consisting of two permalloy (Py or Ni80Fe20)

nanodisks with a thickness of 35 nm. The big (bottom) and

small (upper) disks with diameters of 600 and 200 nm, respect-

ively, were separated by a 3 nm thick Cu interlayer. The nano-

structures were fabricated on naturally oxidized Si(111)

substrates by means of electron-beam lithography, magnetron

sputtering and standard lift-off process. Geometry and surface

roughness were checked with scanning electron (SEM, Supra,

Carl Zeiss) and atomic force (AFM, Ntegra Aura, NT-MDT)

microscopes. Magnetic properties were studied by using a

magneto-optical Kerr effect (MOKE, NanoMOKE II) magne-

tometer and a magnetic force microscope (MFM, Ntegra Aura,

NT-MDT). Micromagnetic simulations were performed by

using OOMMF software [9] with standard parameters for Py:

Ms = 860 Gs, exchange stiffness A = 1.38 · 106 erg/cm, damping
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factor α = 0.05 [11]. The magnetic anisotropy was chosen zero

in order not to insert an asymmetry of magnetic properties into

the system. Dimension of the simulated disk-on-disk nanostruc-

ture matched the experimental sample. Cell size was taken as

3 × 3 × 35 nm3.
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Abstract
A significant resonant tunneling effect has been observed under the 2.4 V junction threshold in a large area, carbon

nanotube–silicon (CNT–Si) heterojunction obtained by growing a continuous layer of multiwall carbon nanotubes on an n-doped

silicon substrate. The multiwall carbon nanostructures were grown by a chemical vapor deposition (CVD) technique on a 60 nm

thick, silicon nitride layer, deposited on an n-type Si substrate. The heterojunction characteristics were intensively studied on

different substrates, resulting in high photoresponsivity with a large reverse photocurrent plateau. In this paper, we report on the

photoresponsivity characteristics of the device, the heterojunction threshold and the tunnel-like effect observed as a function of
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applied voltage and excitation wavelength. The experiments are performed in the near-ultraviolet to near-infrared wavelength

range. The high conversion efficiency of light radiation into photoelectrons observed with the presented layout allows the device to

be used as a large area photodetector with very low, intrinsic dark current and noise.
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Figure 1: (a) Schematic front view and (b) side view of the Si substrate produced by Fondazione Bruno Kessler (FBK) in Povo, Trento (Italy).

Introduction
Negative differential resistance (NDR), where the current

decreases as a function of voltage, has been observed in the

current–voltage curves of several types of structures (e.g.,

heavily doped p–n junction, double and triple barrier, quantum

well, quantum wires and quantum dots, nanotubes and

graphene) [1-7]. In general, it has been associated with the

occurrence of a process at the junction that allows the electrons

to tunnel between energy levels that are aligned only at a certain

applied voltage. In the case of carbon nanotubes (CNTs), a

number of cases have been reported in which this effect has

been observed both for single-walled as well as for double-

walled CNTs [3-5].

In this work, a photosensitive junction was fabricated which

exhibits a current–voltage characteristic showing a marked

tunneling-like shape with a NDR in the region between 1.5 and

2.2 V of excitation light. In fact, in this region, the observed

current decreases and varies with the incident photon wave-

length. The effect of the incident radiation is so strong it allows

the carriers to cross the junction through the 2.4 V barrier, even

at voltages of a few hundred mV.

The optoelectronic properties of semiconducting carbon

nanotubes are advantageous for the development of photode-

tector devices in the near-to-mid-infrared region (from ≈1 to

≈15 μm) [8]. The mechanisms behind the infrared sensitivity of

CNTs have been discussed by various authors [9,10]. The

photoconductivity of individual CNTs, as well as ropes and

films of CNTs have been studied extensively both in the visible

[11] and the infrared [12] range. The variations in the photocon-

ductivity of CNT-based devices have been attributed to the

photon-induced generation of charge carriers in single-wall

CNTs and the subsequent charge separation across the carbon

nanotube–metal contact interface [11]. To the best of our

knowledge, there is a lack of measurements in the UV region

[8], and moreover, there are no reports on the observation of the

NDR generated by light radiation to date.

In this paper, we report on the device characteristics, optoelec-

tronic properties and, for the first time, a portion of the I–V

curve showing a bell-shape tunneling behavior with a marked

presence of a NDR. The tunneling current is generated by the

incident radiation and it is function of the wavelength and the

incident power intensity.

Experimental
In a similar manner to that described [13], the photodevice was

realized by growing a film of multiwall carbon nanotubes

(MWCNTs) on an n-doped silicon substrate. The substrates

used to build the photodetector were fabricated by Fondazione

Bruno Kessler (FBK) in Povo, Trento (Italy), unlike the sub-

strate of the devices shown in Figure 1 of [13]. On the upper

part of the n-doped silicon wafer (1 × 1 cm2, 300 μm thickness

and resistivity of 3–12 Ω∙cm) an insulating layer of 60 nm of

silicon nitride (Si3N4) is grown by plasma-enhanced chemical

vapor deposition (PECVD). Two, circular, metallic Ti/Pt elec-

trodes of 1 mm in diameter are placed at a distance of 4 mm

from each other (Figure 1a) on the silicon nitride surface. A
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Figure 2: (a) Scanning electron microscopy (SEM) image of MWCNT samples grown on the implantation area. The inset shows a Raman spectrum of
the same sample (b) Side view of electrical readout connections.

metallic guard ring, 1 mm wide, serves to inhibit superficial

current dispersions during electrical measurements. In the

bottom part of the silicon wafer, a thin n+ implanted layer

ensures ohmic contact between the silicon and the metallic Ti/Pt

electrodes, covering the entire back surface (Figure 1b). Thus,

the main differences between the FBK substrate used in this

work and the substrate used in [13] are: the Si3N4 insulation

layer on the upper part of the Si is much thinner (60 nm instead

of 140 nm), the different thickness of Si (300 μm instead of

500 μm), the different Si resistivity (3–12 Ω∙cm instead of

40 Ω∙cm) and the absence of a Si3N4 insulating layer in the

bottom part of the Si layer. Due to these differences, the results

from this work are different from those obtained in earlier work

reported in [13].

The FBK substrate was then covered with a uniform layer of

MWCNTs grown on the implantation area by CVD. The

MWCNTs grow due to the presence of catalytic particles of

about 60 nm in diameter, which are obtained by annealing a

3 nm thick Ni film at 700 °C for 20 min in a hydrogen atmos-

phere. The film was deposited on the substrate by thermal evap-

oration at a pressure of 10−6 Torr. The diffusion of Ni on Pt

guarantees the absence of catalyst particles directly on the elec-

trodes, and the growth of MWCNTs only on the Si3N4 sub-

strate. The MWCNTs were grown by keeping the substrate at a

temperature of 700 °C for 10 min in an acetylene atmosphere.

In Figure 2a, a scanning electron microscopy image of the

resulting MWCNT is reported and in the inset a Raman spec-

trum of MWCNT exhibits two main peaks attributed to the D-

and G-bands. The G-band at ≈1600 cm−1 corresponds to the

splitting of the E2g stretching mode of graphite. The intense

D-band indicates the presence of defective graphitic structures

or amorphous carbon [14].

Regarding the electrical measurements performed, a drain

voltage was applied between the topside and backside of the

Figure 3: Dark current comparison of the Si substrate and the CNT–Si
heterojunction.

electrodes (Figure 2b). The topside electrodes were both

connected to ground. The investigation of the device behavior

as a radiation detector was performed with continuous emitting

laser diodes (LDs) at several wavelengths. The LD intensity

was controlled by a low voltage power supply and measured

with a power meter. Measurements were performed at room

temperature, at LD powers from 0.1 to 1.0 mW with a 0.1 mW

step, with a drain voltage ranging from −5 to 30 V with a step

of 0.1 V, and at fixed excitation wavelengths of 378, 405, 532,

650, 685, 785, 880 and 980 nm. The current was measured with

a Keithley 2635 source meter, which also provided the drain

voltage. The measurement procedure was controlled by

LabView routines running on a PC.

Results and Discussion
Measurements were carried out on both the CNT–Si heterojunc-

tion and the Si substrates to compare the behavior of the pure

substrate and the CNT–Si junction. Figure 3 shows the compari-

son between the dark currents of the bare substrate and of the

CNT–Si heterojunction. The curves were obtained after

stressing the junctions through different sweep voltages in the
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Figure 4: (a) Details of the dark current around the threshold voltage with a curve fit. (b) C–V plot of the heterojunction.

range between −30 and 30 V. Both of the devices showed a

rectifying behavior after the conditioning – an indication that

the conduction channels are open through the nitride layer by

the voltage sweeps.

The reverse current for positive voltages, however, is very

different. As the substrate shows a linear trend due to internal

thermionic emission and a low shunt resistance, the CNT–Si

junction exhibits a null dark current until a threshold is reached.

For this device, the threshold was found at 2.4 V. Above this

threshold, the current assumes a linear trend. In any case, the

thermionic current through the heterojunction is less than that

present in the substrate alone.

The detailed characteristics of the dark current around the

threshold voltage are shown in Figure 4a, and Figure 4b shows

the plot of the capacitance–voltage (C–V) measurement, which

evidence the rapid decrease of the charge accumulation layer of

the heterojunction around the threshold.

The CNT–Si junction exhibits interesting photosensitivity prop-

erties. While the substrate is light insensitive, the device with

CNT deposited on the Si3N4 layer is greatly sensitive to radia-

tion in the range from 378 to 980 nm.

Figure 5a reports the photocurrent measured in the configur-

ation shown in Figure 2b. When the drain voltage exceeds the

threshold voltage shown in Figure 3, the reverse photocurrent

begins to grow linearly until reaching a plateau, which is

constant over a large voltage range. The photocurrent depends

quite linearly on the intensity of the illumination, as shown in

Figure 5b. No saturation effects were observed up to tens of

mW. The photodetector is sensitive to light radiation over a

wide range of wavelengths.

Figure 5c shows the measured photoresponsivity (photocurrent

generated by 1 mW of light intensity) for incident light of

wavelengths ranging from 378 to 980 nm. When illuminated by

the monochromatic intensity of a filtered xenon lamp, the

external quantum efficiency (EQE) trend is similar to that of the

LED illuminated experiment, as shown in Figure 5d.

It should be noted the efficiency of the detector for near-ultravi-

olet radiation is well above that of the Si photodetectors. This

effect was observed in several similar devices as reported in

[13,15-17]. However, in this report, there are some relevant,

new aspects to be noted. The first one is that the EQE of the

present device exhibits a maximum around 700 nm, which is at

a wavelength much shorter than observed in earlier works [13].

In addition, the EQE shape is more symmetric over a large

wavelength range and remains high at wavelengths from the

near-UV to near-IR. The second important difference is the

smaller threshold value obtained in this case. Both of these

results lead to improved performance of the current device.

Moreover, for these devices, we observed for the first time a

non-zero current in the reverse voltage region below the 2.4 eV

junction threshold under light. The shape of the current–voltage

curve presents a NDR and resembles that of a resonant

tunneling junction.

Figure 6b–d shows the photocurrent measured at three incident

light powers (0.1, 0.5 and 1.0 mW) for three wavelengths (378,

650 and 980 nm). The drain voltage at maximum photocurrent

varies weakly as a function of the wavelength of the incident

radiation and is at about 1.8 V for 378 nm, 1.5 V for 650 nm

and 1.7 V for 980 nm. The ratio between the peak and valley

tunnel photocurrent depends on the light intensity and wave-

length, as well as the NDR. The peak current is proportional to

the EQE of photoconversion to any intensity and any wave-
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Figure 5: (a) Photocurrent induced by a 730 nm continuous wave, low power light source at various illumination intensities. (b) Photocurrent linearity
at a drain voltage 15 V and wavelength of 730 nm. (c) Photocurrent induced at different wavelengths. (d) Comparison between the device external
quantum efficiency (EQE) measured with an LD and a xenon lamp, filtered at different wavelengths.

Figure 6: (a) Dark current and photocurrent tunneling in a CNT–Si heterojunction under 378 nm light illumination at different intensities. (b) The same
as in (a) after subtracting the dark current. (c) The same as in (b) but for 650 nm and (d) 980 nm.
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length, and is about 5 × 10−4 times the corresponding reverse

current (at plateau) for all intensities and at all wavelengths.

These effects were tested in a number of samples. Figure 5 and

Figure 6 show the data obtained for two of these samples. Thus,

the values reported for the ratio between the NDR peak current

and the reverse current at plateau cannot be calculated given the

current values reported in the two figures.

These observations clearly indicate that incident light and (as a

consequence) the photogenerated charges play a fundamental

role in the heterojunction behavior. The similarity in the current

shape with that of a typical resonant tunneling junction suggests

that a kind of electronic resonance process induced by the

photogenerated charges may be present. Recently, Castrucci et

al. [18] stressed that multiwall CNTs can contribute to the

photocurrent because their density of states shows the same van

Hove singularities as the single-walled CNTs. The excitation of

electron–hole pairs is the responsible for this effect in each

single wall of the multiwall CNT. In the present case, the inci-

dent light produces the sizeable absorption band observed

around 1.5–2.4 eV that is a convolution of the several elec-

tronic transitions occurring in each nanotube. The contacts

among the nanotubes ensure the charge transfer between the

nanotubes and the observation in the I–V curve. The bell shape

of the absorption band detected in the I–V spectra mimics that

observed in the tunneling effect between a highly doped p–n

junction; however, in our case, the physics behind this process

is completely different. However, several questions are still

open regarding the interpretation of the experimental data, for

which we cannot exclude the presence of different mechanisms.

Conclusion
In this paper, we report the results of a negative differential

resistance behavior generated by the incident radiation, which

varies as a function of wavelength and incident power intensity

for a new photosensitive device consisting of MWCNTs grown

at 700 °C on a Si substrate. The junction presents rectifying

properties with a 2.4 V threshold to the flow of reverse current,

a strong photosensitivity to light radiation at wavelengths

between 378 and 980 nm, a very broad plateau extended over a

large range of drain voltages, and a good linearity of the

photoresponsivity versus light intensity. The conversion effi-

ciency of light radiation to photocurrent is maximum at 730 nm,

with an external quantum efficiency of ≈92%, and an EQE of

≈43% at 378 nm. No saturation phenomena were observed at

high intensity, and no significant differences between the

diffuse light of a xenon lamp and the directed light of LDs were

observed.

The most surprising result was the observation of a remarkable

photoinduced resonant tunneling-like current, which was

completely absent in dark conditions, and which was absent in

the substrate without CNTs. Therefore, the resonant tunnel-like

current is generated only under light radiation and it is function

of the wavelength as well as of the power intensity. The ratio

between the resonant tunneling-like peak photocurrent and the

plateau of the reverse photogenerated current was about

5 × 10−4 for all intensities and wavelengths. These features,

which are currently still under investigation, suggest the poten-

tial use of the device for optoelectronics applications.
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Abstract
Background: Quantum rings connected to ballistic circuits couple strongly to external magnetic fields if the connection is not

symmetric. Moreover, properly connected rings can be used to pump currents in the wires giving raise to a number of interesting

new phenomena. At half filling using a time-dependent magnetic field in the plane of the ring one can pump a pure spin current,

excited by the the spin–orbit interaction in the ring.

Results: Such a magnetic current is even under time reversal and produces an electric field instead of the usual magnetic field.

Numerical simulations show that one can use magnetizable bodies as storage units to concentrate and save the magnetization in

much the same way as capacitors operating with charge currents store electric charge. The polarization obtained in this way can

then be used on command to produce spin currents in a wire. These currents show interesting oscillations while the storage units

exchange their polarizations.

Conclusion: The magnetic production of spin currents can be a useful alternative to optical excitation and electric field methods.

736

Introduction
The time-honored field of quantum transport has been evolving

in the past 15 years in such a way that spin–orbit interaction

effects and spin currents have become one of the main direc-

tions, also in view of promising applications to the new field of

spintronics. An excellent review has been provided by Žutić and

co-workers [1]. In recent years there has been in the literature a

growing interest in the relation between magnetic and transport

properties of materials [2]. On the other hand, other promising

themes of research on spin currents remain largely to be

explored.

One is the spin version of quantum pumping – something that is

not possible classically. A seminal paper by Thouless [3]

pointed out that quantum mechanics gives the possibility of

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:michele.cini@roma2.infn.it
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propagating a charge current in a circuit without an applied

bias. It became clear later that quantum pumping obtained by

varying one parameter in the Hamiltonian requires a nonlinear

dependence of the current on the dynamics. Romeo and Citro

[4] have discussed memory and pumping effects in oscillators

coupled to parasitic nonlinear dynamics. These ideas must be

extended to spin currents.

As another example, systems containing rings and having a

nontrivial topology are another important direction of research

that has been given relatively little attention to date in this

context. Nevertheless, it is clear that such systems will soon

occupy the front of stage when the focus will shift on the

mechanical effects of magnetic fields in nanoscopic systems.

The interest in quantum ring properties is rather fundamental

since they show striking deviances from classical properties [5]

and also because of the growing role of topological effects in

this field.

The present paper belongs to a series devoted to the magnetic

properties of quantum rings linked tangentially to ballistic

circuits. The geometry is explained in Figure 1. If the ring-wire

connection is asymmetric, a current in the external circuit

selects a chirality in the ring and produces a magnetic moment.

As we shall see, the reverse is also true, namely, a chiral current

in the ring can pump charge in the wire. By the same token, a

symmetrically connected quantum ring inserted in a circuit

cannot choose a chirality and has zero magnetic moment when a

current flows through it. A symmetric connection (Figure 1

right) is unfavorable for quantum pumping. This is why a maxi-

mally asymmetrical connection is relevant in this respect. I call

this geometry a laterally connected ring (see Figure 1 left).

Figure 1: Left: Lateral connection of a quantum ring (Nring = 8) to
external wires (any even number of sides greater or equal than four
can be considered, since the graph is bipartite, see below.) The flow of
a current in the external wire selects a chirality in the ring and
produces a magnetic moment. Right: a symmetric connection to the
external wire. No magnetic moment is produced.

The effects described in the present paper are purely quantum

mechanical, because spins are involved and also because

pumping phenomena are classically forbidden. Even spinless

models with laterally connected rings give raise to pumping [6].

One method for pumping a charge current while leaving the

ring neutral is based on the introduction of integer numbers of

fluxons. The magnetic moment of the ring also deviates

strongly from classical theory [5]. While one-parameter

pumping is forbidden in a linear system [7], quantum effects

produce nonlinearity and pumping. In the adiabatic limit there is

no pumping at all, as shown in a beautiful general analysis by

Avron, Raveh and Zur [8]. However, if a flux of the order of a

flux quantum is inserted in a time of the order of the electron

hopping time, an electron is pumped in response of an inserted

flux of the order of a fluxon [6]. The present treatment neglects

interactions. However, the above phenomena were studied

within the Luttinger liquid [9] approach. It was found that the

pumping phenomena persist unhindered in the presence of the

interactions [10].

In [11], it was shown that laterally connected rings have pecu-

liar properties for quantum pumping. One can pump spin-polar-

ized currents into the wires by using rotating magnetic fields or

letting the ring rotate around the wire. This method works

without any need for a spin–orbit interaction, and without strin-

gent requirements about the conduction band filling. Besides,

they can be used to pump spin, rather than just charge. In prin-

ciple, quantum mechanics allows us to build a device to achieve

that in more than one way. One can also build a ring device that

can produce a pure spin current, that is, a magnetic current

without any charge current associated to it [12].

In the present paper, I concentrate on the last thought experi-

ment in order to better clarify the physical meaning of the spin

current obtained in this way. This can be done by more thought

experiments. The results suggest that one can transfer magneti-

zation between two distant bodies directly through a lead,

without moving any charges. Also, one can we detect the spin

currents by the field they produce around the wire. Moreover,

one can use a spin current to magnetize bodies and later use the

magnetized bodies to excite a pure spin current in a wire. The

experimental realization of a magnetic current could also be

useful for the ongoing research of an electric dipole moment of

the electron. Moreover such theoretical ideas, once realized in a

practical device, would offer new strategies to attack the prob-

lems connected to spintronic applications.

Alternative mechanisms for generating pure spin currents have

been proposed. Bhat and Sipe [13] proposed using circularly

propagating light beams to excite polarized spin currents.

Brataas and coworkers [14] predicted that precessing ferromag-

nets inject spin currents in semiconductors. The spin Hall effect

[15,16] uses an electric field. The novel mechanism based on

laterally connected rings is driven by a time-dependent magnet-

ic field.
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Geometry and dynamics of spin current
generation
In this Section, I recall the Hamiltonian Hprod, the same as in

[12], which, in the half filling case, describes the magnetic

production of the spin current based on a quantum pumping

effect in the absence of an external bias. Below, Hprod will be

complemented with other terms to allow for spin current storage

and release.

(1)

where HD is the device Hamiltonian and H′B the in-plane mag-

netic term. Here,

(2)

The polygonal ring, with an even number Nring of sides, which

ensure a bipartite lattice, is represented by

(3)

where, with the identification of ring site Nring + 1 with site 1,

we may write

(4)

Here αSO is a phase due to the spin–orbit interaction [17], and

can be of order unity or smaller.

Figure 1 left shows the geometry for a ring of Nring = 8 vertices,

but any polygon with even Nring grants a pure spin current. The

vertices of the polygon represent sites and are acted upon by the

spin–orbit interaction and by the external magnetic field B(t).

The side length may be taken to be of order of a few angstroms.

All sites are connected to the first neighbors by spin-diagonal

matrix elements.

The Hamiltonian for the left and right wires is a standard tight-

binding model

(5)

Finally, the ring–wires contacts are modeled in Hring−wires

whereby the ring has a nearest neighbor connection to the leads

via a tunneling Hamiltonian with hopping matrix elements tlr in

the obvious way.

The magnetic interaction due to B(t) acts exclusively on spin

and is:

(6)

with the Bohr magneton μB = 5.79375 · 10−5 eV/T. The time-

dependent field lies in the plane of the ring and has no flux

through it. However, it couples to the electron spins in the ring,

where the magnetic spin-flip combined with the spin–orbit

interaction excites the spin current that is pumped to the

external wires. Finally, I note that in this formulation there are

no mean-free-path effects. This is appropriate to systems that

are small compared to the mean free path. In such cases the

transport is ballistic.

Numerical evolution and calculation of the
currents
For t < 0, B = 0 and the system is in thermal equilibrium with a

spin-independent chemical potential EF at temperature T. The

natural time unit for this problem is . In the code the

Hamiltonian is constant during time slices of 0.2τ and jumps to

the next value at the end. In this way, the many-electron

Schrödinger equation is integrated by a succession of sudden

approximations.

Taking the spin quantization axis along z (orthogonal to the

plane of the ring), the number current operator may be written

as:

(7)

I calculate the time-dependent number current by the partition-

free approach [18], namely,

(8)

where, in terms of the retarded function ,

(9)

where q runs over the ground state spin-orbitals for B = 0 and

 is the Fermi function.

In the numerical calculations below I take th = tring = tlr = 1 eV

as a reasonable order-of-magnitude, and the temperature is
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absolute zero. My codes calculate number currents taking th = 1.

If this is interpreted to mean that th = 1 eV, which corresponds

to the frequency 2.42 · 1014 s−1, a current J = 1 from the code

means 2.42 · 1014 electrons per second, which corresponds to a

charge current of 3.87 · 10−5 A. We also need a characteristic

magnetic field. Recalling that  ≈ 4.134 10−15 in

MKSA units, we introduce the magnetic field  such that

 where

is the ring area. Thus,

with a in angstroms.

In the present geometry both spin directions orthogonal to the

ring are treated on the same footing. The spin symmetry is

broken by αSO which provides a driving force. For any time

dependence of  the charge current vanishes iden-

tically at half filling and a pure spin current obtains.

A good analytic understanding of the purely spin current, of its

non-adiabatic character, and of its topological origin was

achieved in [12]. The absence of a charge current can be

deduced from the invariance of the problem under a canonical

transformation that exchanges electrons with holes, spin-up

with spin-down and changes sign to one of the sublattices.

The exact analytical results of [12] need not be repeated

here. However, I note that the proof of the absence of a charge

current can be extended to finite temperatures simply by

replacing the ground state average used there by a Grand-

Canonical one.

Numerical results obtained with an odd Nring show a partial spin

polarization, in line with the fact that they do not correspond to

bipartite lattices. The extra atom produces a charge current that

becomes small when the ring gets large. Below we consider

even Nring.

Field produced by a stationary spin current
A line of dipole moments polarized along z and extending along

the x-axis would be described by the magnetic moment linear

density

(10)

where  is the unit vector along z, ρM(x) is a magnetization

density and δ(x) is Dirac’s delta. This will produce a vector

potential that we can write in the form

(11)

Here μ0 is the vacuum susceptibility. For a constant distribu-

tion ρM the integral yields, in components,

(12)

If the line of dipole moments moves along the x-axis with speed

u, in the stationary system the dipole density is  with

γ = 1/[1 − (u2/c2)](1/2), while the four-potential is found by a

Lorentz transformation. It reads  where , and

the scalar potential is

(13)

One can represent a time-independent spin-current semiclassi-

cally by two superimposed lines of opposite polarization

moving with opposite speeds. Their vector potentials cancel

each other out and one is left with a scalar potential

(14)

This shows a duality between the electric current producing a

magnetic field and the magnetic current producing an electric

field. This duality has already been pointed out [19] in a

different model, but in view of the possibility to obtain pure

spin currents in nanoscopic objects (where due to the nano-

scopic dimensions, intense fields prevail at short distances from

the wire) it acquires an extra significance, as we shall see. To

begin with, although these treatments are semiclassical and ap-

proximate, the vanishing of the magnetic field is exact, since the

pure spin current is even under the time reversal operator T

while the magnetic field is odd.

In polar coordinates, with y = r cos(θ), z = r sin(θ), the electric

field components are given by:

(15)
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The pattern is shown in Figure 2. Note that all the black arrows

represent the direction of  at a fixed distance from the lead

(central disk) and start from the light blue circle. However, if

one starts from the y-axis (direction of ) and makes an angle

of π, the direction of  rotates by 2π.

Figure 2: Pattern in the y–z-plane of the electric field produced by a
pure spin current flowing in the lead, parallel to the x-axis, represented
here by the disk at the origin. The magnetic field is along the y-axis.

This field is without divergence and rotation outside the

singular line of the lead. No charge distribution could yield this

pattern. This field symmetry could in principle be used to detect

and measure the spin current, even if it were in combination

with a normal charge current.

However, the experimental realization of a pure spin current

would have a more fundamental significance, because of its

time-reversal invariance. It is T-even, while an electric current

is trivially T-odd. Particle physicists are trying to measure, or

put constraints on, the electric dipole moment of the electron

[20] by using strong fields in molecular [21] or solid-state

measurements [22]. Formally, the electron anomalous magnetic

moment is describes in Dirac’s theory by a term proportional to

Fμνσ
μνψ, where ψ is Dirac’s spinor, Fμν and σμν are the electro-

magnetic and spin tensors, respectively [23]. A term in

Fμνσ
μνγ5ψ would yield the effects of an electric dipole moment.

However, this would be odd under time-reversal, and it was

originally discarded for this reason. No experimental fact

supports its existence. Now, however, such a term would be

most wanted by people looking for new physics, and is

predicted by several theories trying to explain, e.g., the excess

of matter over antimatter in the universe. If such a term exists, it

should produce a T-odd term in the pure spin current and a mag-

netic field that could be sought for. A recent [20] upper limit for

the electron dipole moment is 8.3 · 10−17μB. Can we do better in

this way? Since in the present approach the time dependence

B(t) is arbitrary one can also consider a time-dependent spin

current radiating electromagnetic waves. The quantitative esti-

mate of the accuracy of this method is beyond the scope of the

present paper and is a rather demanding task. Detailed calcula-

tions are under way.

Storage, detection and delayed release of
the spin current
The possibility of exciting a pure spin current suggests that a

magnetization transfer without charging of the kind outlined in

the Introduction should be feasible by using a laterally

connected polygonal ring and a magnetic field in the same plane

as the ring. It should be possible to store and possibly concen-

trate the spin current in the form of a long-lived static polariz-

ation of a storage electron gas for later use. Actually the polariz-

ation would be permanent in the absence of the spin–orbit inter-

action in the reservoirs. In materials with low atomic numbers

the polarization could be long-lived enough to make interesting

experiments on it and maybe even technological applications. A

measurement of the magnetic moment of the storage bodies

would also serve to detect and measure the time integral of the

spin current.

Here, I wish to present computer experiments aimed at this

target, in which the storage bodies are cubes of various sizes.

The total Hamiltonian is given as:

(16)

Here, Hprod is the above described Hamiltonian with a 6-site

ring. The field parallel to the y-axis was taken to grow linearly

form 0 to 32 T at time t = 80 τ. I recall that time is measured in

units of . The spin–orbit constant was taken to

be αSO = 1. The additional terms in Equation 16 describe the

lef t  and r ight  s torage uni ts  HL , s t o r e ( t ) ,  HR , s t o r e ( t )

and the external wire Hext of the same form as Equation 5

connecting the identical storage unit.

Below, the storage units will be taken to be 2 × 2 × 2 or 3 × 3 ×

3 cubic clusters of sites, which are bipartite. One must choose

HL,store(t) and HR,store(t) such that the whole graph is bipartite,

and the storage units will be half filled initially and for all

times. Here HL,store(t) and HR,store(t) also contain the connec-

tions to the external wire and to the respective wires to the ring,

and these depend on the time according to the following pattern.
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Initially, the whole system is in equilibrium in the absence of

external fields. Then the direct cube–cube connection is

removed and the external field in the plane of the ring starts to

excite a spin current that will polarize the cubes in the opposite

way. Indeed, the numerical results confirm that a pure spin

current flows in the wires from the ring to the cubes, and its

polarization axis is in the y–z-plane. Then, the cubes are isolated

and the spin current is stored in them as a constant magnetiza-

tion. Finally, the direct connection through a 6-site lead is estab-

lished. Then, a spin current is excited in the connecting lead

while the up and down spin populations in both rings oscillate.

The sum of spin-up and spin-down populations in each cube

was constant and the two uncharged rings are oppositely polar-

ized. The pattern was similar when the spin quantization axis

was taken along y or along z. These oscillations look similar to

those already observed in spin-injection experiments, described

by Albert Fert in his Nobel lecture [24]. Those observed thus far

are in the microwave range, while in the present approach the

characteristic frequency is proportional to the hopping integral.

This suggests that higher frequencies than those reported in the

literature could be attained.

In Figure 3 and Figure 4, the storage rings have 27 sites, the

ring-cubes connections have 13 sites and the cube–cube connec-

tion has 6 sites. The populations start from half filling, that is,

13.5 electrons per spin. Then the left cube receives an

up-polarization and the polarization of the right ring is opposite.

One could engineer the timing of the process and the size of the

storage units if the aim is to maximize the polarization. From

t1 = 15τ to t2 = 30τ the cubes are isolated and polarization is

constant, as it should be. In both cases, the polarization transfer

without charging is quite substantial. The cubes remain strictly

neutral like the rest of the system. At t2 the cubes are connected

through a wire which has a hopping integral text = 0.25 th in

Figure 3 and text = 0.75 th in Figure 4. The upper panels show

the evolution of the spin-up occupation, while the lower panel

shows the spin-oscillating currents in the wires connecting the

reservoirs. The spin-down currents are opposite. The current

oscillates because the reservoirs exchange their polarizations. In

Figure 4, the 6-site connection between the reservoirs has a

larger hopping constant and produces a stronger and faster spin

polarization exchange.

The spin-up current in the cube–cube connection in a similar

numerical experiment with 8-site cubes is shown in Figure 5. It

starts at time t = 30τ when the cubes are connected via a 6-sites

wire and shows oscillations. It should be interesting to observe

the spectrum and polarization of electromagnetic waves emitted

by these oscillating magnetic currents. This would be another

way to detect the spin current.

Figure 3: Upper panel: up-spin population of the left storage cube
versus time measured in units of τ. Lower panel: spin-up current in the
wire connecting the two 27-site cubes, where the hopping integral is
text = 0.25 th.

Figure 4: Upper panel: up-spin population on the left storage cube
versus time measured in units of τ. Lower panel: spin-up current in the
wire connecting the two 27-site cubes, where the hopping integral is
text = 0.75 th.

Conclusion
I presented a theoretical study of tight-binding model devices

consisting of a ring laterally connected to a wire and designed

to produce spin polarized currents at half filling. A tangent

time-dependent magnetic field in the plane of the ring can be

used to pump a magnetic, i.e., purely spin current, excited by
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Figure 5: Spin-up current from the left storage cube in the cube–cube
connection, when both storage cubes have eight sites. The hopping
integral in the cube–cube wire is text = 0.05 th. The spin-down current
is opposite.

the spin–orbit interaction in the ring. This behavior is analyti-

cally described in [12] and is found to be robust with respect to

temperature and small deviations from half filling.

The main results of the present paper concern possible schemes

to detect, store, gather, and then release magnetization. Suitable

reservoirs or storage units have been shown to work with spin

currents in analogy with capacitors for common charge

currents. The spin polarization can be stored without charging

the reservoir and then used on demand to produce pure spin

currents in a wire. These currents show oscillations while the

storage units exchange their polarizations and the intensity and

amplitude of the oscillations can be modified by changing the

conductivity of the link between the polarized units. The experi-

mental realization of a magnetic current could also be relevant

for the ongoing research of time-reversal violating new physics.

Detailed calculations of such fields are under way.

The present model neglects electron–electron interactions, but it

is physically reasonable that adding to the Hamiltonian a corre-

lation term such as  would tend to reinforce the

charge pinning effects described here. At any rate, in the

Hartree approximation, it would change nothing since its

average at half filling vanishes strictly during the evolution of

the system as a consequence of the theorem of [12].

In the present work the currents were generated by the action of

a magnetic field, without the need of an external bias. However,

the results have implications on the general problem of quantum

transport in ballistic, topologically non-trivial circuits. Compel-

ling physical arguments based on thought experiments [5]

suggest that the magnetic moment of a quantum ring is not

obtained by substituting the quantum current in the classical

formula [25]. The basic reason is that any measurement of the

magnetic moment of the ring requires the measurement of a

force exerted on the ring by a probe flux, which according to

quantum mechanics has an influence on the current. Actually,

rephrasing the conclusions of [5], the magnetic moment is given

by the operator

(17)

where  is the probe magnetic flux through the ring,  is

the grand-canonical ring Hamiltonian referenced to the equilib-

rium chemical potential of the system and Δ = . As a

consequence, when the circuit is biased by a small potential

difference Vbias and a small current flows,  is found [5] to

go with  while one classically expects M ~ Vbias in a linear

circuit. Indeed, at small Vbias the quantum effects favor a

laminar current which is not coupled to the magnetic field. The

main subject of the present work can also be considered a

complementary way to study the quantum effects of [6] in the

reversed situation when Vbias = 0 and it is the interaction of the

ring with a magnetic field that produces a current in the external

circuit.

The above theoretical effort leads to several intriguing possibili-

ties from the viewpoint of basic research and possible applica-

tions and I hope that this will stimulate experimentalists to work

on the magnetic properties of laterally connected quantum

rings.
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Abstract
We present the results of a Raman study of optical phonons in CuS nanocrystals (NCs) with a low areal density fabricated through

the Langmuir–Blodgett technology on nanopatterned Au nanocluster arrays using a combination of surface- and interference-

enhanced Raman scattering (SERS and IERS, respectively). Micro-Raman spectra of one monolayer of CuS NCs deposited on a

bare Si substrate reveal only features corresponding to crystalline Si. However, a new relatively strong peak occurs in the Raman

spectrum of CuS NCs on Au nanocluster arrays at 474 cm−1. This feature is related to the optical phonon mode in CuS NCs and

manifests the SERS effect. For CuS NCs deposited on a SiO2 layer this phonon mode is also observed due to the IERS effect. Its

intensity changes periodically with increasing SiO2 layer thickness for different laser excitation lines and is enhanced by a factor of

about 30. CuS NCs formed on Au nanocluster arrays fabricated on IERS substrates combine the advantages of SERS and IERS and

demonstrate stronger SERS enhancement allowing for the observation of Raman signals from CuS NCs with an ultra-low areal

density.
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Introduction
Investigations of Raman scattering in nanostuctures such as

nanocrystals (NCs) are limited by a low Raman cross-section

because of the very low scattering volume of the nanostructures.

Surface-enhanced Raman spectroscopy (SERS) taking advan-

tage of plasmonics leads to a remarkable increase of the Raman

sensitivity as shown for several semiconductor NC types [1-13].
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The SERS effect by longitudinal optical (LO) phonons of CdS

in Ag–CdS composite nanoparticles in solution and on a solid

substrate was demonstrated [1,2]. Resonant SERS enhance-

ment by LO phonons of CdSe was observed in core–shell

CdSe/ZnS NCs deposited on commercially available nanostruc-

tured Au substrates [3]. Later, the SERS effect by LO phonons

in CdSe in CdSe/ZnS NCs was realized on non-ordered nano-

structured Ag surfaces [4]. Very recently, Lee et al. [5] reported

the observation of SERS by surface optical (SO) and LO

phonon modes in a CdSe core and the transverse optical (TO)

phonon mode in a ZnS shell of core–shell CdSe/ZnS NCs at-

tached to the surface of a Au nanowire. The spectrum of optical

and interface phonons was obtained from the analysis of SERS

spectra of pure CdSe NCs, core–shell CdSe/CdS, and

CdSe/CdZnS NCs deposited on Ag SERS substrates [6]. A

prominent enhancement of Raman scattering by LO phonons

was observed in Au-ZnO NC nanocomposites [7] and ZnO NCs

covered by Ag [8] excited near resonance with the interband

electronic transitions in ZnO NCs.

Anomalously enhanced Raman scattering by LO phonons in

epitaxial GaN and ZnO NC thin films covered with Ag was also

explained by SERS [9]. A pronounced 104-fold SERS enhance-

ment by surface optical phonons was observed for ZnO NCs

excited in resonance with localised surface plasmon in Ag

nanoclusters deposited on ZnO NCs and out of the resonance

[10,11]. SERS by LO phonons of CdTe was investigated in

mixed Ag-CdTe NCs with a controllable Ag nanoparticle/CdTe

NC mixture ratio [12]. The first report on the observation of the

SERS effect by optical phonons in CuS NCs on ordered arrays

of Au nanoclusters fabricated in a nanolithography process was

published recently [13]. CuS NCs were synthesised by using the

Langmuir–Blodgett (LB) technique, which allows the forma-

tion of arrays of CuS NCs with variable areal density. It was

established that the variation of Au nanocluster size and shape

in the nanostructured Au arrays governs the local surface

plasmon resonance energy enabling resonance SERS in

absorbates deposited on the arrays [13-17]. Moreover, CuS NCs

are resistant against intense laser excitation even under reso-

nant conditions. This is important for micro-Raman experi-

ments with the NCs on nanostructured Au arrays under excita-

tion in the green spectral region. These two issues make CuS

NCs an attractive model system for SERS investigations of

inorganic analytes. As it was demonstrated in [18], extremely

thin absorbing coatings deposited on an antireflection layer

(typically 100 nm SiO2 on Si) exhibit interference-enhanced

Raman scattering (IERS) thus providing an alternative opportu-

nity to enhance the Raman response by phonons in absorbates.

In this paper we present the results of both IERS and SERS and

their combination by optical phonons in CuS NCs deposited on

metal and semiconductor structures aiming at a maximal

enhancement of the phonon response from CuS NCs.

Results and Discussion
Conventional Raman scattering
A typical Raman spectrum of a dense array of CuS NCs

deposited by LB technology on a Au substrate is shown in

Figure 1. The average thickness of CuS NC film is about 32 nm,

which corresponds to 5–6 monolayer (ML) coverage by CuS

NCs. The spectrum reveals a pronounced peak at 474 cm−1,

which is assigned to vibrational (stretching) modes from the

covalent S–S bonds [19] and a much weaker peak at about

270 cm−1 attributed to the Cu–S bond vibration [19]. Therefore,

the main attention was paid to the analysis of the Raman inten-

sity of the most intense mode at 474 cm−1.

Figure 1: A typical Raman spectrum of the dense ensemble of CuS
NCs (about 5–6 MLs) on a Au substrate excited with 514.5 nm.

Interference-enhanced Raman scattering
It was already established that thickness and refractive index of

the SiO2 layer determine conditions for laser light interference,

and thus for IERS by absorbates deposited on the sample

surface [18,20]. Since these two parameters are crucial for the

enhancement of the Raman scattering by the absorbing NC

layer, we used spectroscopic ellipsometry to determine the

precise value of the SiO2 layer thickness that gives the maximal

IERS signal. The data on optical properties of CuS NC layer are

also absent in literature, therefore, a wedge-shaped SiO2 layer

with the thickness varying in the range from 0 to 570 nm was

fabricated. This sample served as a substrate for the deposition

of CuS NCs by using the LB technique and for further Raman

experiments.

The micro-Raman scattering study was performed in a

backscattering geometry using a moving stage for precise posi-
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Figure 4: a) SEM image and b) micro-Raman spectra of CuS NCs deposited on Si (lower part) and Au nanocluster array (upper part).

Figure 2: Raman spectra of CuS NCs (of about 1 ML coverage) fabri-
cated on a Si substrate with a SiO2 layer of variable thickness. Raman
spectra were taken using 514.5 nm excitation wavelength.

tioning along the wedge-shaped sample in the direction of

increasing thickness. Figure 2 shows the Raman spectra of CuS

NCs recorded from areas with different SiO2 thickness. A

significant periodic enhancement of the Raman scattering inten-

sity by the phonon mode of CuS NCs indicates the presence of

the IERS phenomenon. As the interference conditions inside the

transparent oxide layer for the incident light wavelength

changes with oxide thickness, a noticeable enhancement of the

Raman scattering by the Si phonon (about 30%) also takes

place. The periodic variation of the enhancement factor of the

phonon mode in CuS NCs as a function of SiO2 layer thickness

(Figure 3) was established for different laser excitation lines

(632.8, 514.5, and 325 nm). Here, the intensity of the phonon

mode of CuS NCs on a bare Si should be taken as a reference.

However, it is worth mentioning that the intensity of the phonon

Figure 3: The dependence of the IERS enhancement factor of phonon
modes in CuS NCs on the thickness of the SiO2 layer determined for
laser excitation lines at 632.8, 514.5, and 325 nm.

mode is equal or below the noise level. Therefore, only an esti-

mate of the IERS (as well as SERS) enhancement factor is

possible. The maximal estimated IERS enhancement for the

excitation wavelength of 632.8 nm reaches a value of at least 30

for a SiO2 layer thickness of 75 nm. As expected, the IERS

enhancement maximum is observed for thicker SiO2 layers with

increasing laser excitation wavelength. This SiO2 layer thick-

ness (75 nm) was used for further combined IERS and SERS

experiments.

Surface-enhanced Raman scattering
A typical SEM image of the edge of a periodic Au nanocluster

array on a Si substrate with deposited CuS NCs is presented in

Figure 4a. One can see that the CuS NCs are homogeneously

distributed on the Au nanocluster array and on the bare Si
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surface with an average thickness of about 1 ML. The Raman

spectrum measured from the area where CuS NCs are formed

on bare Si (lower part in Figure 4a) shows only one strong

Raman line at 521 cm−1 related to the Si substrate (lower curve

in Figure 4b). Weak Raman features located in the spectral

range of 400–500 cm−1 are also typical for monocrystalline Si

[21] while no evidence of the phonon modes from CuS NCs is

detected. However, a strong Raman band centred near 474 cm−1

arises when the Raman spectra are acquired from the area where

CuS NCs are deposited on the nanocluster array. The SERS

enhancement factor can hardly be determined since no refer-

ence signal from CuS NCs is detected on bare Si. However,

depending on the NC areal density the SERS enhancement

factor was estimated as 30–50, which is comparable to that of

IERS.

Combination of SERS and IERS
In order to achieve even stronger enhancement of Raman scat-

tering by phonons in CuS NCs by both IERS and SERS, CuS

NCs were deposited on arrays of Au nanoclusters fabricated

using nanolithography on a 75 nm thick SiO2 layer. Obviously,

the LSPR energy of the Au nanocluster arrays fabricated on a

SiO2 layer and on a Si substrate can be different due to the

difference of dielectric functions of SiO2 and Si [22,23] that

determine the LSP energy. Indeed, the CuS NCs on Au

nanocluster arrays fabricated on a Si substrate excited with

514.5 nm demonstrate a prominent SERS signal from optical

phonons of CuS NCs with the same effective coverage (of about

1 ML) (Figure 4), while no signal is detected when Au

nanoclusters were fabricated on a SiO2 layer (not shown here).

Most probably the shift of the LSPR energy in Au arrays fabri-

cated on SiO2 layer is responsible for the absence of CuS

phonon modes in Raman spectra excited with 514.5 nm. The

situation changes when the Raman scattering of the same struc-

tures was investigated under excitation with a red laser line

(632.8 nm). CuS NCs on Au nanocluster arrays fabricated on Si

exhibit noticeable SERS signal with an intensity comparable

with that of the IERS signal when CuS NCs are deposited on a

bare 75 nm thick SO2 layer or an array of Au (Figure 5, curves

2 and 3, respectively). Note, that again no Raman signal is

detected for NCs deposited on a bare Si substrate (Figure 5,

curve 1). However, CuS NCs on Au nanocluster arrays fabri-

cated on a SiO2 layer (Figure 5, curve 4) reveal further signifi-

cant enhancement of Raman scattering (a factor of about 6).

According to [24] the electromagnetic field has a maximum in

the vicinity of an adsorbate/oxide interface due to constructive

interference. The SERS intensity is proportional to the forth

order of electromagnetic field and, therefore, can be signifi-

cantly enhanced for the adsorbate (or CuS NCs) located in the

local field. The constructive interference in oxide layers was

successfully used for achieving the maximum field enhance-

ment for optical antennas [25], for realising the effect of

co-enhanced IERS and SERS by organic molecules [26] and

graphene [27], as well as for designing a chip for single molec-

ular detection [28]. Thus, the use of the combination of SERS

and IERS is preferable for the detection of a weak Raman

response from a tiny amount of a material such as CuS NCs of

an ultra-low areal density.

Figure 5: Raman spectra of CuS NCs deposited on bare Si, 75 nm
SiO2 layer on Si, and on Au arrays fabricated on Si and SiO2 layer on
Si measured with 632.8 nm.

Figure 6 shows a SEM image of homogeneously deposited CuS

NCs with an areal density about ten times lower than that deter-

mined for the sample presented in Figure 4a. The SERS spec-

trum of the CuS NCs with ultra-low areal density shows a

Raman phonon response at the same frequency position (about

474 cm−1) with an intensity about 25 times weaker than for

1 ML of CuS NCs. This low intensity is explained by the

smaller number of CuS NCs taking part in the SERS process. It

is important to emphasise that the full width at half-maximum

(FWHM) decreases from 17 to 9 cm−1 with decreasing areal

density. This can be explained by the decreasing interaction

between individual CuS NCs in the ensembles with the ultra-

low areal density and by the reduced number of agglomerates of

CuS NCs.

Conclusion
A periodical enhancement of Raman scattering by optical

phonons from one monolayer of CuS nanocrystals fabricated by

the Langmuir–Blodgett technology on a SiO2 layer deposited on

a Si substrate was observed with the variation of the SiO2 layer

thickness due to interference-enhanced Raman scattering. The

pronounced enhancement of the Raman scattering from the

nanocrystal ensembles deposited on arrays of Au nanoclusters

evidences the surface enhanced Raman scattering effect. The
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Figure 6: a) SEM image of CuS NCs with an ultra-low areal density deposited on Au arrays on SiO2 layer and b) SERS-IERS Raman spectra
measured with 632.8 nm. SERS spectrum of CuS NCs with 1 ML coverage on Au arrays formed on SiO2 layer (curve 1) together with the Raman
response of the CuS NCs of ultra-low areal density (denoted as 0.1 ML, curve 2). The 25 times enlarged fragment of curve 2 is shown for comparison.

combination of interference- and surface-enhanced Raman scat-

tering led to a stronger enhancement of the phonon response by

a factor of at least 180, and was successfully applied for probing

the phonon spectrum of CuS nanocrystals with an ultra-low

areal density.

Experimental
The layer of thermally grown SiO2 with gradually varying

thickness (from 0 to 570 nm) was prepared on a Si substrate in a

wet chemical process by controlled dipping of a Si substrate

covered by a homogeneous 600 nm thick SiO2 layer into HF

solution in H2O (with bulk ratio 2:5) and served as IERS sub-

strate. The thickness of the SiO2 layer was determined from

spectroscopic ellipsometry measurements averaging over an

area of about 1 mm.

Periodic Au nanocluster arrays with a size of 10 × 10 µm2 were

fabricated as reported previously [13] on Si and 75 nm thick

SiO2 layers by direct electron beam writing (Raith-150,

Germany) of a 130 nm spin-coated resist film (polymethyl

methacrylate 950 K). A 40 nm Au film with a 5 nm Ti under-

layer for better adhesion was deposited by electron beam evap-

oration on the patterned positive resist. Finally, the resist was

removed by a lift-off process in dimethylformamide resulting in

a periodic array of Au nanoclusters. As a result, the fabricated

SERS-active substrates consist of areas of Au nanoclusters with

a period of 150 nm.

CuS NCs were fabricated on the IERS and SERS substrates

using the Langmuir–Blodgett technology as reported in [29].

Briefly, at the first stage behenic acid dissolved in hexane was

spread onto the water surface in a LB bath using a CuSO4 solu-

tion as a subphase. The copper behenate films formed were then

transferred (Y-type) from the water surface onto a bare silicon

substrate or SERS-active substrates. The typical thickness of

copper behenate films ranged from 200 to 4 monolayers (MLs)

corresponding to an average NC film thickness from 33 to

0.7 nm. At the second stage, the nucleation of CuS NCs in the

organic matrix took place by sulfidizing the samples. At the last

stage, 4 h of annealing at a temperature of 150 °C under argon

atmosphere resulted in the removal of the organic matrix and

the formation of free-standing CuS NCs on the substrates.

The morphology of the samples was determined using scanning

electron microscopy (SEM). SEM images were obtained using a

Raith-150 system at 10 kV acceleration voltage, 30 μm aper-

ture and 6 mm working distance. It was found that the size of

Au nanoclusters varied from array to array from 20 to 130 nm,

while the height is fixed to 55 ± 5 nm. CuS NCs have a spher-

ical shape and an average size in the range of 5–8 nm.

Raman experiments were carried out using Horiba T64000 and

Labram HR800 spectrometers equipped with microscopes (the

laser beam was focused to a spot with a size of 1 µm2) in a

backscattering geometry at room temperature. He-Cd, Ar+,

DPSS Cobolt®, and He–Ne lasers with wavelengths of 325,

514.5, 514.7, and 632.8 nm, respectively, and power below

2 mW were used for excitation.
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Abstract
The sudden introduction of a local impurity in a Fermi sea leads to an anomalous disturbance of its quantum state that represents a

local quench, leaving the system out of equilibrium and giving rise to the Anderson orthogonality catastrophe. The statistics of the

work done describe the energy fluctuations produced by the quench, providing an accurate and detailed insight into the funda-

mental physics of the process. We present here a numerical approach to the non-equilibrium work distribution, supported by appli-

cations to phenomena occurring at very diverse energy ranges. One of them is the valence electron shake-up induced by photo-

ionization of a core state in a fullerene molecule. The other is the response of an ultra-cold gas of trapped fermions to an embedded

two-level atom excited by a fast pulse. Working at low thermal energies, we detect the primary role played by many-particle states

of the perturbed system with one or two excited fermions. We validate our approach through the comparison with some photoemis-

sion data on fullerene films and previous analytical calculations on harmonically trapped Fermi gases.

755

Introduction
Closed many-particle systems and their out-of-equilibrium

dynamics after a quench have been attracting considerable

interest over the past years, with particular attention to the

brutal disturbance of the equilibrium properties of a Fermi gas,

induced by the sudden introduction of localized scattering

potential in the system [1-4]. Notwithstanding the weakness of

the perturbation, its effect can be so pronounced that the final

state of the gas loses essentially any overlap with the initial

unperturbed one, as the number of particles approaches the ther-

modynamic limit. This orthogonality catastrophe predicted by
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Anderson [5] was first witnessed by the anomalous response of

conduction electrons to core level ionization through X-ray

absorption, and the subsequent emission of a core electron from

simple metals [6,7]. The corresponding kinetic energy spec-

trum was observed to have an asymmetric peak at the binding

energy of the core level with a power-law singularity, which has

then become known as the Fermi edge singularity [7]. Similar

patterns were afterwards identified in a large number of core-

ionized systems [8,9], including organic molecules [10] and

carbon-based nanomaterials [11-19], where an additional signa-

ture of the Anderson orthogonality catastrophe are the second-

ary peaks, or shake-up satellites, in the core level spectra.

Despite the diversity of contexts in which Fermi edge reso-

nance and Anderson orthogonality catastrophe occur [20-30],

the same generic physics has been recently observed in the

controllable domain of ultra-cold trapped gases, as a response to

the embedding of a single probe qubit, i.e., a two-level impu-

rity [31,32]. Furthermore the intrinsic out-of-equilibrium

dynamics induced by the impurity has been thoroughly

analyzed by treating the quench as a thermodynamic transfor-

mation [33], and using the full statistics of the work done on the

gas [34,35]. Interestingly enough, X-ray absorption and emis-

sion spectra from noninteracting quantum dots have been inter-

preted in terms of the quantum work distribution, and linked to

the corresponding fluctuation relations in statistical mechanics

[36]. To explore more of such a connection, we present here a

comparison of the statistics of the work done in the C60 mole-

cule, following the core ionization of a carbon atom, and a

harmonically trapped Fermi gas, following the sudden switch

on of a localized perturbation, assumed to have an s-wave-like

character. In particular, we propose a numerical approach suit-

able for low-temperature regimes to compute the work distribu-

tion (Section 1), based on the knowledge of the initial ground

state and the low-lying final perturbed states of the systems

(Section 2). To treat the fullerene molecule, we use density-

functional theory (DFT) and simulate the sudden creation of a

core state, by replacing a 1s electron pair with the effective

pseudo-potentials of neutral and ionized atomic carbon (Section

2.1). In the harmonically trapped Fermi gas, on the other hand,

we assume a contact scattering potential with a spatially struc-

ture-less form, localized at the center of the harmonic trap, and

express the potential strength in terms of a dimensionless para-

meter, which turns out to be the critical parameter governing the

sudden quench process (Section 2.2). We then determine the

one-fermion structures of the systems in the absence or pres-

ence of the perturbation, and compute the many-body overlap

between the initial unperturbed ground state and the final

perturbed states, with not more than two excited fermions

(Section 3). The work distribution obtained with such contribu-

tions accounts for more than 95% of the shake-up process,

which let us select the suitable parameters in the Fermi gas with

a shake-up content similar to that of fullerene. We test the accu-

racy of the methods through the comparison with available

X-ray photoemission experiments [12,13], in the fullerene case,

and previous analytical calculations [32,35], in the Fermi gas

case. Finally, we draw some conclusions on the results obtained

in the two applications (Section Conclusion).

Results and Discussion
1 Work distribution and energy spectrum in a
sudden quench
We begin by reviewing some concepts regarding non-equilib-

rium thermodynamics in a suddenly quenched Fermi gas.

Consider a many-fermion system in a well-defined Gibbs state

at inverse temperature β and chemical potential μ. The equilib-

rium is set by the initial Hamiltonian  and the number oper-

ator , which are diagonal in the same basis of eigenstates

 having the eigenvalues Ei and Ni, respectively. After

removing the contact with the thermal reservoir, suppose some

work is performed by taking the system out of equilibrium

through the abrupt introduction of an external perturbation .

Now the perturbed system is characterized by the final Hamil-

tonian , specified by the eigenstates  and the

eigenenergies . In this picture, the work done is not a

quantum mechanical observable, but rather a stochastic vari-

able distributed according to a probability distribution Pβ(W)

[34]. The definition of such a distribution requires two projec-

tive measurements: the first projects onto the eigenbasis of the

initial Hamiltonian, with the system in thermal equilibrium. The

system then suddenly evolves, before the second measurement

projects onto the eigenbasis of the final Hamiltonian. Accord-

ingly, the probability to do the work  is given

by the probability  of obtaining Ei for the first mea-

surement outcome, followed by the conditioned probability

 of obtaining  for the second. The work distrib-

ution is therefore obtained as [33]

(1)

At the absolute zero, only the unperturbed ground state remains

in the initial state summation

(2)
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Figure 1: Valence levels and (broadened) DOS for the neutral (C60) and ionized ( ) fullerene molecules, as computed with the DFT approach
outlined in the main text. In C60 the projected density of s and p states contribute for 44.2% and 55.3% of the occupied DOS, respectively. In  the
s-DOS and p-DOS contributions change to 51.1% and 48.8%, respectively. The residual part (not shown) is left to the projected density of polarized
d-states.

and the work distribution tends to the initial state average

, which coincides with the

emission spectrum of the system in response to the sudden

perturbation [37,38]. Interestingly enough, the cross-section for

the ionization of a core level εc due to absorption of an X-ray

photon of energy  in matter results from two factors [39]:

core-electron photo-ejection and valence-electron dynamic

screening. The former is expressed by the photo-current proba-

bility, involving the initial core state and the final photo elec-

tron state. The latter is manifested by the work distribution in

Equation 2, which can be interpreted as the probability density

that the work  is used to excite valence elec-

trons at the expense of the kinetic energy of the photoelectron, ε

[17-19]. Indeed, P(W) accounts for the N − 1 electrons that do

not directly participate in the ionization process. This spectator

electron approach is particularly suitable for mono-energetic

X-rays that cause deep core-level photoelectrons to be ejected

from the sample ( ).

2 Initial and final Hamiltonians
We have seen that the key ingredients of the work distribution

(Equation 2) are the many-body states of the unperturbed and

perturbed Fermi systems. In the following we will take the

different physical situations set forth above. Specifically, we

will first investigate the valence electronic structure of a

fullerene molecule in the absence or presence of a 1s core hole,

whose fast creation induces an abrupt attractive perturbation of

the electrons of the system. Then, we will shift the focus to a

harmonically trapped gas of fermionic atoms with an embedded

impurity, whose fast excitation can be modeled by a suddenly

introduced repulsive δ-potential.

2.1 The fullerene molecule
Consider a cluster of 60 carbon atoms arranged in a fullerene

molecule of radius 3.1573 Å, whose equilibrium geometry and

characteristic bond lengths (of 1.4474 and 1.3696 Å, respective-

ly) are reported Figure 1. We can do some work on the cluster

by core-ionizing one of its atoms to form a molecular cation.

The valence electrons are then thrown out of equilibrium,

tending to dynamically relax and compensate for the presence

of a positive charge. To depict the rearrangement of the

valence electronic structure, we use a DFT approach in

which we replace the core electrons of a specific atom in

the molecule with an effective core potential (ECP) of the

Stevens–Basch–Krauss (SBK) type [40], whose parameters are

adjusted to describe neutral and core-ionized atomic carbon

[10]. The valence electrons in this reference atom are described

by a d-polarized double split-valence pseudo-basis, being

specifically designed for the considered ECP and optimized for

the neutral (C60) and ionized ( ) clusters [18,19]. As for the

core and valence electrons of all other atoms in the compound,

we select the d-polarized triple split-valence basis set denoted

6-311G* [41]. We then perform a spin-restricted DFT calcula-

tion [42-44], working under the generalized gradient approxi-

mation (GGA) for electron exchange and correlation, parame-

terized by the Perdew–Burke–Ernzerhof (PBE) functional
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Table 1: Squared overlap integrals between the lowest and highest occupied valence states in the neutral C60 molecule (v = 1, ε1 = −18.8575 eV and
v = vF = 120, ε120 = εF = 0, respectively) and some valence states in the ionized C60 molecule (where  = −3.132 eV). The reported values confirm
the remarkable non adiabatic effects induced by core hole creation (see also below in Figure 2).

v′ v′

1 −19.6357 0.428741 115 −1.2163 0.000219
2 −18.6425 0.554975 116 −0.2204 0.791579
3 −18.4765 0.009811 117 −0.0762 <10−6

4 −18.4765 <10−6 118 −0.0653 0.004186
5 −17.7799 0.003615 119 −0.0163 <10−6

6 −17.5758 0.000141 0 <10−6

7 −17.5214 <10−6 121 1.3361 0.042688
8 −17.4262 0.000096 122 1.6871 <10−6

9 −17.4126 <10−6 123 1.8096 0.000134
10 −16.5364 0.000784 124 2.6232 0.012468
11 −16.4248 0.000091 125 2.8799 <10−6

[45,46]. All electron spin pairs from the clusters are explicitly

taken into account except for the one removed from the refer-

ence atom. Convergence for C60 and  leads to optimized

ground state wave functions made of single Slater determinants

of 179 pairs of occupied molecular orbitals (MOs), which are

linear combinations of 1135 contracted Gaussians from both the

ECP basis, localized at the reference atom, and the 6-311G*

basis centered on all other atoms. To simplify the notation we

denote such composite basis sets as  for C60, and

 for . The corresponding coefficients (eigenvectors)

are computed from the secular equations following DFT energy

minimization.

The electron spin pairs occupy 59 core levels, that is, one per

carbon atom excluding the reference atom, and 120 valence

levels. The core MOs are mainly given by linear combinations

of the s-contracted Gaussians of the ECP+6-311G* basis

set, where the valence coefficients of the ECP set tend to

compensate for the absence of the core electrons in the refer-

ence atom. The core eigenvalues are nearly degenerate with a

percentage standard deviation below 0.15%. The average core

energy εc for C60 overestimates the experimental C 1s energy

by a percentage error of about 7%. Possible causes for this

discrepancy are discussed in [18]. The valence states are of the

form  and , where  and  are

the valence-eigenvectors of coefficients for C60 and , res-

pectively. As shown in Figure 1, the valence electronic struc-

ture of the neutral and ionized clusters is made of discrete

energy levels separated by an average energy difference of

about 0.2 eV. The predicted band gap value of 1.82 eV for C60

is consistent with experiments [47] and previous calculations

[18]. Core ionization leads to a decrease of the band gap in 

of about 0.5 eV (Table 1).

In order to determine the symmetry of the valence MOs, we

compute a density of state (DOS) distribution from the superpo-

sition of Lorentzian lines of equal height, centered at the occu-

pied/empty MO energy values. We then use the valence coeffi-

cients to construct a weighted sum yielding the projected distri-

butions arising from the s, p, and d components of the ECP+6-

311G* basis set. The normalized profiles of the total DOS, the

s-DOS, and the p-DOS for both the neutral and ionized mole-

cules are also displayed in Figure 1, where a broadening width

of about 0.5 eV is applied. We see that the lowest occupied

valence MOs, with energies in the range of ca. 10–20 eV below

the Fermi level, have a dominant s character. At higher ener-

gies, up to about 2–3 eV below the Fermi energy, the p compo-

nents become more and more significant, tending to compete

with the s components and forming sp2 and sp3 bonds. On the

other hand, the valence MOs close to the Fermi energy are

mainly made of p orbitals pointing along the radial directions of

the buckyball. Based on the analysis of the relative areas of the

projected densities of states, we may infer that core ionization

produces an enhancement of the s component with respect to

the p component of about 5%, while polarization effects due to

the d orbitals play a marginal role. This is not surprising

given the s character of the core hole. The key feature of

the many-electron response to core ionization is given by

the squared overlaps between the valence MOs of C60

and . The latter are straightforwardly computed from

the 1135 × 1135 overlap matrix , by left (right)

multiplication with the valence eigenvectors  and , respect-

ively. To have a more clear idea of the change of the valence

electrons wavefunctions in the surrounding of the core-hole site,

we focus on the ends of the occupied valence spectra. In par-

ticular, we consider the highest and lowest occupied MOs of the

neutral molecule and some MOs of the ionized molecule to
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Figure 2: Lowest and highest occupied valence states for the neutral fullerene molecule (C60) and corresponding valence states in the ionized
fullerene molecule ( ). The sudden switching mechanism leads most of the content of the unperturbed Fermi state to be found in a state lying
about 0.22 eV below the perturbed Fermi level. On the other hand, the lowest- energy unperturbed valence state gets mainly mixed with the first two
occupied perturbed valence states (see also Table 1).

have similar binding energies relative to the perturbed Fermi

level. The squared overlap between these states are listed in Ta-

ble 1, while some of their orbital shapes are shown in Figure 2.

We see that core ionization has more direct influence on the

bottom of the valence band, inducing the lowest occupied state

 of C60 to get mostly mixed with the first two occupied

states of , namely  and . Significant modifica-

tions, however, affect also the unperturbed Fermi state

, which looses essentially any correlation with the

perturbed Fermi state , and is mainly mapped to the

-state keeping some non negligible leakage to some

other perturbed states with similar energies. This is a

clear signature of the highly non-adiabatic behavior inherent

to the process. As a global measure of the disturbance

brought by the core hole, we take the valence electron

ground states  and , for the neutral and ionized mole-

cule, respectively, and compute their squared overlap

which denotes the ground-state survival probability. Comple-

mentarily, the shake-up probability is given by 

and takes a value of 19.10%.

2.2 The harmonically trapped Fermi gas
We now take a spin 1/2 gas of weakly interacting atoms in a

parabolic potential of a typical length x0 and trapping frequency

ω. Neglecting the inter-particle forces, the one-fermion Hamil-

tonian is that of a harmonic oscillator

(3)

with eigenvalues , and eigenstates , which

have the coordinate representation

(4)

expressed in terms of the Hermite polynomials Hv(x/x0) of order

v = 0,1,…. We now add a two-level impurity trapped in an

auxiliary potential and brought in contact with the gas. The

impurity is initially in its ground state with a negligible scat-

tering interaction with the fermions in their equilibrium con-

figuration set by H(x). We suppose doing some work on the

system by quickly exciting the impurity. Then, the gas feels a

sudden perturbation V(x,t) = V(x)θ(t), assumed to have an
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Figure 3: Energy levels and (broadened) density of states for a trapped gas of spin 1/2 fermions having a number of occupied states (N = 122) similar
to that of the valence band of C60. The critical parameter is set to α = 0.1, which corresponds to an impurity potential height of .

s-wave like character. Further details on how this set-up can

efficiently describe an ultra-cold Fermi gas probed by a two-

level impurity, with the parabolic potential mimicking the

magneto-optical trapping potential, may be found for example

in [25,28,31,32,48]. Let us further assume that the perturbation

is spatially structure-less and localized at the center of the trap,

e.g., V(x) = πV0x0δ(x). The perturbation strength V0 can be para-

meterized as , where vF is the Fermi

number (corresponding to 2(vF + 1) fermions, and α a dimen-

sionless parameter, which turns out to be the critical parameter

of the theory [32,35,49].

The simple structure of V(x) allows one to handle the diagonal-

ization of the total Hamiltonian H′(x) = H(x) + V (x), which

describes the gas after switching on the potential. In particular,

the perturbed eigenfunctions in presence of the excited impu-

rity can be written in terms of the parabolic cylinder functions

(5)

with normalization constants ηv′ and associated level energies

. We see that  =  and εv′ = εv

when the perturbed quantum number v′ takes non-negative

integer values. Furthermore, due to the fact that ,

for v = 1,3,…, the odd harmonic oscillator eigenfunctions

and eigenenergies are left unaffected by the δ-potential, i.e.,

v′ = v = 1,3,…. As for the perturbed wave functions corres-

ponding to v = 0,2,…, the stationary Schrödinger equation for

H′(x) leads the implicit condition [35,50]:

(6)

which ensures the physically correct behavior for . Now,

since the Γ-function has poles for negative integer values,

Equation 6 leads to v′→v for α→0, and v′→v + 1 for α→∞.

Then, v′ takes a real values in the range [v,v + 1] for v = 0,2,….

More importantly, each fixed values of α and vF yields a one-to-

one mapping of , εv onto , εv′. This means that we can

first obtain the v′ values by numerically solving Equation 6,

compute the perturbed energies εv′ and the normalization

constants ηv′, and then find the perturbed states . In Figure 3

and Figure 4 we show an example of gas with 122 fermions

(vF = 120) in absence and presence of an impurity potential

characterized by the critical parameter α = 0.1. Similar to the

fullerene case, we see that the sudden perturbation is more effi-

cient on the lower part of the energy spectrum, which corre-

sponds to a more pronounced shifting of the perturbed even

levels towards the unperturbed odd ones. This is also attested by

comparing the unperturbed and perturbed density of levels,

obtained by superimposing Gaussian functions of width

0.15 , centered at the occupied/empty energy values. A more

quantitative analysis comes from the squared overlaps ,

some of which are numerically computed and reported in

Table 2. In contrast to the C60/  case, we notice that the

states involved is the εv, ↔εv′,  mapping are always

strongly correlated by a squared overlap value larger than

≈ 0.74.

Nonetheless, a much more regular dynamic screening is experi-

enced by the gas, involving single fermion states with squared

overlaps . Indeed we observe a non-negligible

leakage of the unperturbed wave function onto the perturbed

eigenfunctions, having an energy larger than  than the

unperturbed energy value. With the two eigenbases  and

, we can form Slater determinants and compute the many-

body states of the gas. In particular, the unperturbed and

perturbed ground states include the lowest occupied 2(vF + 1)

one-particle states, and the ground-state survival probability can

be computed from
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Figure 4: Lowest and highest occupied one-particle wave functions and levels for a harmonically trapped gas of N = 122 fermions in absence and
presence of the excited impurity, whose perturbation is characterized by the critical parameter α = 0.1 (see also Figure 3 and Table 2). The unper-
turbed and perturbed Fermi levels, relative to the lowest occupied one-particle state, are  and , respectively.

Table 2: Squared overlap integrals in a spin 1/2 trapped gas of 122 particles with a sudden switching impurity potential characterized by the critical
exponent value α = 0.1 (see also Figure 3). The lowest occupied (v = 0, ε0 = 0.5 eV) and highest occupied (v = 120, ε120 = εF = 120.5) states are
mostly correlated to the corresponding perturbed states. Shake-up effects though involve the perturbed states which are closer in energy.

v′ v′

0 1.38233 0.742291 110 110.85 0.00147324
2 3.32392 0.108816 112 112.848 0.00234289
4 5.28188 0.046455 114 114.845 0.00429914
6 7.24826 0.0265519 116 116.843 0.010353
8 9.22 0.017436 118 118.84 0.0518994
10 11.1955 0.0124231 120 120.838 0.882784
12 13.1739 0.00934134 122 122.836 0.0234252
14 15.1546 0.00729833 124 124.834 0.00692288
16 17.137 0.00586813 126 126.831 0.00325807
18 19.121 0.00482476 128 128.829 0.00188445
20 21.1063 0.00403857 130 130.827 0.00122525

The shake-up probability  increases with

increasing height of the impurity potential barrier. In the

example considered here (Figure 3 and Figure 4) this

probability takes a percentage value of 19.26%, which is

extraordinarily similar to that of fullerene. Suppose we

keep the critical exponent constant, i.e., we fix α = 0.1, but

reduce the number of fermions in the gas to N = 38 first, and

then to N = 16. The corresponding shake-up probabilities will

decrease to 15.36% and 12.17%, respectively. Suppose, as a

complement, we keep the particle number constant, say,

N = 122, and increase α to 0.2 first, and then to 0.3. The corres-

ponding shake-up probabilities will increase to 29.3% and

35.7%, respectively.

3 Work distribution decomposition and many-
fermion shake-up
To characterize the zero-temperature features of the work distri-

bution (Equation 2), we decompose it according to the number

of fermions excited to the final states by the external potential.

In other words, we re-arrange the final state summation in

Equation 2 to write it in the form
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(7)

Table 3: Ground-state survival probability and shake-up probabilities involving excited states with 1–3 particles above the Fermi level. The closure
relation  , projected onto the unperturbed ground state, is verified with an error of less than 5% in all cases.

C60
α = 0.1 α = 0.1 α = 0.1 α = 0.1
N = 122 N = 84 N = 38 N = 16

no shake (%)
80.899 80.739 81.876 84.635 87.834

one body (%)
17.031 14.975 13.736 11.614 8.091

two body (%)
0.249 0.211 0.147 0.067 0.012

three body (%)
≈10−3 ≈10−5 ≈10−7 ≈10−7 ≈10−8

98.450 95.929 95.759 96.317 95.937

where Pk(W) accounts for the work done in all processes which

lead the system to occupy a final state with k fermions above

the Fermi level. Now, we use the formalism of creation and

annihilation operators, denoted  and cv′, respectively, acting

on the perturbed ground state, to express the Pk(W) distribu-

tions as shown in Equation 7 (see below).

Here, the squared overlaps can be reduced to the calculation of

matrix determinants involving the unperturbed and perturbed

one-fermion eigenstates of the initial and final Hamiltonians,

i.e., the unperturbed ground state set  and the perturbed

set obtained by taking  and replacing the elements

with . We also need to point out that in the

work distribution of fullerene we do not include the core elec-

trons, which do not take part in the photo-ejection. Indeed, the

overlap between the initial and final many-body states of the

“spectator” core levels is 1, within a numerical error of ca. 10−6.

This fact is not surprising, notwithstanding the differences in

the one-electron core states (Figure 2), because excitations from

the core to the valence part of the one-electron initial and final

spectra are not allowed.

The situations that we have considered so far encompass rela-

tively weak external perturbations, for which the most promi-

nent contribution is the no-shake line

(8)

This term corresponds to a process in which the work

 is used to distort the initial ground state, and leave

all the particles in the system relaxed into the final ground state.

Indeed, as already pointed out in the previous section and

emphasized by the results shown in Table 3, the no-shake inten-

sity, i.e., the ground-state survival probability, takes percentage

values of the order of about 80% either in the core-ionized

fullerene molecule or in the Fermi gas with N = 122 particles,

shaken up by a δ-potential of critical exponent α = 0.1. The Pk≥1

distributions define the shake-up process, with k fermions

jumping between the (unperturbed) ground state and the

(perturbed) excited states in response to the perturbation [35].

Also from Table 3, we can see that the largest part of the

fermion shake up lies in one-fermion excitations processes, e.g.,
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Figure 5: Zero-temperature work-distribution components (Equation 7) for a C60 molecule undergoing core ionization, and a Fermi gas of N = 16,
122 particles, shaken-up by a perturbation of critical index α = 0.1. Vertical values are give in percent, following Table 3.

in P1(W), while a residual contribution is from two-fermion

excitations, included in P2(W), and three-fermion shake up may

be generally neglected. The unitarity relation

is verified within ca. 95–98% by restricting the f-summation to

final states involving not more than two electrons excited at the

considered energies. These features are supported by the plots

in Figure 5, where we show how the partial components P0, P1

and P2 contribute to the zero-temperature work distribution

(Equation 2). Besides the primary line, i.e., the no-shake inten-

sity, we observe a sequence of secondary lines accounting, res-

pectively, for one- and two-fermion transitions that are sep-

arated by 1–2 order of magnitudes. The three-fermion response

lines (not shown) have maximum intensities smaller than

10−5% and 10−7%, in the two cases discussed here. Not visible

enough, the shake lines of the harmonically trapped Fermi gas

are almost uniformly spaced in steps of . The non-perfect

periodicity is due to the slight changes in the perturbed one-

fermion energies (see also Table 2), which where not caught by

the perturbation model of [32,35].

To finalize the analysis, we briefly discuss how to include

temperature effects into Equation 2, approximated as

As shown in the perturbation model of [32,35], the role of the

temperature is mostly accounted for by a Gaussian broadening

characterized by the variance

which is related to the particle–hole statistics, as well as to the

diagonal matrix element of the external potential. In the

fullerene case, another source of broadening is given by the

core-hole lifetime. Besides, to cope with real photoemission

experiments a further Gaussian term due to experimental uncer-

tainties is needed [18,19]. Working at low thermal energies, we

can therefore set , with B(W) denoting a

broadening function, which includes the “thermal” Gaussian of

standard deviation δβ. In Figure 6, we apply these considera-

tions to determine the low-temperature profile of the work

distributions for the core-ionized fullerene molecule and the

shaken-up Fermi gas. Comparing the fullerene distribution with

the experimental C 1s line shape from a thick C60 film, we find

a significant match of the low-energy satellite structure, at exci-

tation energies below about 4 eV, with the theoretical spectrum,

apart from a peak position shift of 0.31 eV. As a further com-

parison, in Figure 6 (left panel) we report the work distribution

obtained from the C60 and  eigensystems with a three-para-

meter hybrid functional by Becke [51] (the B3LYP functional)

instead of the PBE functional. Both the PBE and B3LYP results

appear to be consistent within a peak position shift of about 1

eV, though the relative peak position structure of the experi-

mental satellites seems to be better reproduced by the B3LYP

functional. The Lorenztian broadening of the spectra are consis-

tent with the calculated life-time broadening of the C 1s level in

graphite [52].

On the other hand, the numerical shake-up response of the

harmonically trapped Fermi gas is in excellent agreement with
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Figure 6: Low-temperature work distributions for: (left) a C60 molecule undergoing core-ionization; (center,right) a Fermi gas of N = 16, 122 particles
shaken-up by a perturbation of critical index α = 0.1. In the C60 case, Pγ is the zero-temperature distribution  broadened by
a Lorentzian of width γ = 0.05 eV; Pγ,σ is obtained by convoluting P(W) with a Voigt distribution [18,19], whose Gaussian standard deviation
σ = 0.172 eV and Lorentzian width γ = 0.068 eV are adjusted to some measurements on thick fullerene films. The experimental data are taken from
[12,13] and plotted on the same arbitrary unit scale [18,19]. The theoretical distributions are computed with the DFT approach outlined in Section 2.1,
using both the PBE and the B3LYP functionals. In the two examples of the Fermi gas, the zero-temperature work distributions are broadened with a
Gaussian whose standard deviation δβ corresponds to , and compared with the analytical model of [32,35]. Vertical values are given in
percent relative to the no-shake peak.

the analytical model presented in [32,35], in which a compact

form was given to the characteristic function of work

being the Fourier transform of the work distribution, and

including all possible excited states, i.e., all possible compo-

nents (Equaiton Equation 7). Two differences, inherent to the

perturbation method, lie in the non-perfect periodic sequence of

the shake-up peaks, which is significant only for low particle

numbers, and in the critical exponent of the perturbation ap-

proach denoted α0 giving rise to the thermal broadening .

Accordingly, the effective temperatures corresponding to the

numerical and analytical curves are different. When the pertur-

bation series giving rise to  is summed over all orders, α0

will be eventually renormalized to α, and δ0β to δβ.

Conclusion
We have presented a numerical approach towards the calcula-

tion of the work distribution for a many-fermion system, shaken

up by the sudden quench of a work parameter. To show the

versatility of the method, we have discussed applications in two

very diverse energy ranges, namely: (i) a fullerene molecule,

where the absorption of a photon leads to a critical rearrange-

ment of the ground state of the interacting valence electrons,

witnessed by the Anderson orthogonality catastrophe; and (ii) a

non-interacting gas of harmonically trapped fermions, where the

catastrophe can be simulated in a controlled fashion by the

appropriate embedding of a single probe qubit. We have suit-

ably selected the parameters of the Fermi gas, in order to have

roughly the same overall shake-up content as the fullerene

molecule. In the plots of Figure 5 and Figure 6, we have

explored the detailed features of the Anderson orthogonality

catastrophe in the sequence of the shake-up satellites. The com-

parison with experiments on C60 indicates the reliability of the

approach, putting emphasis on the present capability of DFT

codes in predicting the excited state structure of molecules and

solids [53]. On the other hand the comparison of the results

from the trapped Fermi gas with the analytical model of [32,35]

is suggestive of a deeper analysis into the definition of the crit-

ical exponent of the model, leaving open the possibility for

further investigations in the weak-coupling regime.
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Abstract
We demonstrate the kinetically controlled growth of one-dimensional Co nanomagnets with a high lateral order on a nanopatterned

Ag(110) surface. First, self-organized Si nanoribbons are formed upon submonolayer condensation of Si on the anisotropic Ag(110)

surface. Depending on the growth temperature, individual or regular arrays (with a pitch of 2 nm) of Si nanoribbons can be grown.

Next, the Si/Ag(110) system is used as a novel one-dimensional Si template to guide the growth of Co dimer nanolines on top of

the Si nanoribbons, taking advantage of the fact that the thermally activated process of Co diffusion into the Si layer is efficiently

hindered at 220 K. Magnetic characterization of the Co nanolines using X-ray magnetic circular dichroism reveals that the first

atomic Co layer directly adsorbed onto the Si nanoribbons presents a weak magnetic response. However, the second Co layer

exhibits an enhanced magnetization, strongly suggesting a ferromagnetic ordering with an in-plane easy axis of magnetization,

which is perpendicular to the Co nanolines.

777

Introduction
In the last fifteen years, bottom-up approaches have provided

promising routes for creating a wide range of nanostructures

with new magnetic, electronic, photonic or catalytic properties.

Such approaches are based on growth phenomena after atoms

and molecules are deposited from the vapor phase onto

surfaces. Taking advantage of the intrinsic structural properties

of atomically well-defined surfaces, the self-ordering of atoms

and molecules allows the fabrication of patterns with nanometer

dimensions and precise control over the shape, composition and

mesoscale organization of the structures formed.

As growth occurs in many cases under non-equilibrium condi-

tions, the resulting structures result from a competition between

kinetics and thermodynamics. With respect to metallic nano-
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structures, the morphology is essentially determined by kinetics

and results from a complex balance of many competing

processes occurring at the atomic scale. Each of these processes

is thermally activated and characterized by an activation energy.

By tuning the growth parameters, such as the substrate tempera-

ture or the deposition rate during the deposition of matter, atom-

istic processes can be selectively promoted or hindered. Using a

pre-patterned substrate, networks of metastable, metallic nano-

structures exhibiting different geometries can be fabricated on

metallic substrates by self-organized growth. Self-ordering

proceeds by the preferential nucleation of species on regular-

spaced surface traps, which can exist as steps [1,2], atomic sites

[3], or the combination of both [4,5], chemical species [6] or

dislocation networks [7]. In contrast, when molecules are

deposited onto surfaces, the growth is more driven by thermo-

dynamics and molecular arrangements are the result of a deli-

cate balance between lateral interactions between molecules and

molecule–substrate coupling. Considering the capability of

chemical synthesis to create artificial molecules with a poten-

tially large variety of functionalities, supramolecular [8-11] and

covalent [12] assemblies with tailor-made properties can

be produced by self-assembly. It has also been reported

that nanotemplates can be successfully used to form well-

ordered molecular arrays [9,13-17]. Finally, the growth of semi-

conductor nanostructures is an intermediate case where the

pattern is governed by the complex interplay between kinetics

and thermodynamics.

The last twenty years have seen an unprecedented rise in the

interest in magnetic nanostructures. Besides the interest to

potential technological applications, such as magnetic field

sensors or magnetic data storage, numerous studies have been

devoted to fundamental investigations of magnetism at the

nanoscale. Since the discovery of the magnetoresistance effect

in 1988, this field has been constantly developing novel nano-

systems with unusual physical properties, highlighting the need

to study structures of low dimensionality for a fundamental

understanding of the physics of the magnetic state. Although

less developed, the fabrication of nanostructures of true atomic

dimension using a bottom-up approach can result in a deeper

insight into the fundamental understanding of their intrinsic

properties. For instance, the study of surface-supported two-

dimensional (2D) and one-dimensional (1D) Co nanostructures

has shown that magnetic properties are highly size dependent,

due to the low coordination of the atoms of atomic-scale nano-

structures [1,18]. For such nanostructures, enhanced magnetic

anisotropy energy (MAE) and orbital moment have been evi-

denced as compared to the bulk material. Concerning 1D nano-

structures, additional effects, especially with regards to magnet-

ic anisotropy, are expected, related to their anisotropic shape

[1,19,20]. Since metallic substrates are known to strongly influ-

ence the magnetic properties of the supported transition metal

nanostructures, it appears interesting to also study the growth of

such objects on a non-metallic template. We underline that

since self-organized growth allows the fabrication of a high-

density of nanostructures with a narrow size distribution, this

route of nanofabrication opens up the possibility to investigate

their properties using either local or macroscopic integration

probes.

In this paper, we show how kinetically controlled growth

methods allow for the fabrication of identical, highly ordered,

1D, Co nanostructures on a pre-patterned Ag(110) substrate.

For the first step, individual Si nanoribbons (NRs) and high-

density arrays (5 × 106 cm−1) of Si NRs are formed on Ag(110)

upon submonolayer condensation of Si at room temperature

(RT) and 460 K, respectively. We have recently shown that Co

deposition on the Si/Ag(110) system at RT leads to the self-

organized growth of Co dimer nanolines on top of the Si NRs,

reproducing the 1D pattern of the Si template. This, however, is

limited by defects induced by Co incorporation into the Si NRs

[21]. In the experiments reported herein, Co was deposited at

220 K to kinetically block this Co incorporation process and

obtain long, defect-free, Co nanolines. The first magnetic char-

acterization results of the Co nanolines using X-ray magnetic

circular dichroism (XMCD) are reported, revealing that the

atomic Co layer directly adsorbed onto the Si nanoribbons

presents a weak magnetic response. The second Co layer

exhibits an enhanced magnetization, strongly suggesting a

ferromagnetic ordering with an in-plane easy axis of magnetiza-

tion, perpendicular to the Co nanolines.

Results and Discussion
Self-organized growth of Si nanoribbons on
Ag(110)
Depending on the temperature of the silver substrate (Tsub)

during Si deposition, different geometries of 1D Si nanostruc-

tures can be grown on the bare Ag(110) substrate, ranging from

isolated, ultrathin, Si NRs to massive 1D nanostuctures corres-

ponding to silver surface faceting [22]. All of these nanostruc-

tures are perfectly aligned along the  direction of

Ag(110). In the following, we will focus on the formation of the

Si NRs, which are stable below 550 K and are subsequently

used to guide the growth of the Co nanolines.

In their pioneering work, Leandri et al. reported that upon

submonolayer Si deposition at RT on the anisotropic Ag(110)

surface, isolated Si NRs spontaneously form [23]. As can be

viewed in the STM image presented in Figure 1a, the Si NRs

are parallel to the atomically dense  rows of Ag(110) and

have been shown to display a 2× periodicity along their edges

(2 ∙  ≈ 0.6 nm) [23]. These NRs, denoted hereafter as single
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Figure 1: STM images recorded at 77 K at submonolayer Si coverage showing single and double Si nanoribbons (NRs) grown on Ag(110) upon
Si deposition at (a) Tsub = RT, I = 300 pA, Vsample = 1V and (b) Tsub = 460 K, I = 200 pA, Vsample = 140 mV. The pitch of the Si array is 5 ∙ 
(  = 0.409 nm, the Ag(110) lattice parameter in the [001] direction).

NRs, are composed of two rows of round protrusions [24]. We

note that these protrusions are too large to represent individual

atoms. We have recently shown that neither STM nor non-

contact atomic force microscopy (nc-AFM) probes can straight-

forwardly resolve the inner atomic structure of the Si NRs [25].

All NRs, varying only in length, present the same width of

2 ∙  (≈0.8 nm) and the same apparent height: the corruga-

tion measured by STM varies from 50 to 150 pm, depending on

tunneling conditions [26]. As shown in Figure 1a, the self-orga-

nized Si NRs deposited at RT are randomly distributed on the

Ag terraces. Only a few of the grown Si NRs (those corres-

ponding to four row protrusions) present a width of 4 ∙ 

(≈1.6 nm). We emphasize that these NRs differ only in width

from the single ones and will be denoted hereafter double NRs.

The ratio between double and single NRs increases with Tsub

[24,26]. At Tsub = 460 K, double NRs are predominantly

formed upon Si deposition. These double NRs are self-orga-

nized in a regular array with a 5× periodicity in the [001] direc-

tion, perpendicular to the NRs (see Figure 1b). At submono-

layer coverage, the silver substrate is thus progressively covered

upon Si deposition by elongated 2D islands corresponding to

the 5 × 2 Si grating. Remarkably, this extremely dense Si NR

array has a very low density of defects corresponding to isolated

defects or single NRs (more rarely triple NRs (6 ∙ )).

At completion of this 5 × 2 arrangement, the entire silver sub-

strate is covered by an ultrathin Si film consisting of a self-

organized Si NR array (pitch: 5 ∙  ≈ 2 nm) with a single

domain orientation. This structure was confirmed by surface

diffraction techniques (low energy electron diffraction, LEED

and grazing incidence X-ray diffraction, GIXD) and large scale

STM images [24,26]. The sharp spots of the 5 × 2 superstruc-

ture displayed in LEED patterns and the narrow GIXD diffrac-

tion peaks associated with the 5× periodicity of the superlattice

confirm the high structural order of the Si grating. It should be

noted that to date, despite the numerous experimental and theo-

retical investigations on the Si/Ag(110) interface, no reliable

atomic structural model for the Si NRs has been proposed.

Self-organized growth of Co dimer nanolines
on Si/Ag(110)
Recent studies have shown that Si NRs grown on Ag(110) can

be used as a template for the formation at RT of 1D nanostruc-

tures composed of transition metals such as Co [21] or Mn [27].

In both studies, a preferential adsorption on top of the Si NRs

with respect to the surrounding uncovered silver areas was

reported. Co and Mn are known to easily react with silicon to

form silicides. The thermally activated process of Co and Mn

diffusion into the Si NRs, which is the first step of the silicide

formation, was found to be partially hindered at RT in both

systems. This gives rise to the formation of 1D nanostructures,

reproducing the 1D pattern of the Si/Ag(110) template.

First, we reference the results already obtained in our group

concerning Co adsorption at RT [21,28,29]. The STM image of

Figure 2c shows a typical 1D Co nanostructure formed after Co

deposition at RT on isolated Si NRs, partially covering the

Ag(110) surface. The grown 1D nanostructures correspond to

Co nanolines composed of dimers oriented perpendicular to the

axis of the Si NRs. A Co dimer of the second layer can also be

observed. The Co–Co distance in a dimer, as measured by

STM, is ≈0.4 nm (i.e., ≈ ) and the distance between two

dimers along the nanoline is ≈0.43 nm (i.e., ≈1.5 ∙ ). The

apparent height of both Co layers is ≈50 pm, suggesting single-

atom-thick layers. Interestingly, it has been reported that the Co

nanoline growth proceeds in a nearly layer-by-layer growth,
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Figure 2: (a,b) STM images at different magnification scales, recorded at 77 K for a Co coverage of approx. 0.6 monolayers, showing the formation of
identical and highly ordered Co dimer nanolines on the Si nanoribbon array grown on Ag(110) after Co deposition at 220 K. I = 90 pA, Vsample = −1 V.
(c) High-resolution STM image of a Co dimer nanoline grown at RT on a Si nanoribbon (NR). I = 1.3 nA, Vsample = 0.55 V.

reproducing the 1D pattern of the Si template up to five mono-

layers thick. The width of the Co dimer nanolines is similar to

the width of a single Si NR. Co adsorption on double Si NRs

leads to the formation of nanolines identical to those observed

on single Si NRs, except that most of them are coupled by two

on the same double NRs.

Despite the fact that the kinetics of Co diffusion into the Si NRs

has been observed to be low at RT at the timescale of our exper-

iments, it has been shown that the length of the Co nanolines is

governed by this atomic process of Co in-diffusion rather than

the surface diffusion of the adsorbed Co atoms [21]. The

incorporation of Co leads to the local destruction of the Si NRs,

leaving bare Ag(110) areas. As the activation energy for Co

surface diffusion is expected to be lower than that of Co

in-diffusion, Co deposition at a lower temperature was

performed in the experiments presented here to form longer,

defect-free, Co nanolines. The STM images in Figure 2a,b

show the formation of identical and highly ordered Co dimer

nanolines on the Ag(110) surface completely covered with

the Si NR array grown on Ag(110), upon Co deposition at

Tsub = 220 K. The Co coverage is 0.6 ± 0.1 of a monolayer of

Co (MLCo). 1 MLCo corresponds to the 5 × 2 Si NR array

completely covered with Co nanolines and equals 0.6 mono-

layers (ML) in silver (110) surface atom density. It can be

observed that only few, bare silver areas remain, suggesting that

the process of Co incorporation into the Si NRs is efficiently

blocked at this temperature. In the following section, magnetic

characterization of such assemblies of Co nanolines using

XMCD is reported.

Magnetic characterization of the Co dimer
nanolines
X-ray absorption spectroscopy (XAS) spectra were recorded at

normal incidence in a magnetic field of 6 T for parallel (σ+) and

antiparallel (σ−) alignment of the X-ray helicity with respect to

the sample magnetization. Magnetic hysteresis measurements at

the L3 resonance confirm that the sample magnetization is satu-

rated at 6 T. The strong non-magnetic background signal

coming from the Ag substrate was subtracted from the Co L2,3

XAS spectra presented in this paper. The spectra are also

normalized to the incident beam intensity, which is set to zero at

the L3 pre-edge and to one far above the L2 edge. Figure 3a,b

shows the XAS spectra for both helicities (upper panel) for

≈1 MLCo and ≈2 MLCo, respectively. Two broad absorption

resonances are clearly visible at the L3 and L2 edges. A

shoulder peak, indicated in the XAS spectra of Figure 3 by a

dotted line, is also present at about 4 eV above the L3 edge,

located at 779.4 eV. The XAS spectra, which clearly show no

trace of cobalt silicides [30,31], are characteristic of metallic Co

[32]. Such a lineshape has been seen in numerous structures

composed of a thin Co layer grown on a metallic substrate

[1,4,32-34] or an insulating support [35]. Although the shoulder

at +4 eV from the L3 edge can be observed for other Co nano-

structures (e.g., an ultrathin 1.25 ML Co film grown on Rh(111)

[33] or a superlattice of 0.35 ML 2D Co nanoparticles on

Au(788) [4]) this feature is more pronounced in the case of our

Co nanolines, especially for low Co coverage. It seems reason-

able to exclude the formation of a Co silicide or a Co oxide,

since in these cases, a more structured absorption spectrum is

expected [30,36,37]. The XAS signal around this energy may be

enhanced by the presence of interface states for Co atoms

located at the Co/Si interface as suggested by Pong et al. [30].

For both 1 MLCo and 2 MLCo, the XAS spectra are similar.

However, appreciable differences are present in the XMCD

signals reported in the lower panels of Figure 3a,b. The

XMCD signal that represents the difference between the XAS

spectra for left- and right-handed polarized light gives access to

the magnetization direction and magnitude of a specific

element. According to the magnetic sum rules [38,39], the spin
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Figure 3: XAS spectra taken at normal incidence (Θ = 0°) for both helicities (σ+ and σ−) at 4 K with a magnetic field of 6 T and corresponding XMCD
signals for (a) 1 MLCo and (b) 2 MLCo on Si/Ag(110). Orbital and spin magnetic moments in both structures were determined by applying the sum
rules.

(μS) and orbital (μL) moments can indeed be quantitatively

determined. In this work, we have applied the formalism

described by Chen et al. [35] in order to evaluate the spin and

orbital contributions to the magnetization of the Co nanolines.

The number of holes in the Co 3d band is estimated to be 2.5,

which corresponds to the average theoretical value for bulk Co

[40,41]. Note that a similar value of 2.4 has been found for the

case of Co adatoms on Pt(111) [18]. For 1 MLCo, we obtain a

spin moment of 0.14 Bohr magneton (μB) and an orbital

moment of 0.04 ∙ μB, values, which are considerably smaller

than the bulk values given in [35]. The very low dichroism for

1 MLCo reveals a weak magnetic order in this structure when

Co is directly adsorbed on Si. Interestingly, a similar Co

coverage grown on metallic substrates exhibits a strong magnet-

ic response [1,19,33]. Our results thus evidence that the ultra-

thin Si layer decouples the Co nanostructures from the metallic

substrate, which leads to a drastic decrease of both the orbital

and spin magnetic moments.

The deposition of a second MLCo leads to a strong enhance-

ment of the XMCD signal. The spin and orbital moments of the

ultrathin 2 MLCo film derived from our measurements are

0.90 ∙ µB and 0.12 ∙ µB, respectively. Taking into account the

values found for 1 MLCo and considering that they remain the

same in the first layer of the 2 MLCo film, the moments of the

Co atoms in the second layer can be estimated as µS = 1.66 ∙ µB

and µL = 0.20 ∙ µB. These values, which are close to those of

the bulk material (µS = 1.55 ∙ µB and µL = 0.153 ∙ µB) [35],

strongly suggest a ferromagnetic ordering. This structure is

therefore used to study the magnetic anisotropy in the Co nano-

lines. The hysteresis loops, obtained from the XMCD signal,

were recorded at 4 K for different angles Θ varying from

normal incidence (Θ = 0°) to grazing incidence (Θ = 70°) using

the measurement geometry presented in Figure 4b. Note that at

grazing incidence, the magnetic field is oriented perpendicu-

larly to the Co lines. The hysteresis loops for the two extreme

configurations (Θ = 0° and 70°) are presented in Figure 4a and

the details of the zero-field region show an opening in the M–H

curve recorded at Θ = 70°. The square shape of the magnetiza-

tion curve confirms the presence of significant exchange

coupling in the Co film. The angular dependence of the magne-

tization measured at 0.5 T and normalized to the saturation

value is plotted in Figure 4c. The results clearly evidence the

presence of an in-plane easy axis of magnetization, perpendic-

ular to the Co nanolines (i.e., along the Co dimer direction).

Theoretical [20] and experimental [42] studies related to the

1D Co nanostructures deposited on metallic substrates revealed

that the easy axis of magnetization considerably depends on the

transverse width of the wires and on the interaction with the

substrate. In both cases, an easy axis of magnetization perpen-
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Figure 4: (a) Hysteresis loops of 2 MLCo on Si/Ag(110) measured at 4 K at normal (Θ = 0°) and grazing (Θ = 70°) incidences. The curves have been
normalized to their saturation value. (b) Schematic representation of the measurement configuration: incident light and magnetic field are parallel and
form an angle Θ with the surface normal in the plane perpendicular to the Co nanolines. (c) Variation of the magnetization at 0.5 T normalized to the
saturation magnetization (MS) as a function of the incidence angle, Θ.

dicular to the wires is reported for two-atom-wide wires,

in-plane in the case of Co deposited on Pd(110) [20], and with

an out-of-plane component for Co bi-chains decorating the steps

of the Pt(997) surface [42]. Although the interaction with the

underlying layer is expected to be different in our system, our

results are consistent with these reported findings. However, our

system differs in MAE, which can be estimated from the

hysteresis curves [33]. Bearing in mind the very weak dichroic

signal recorded for the 1 MLCo deposit, for this calculation, we

consider that only the second Co layer contributes to the M–H

curve. The total magnetic moment has been taken as the sum of

both the spin and orbital moments in the second Co layer, which

gives 1.86 ∙ µB per atom. The MAE can be derived from the

hysteresis curves displayed in Figure 4a using Equation 2 in

[33]. We obtain an in-plane MAE of 0.07 meV per Co atom.

This value is small compared to the large out-of-plane

anisotropy of Co bi-chains on Pt(997) [42] and to the in-plane

anisotropy of Co bi-atomic chains grown on Pd(110) [20].

However, a study of the magnetization angular dependence in

the surface plane is required in order to fully characterize the

anisotropy of our system and understand its origin.

Conclusion
In this work, we demonstrated that by tuning the temperature of

the silver substrate during Co deposition, the nanopatterned

Ag(110) surface consisting of a regular array of Si nanoribbons

can be used to guide the self-organized growth of identical Co

dimer nanolines with a high lateral order. XMCD measure-

ments revealed that the proximity of the Si template does not

affect the metallic character of the Co nanostructures. However,

the magnetic properties of the Co nanolines are considerably

reduced for low Co coverage when Co is directly adsorbed on

Si. The study of the magnetization angle dependence evidences

the presence of an in-plane easy axis of magnetization perpen-

dicular to the Co nanolines (i.e., along the Co dimer direction).

Another in-plane anisotropy (for instance, along the nanolines)

is not excluded, but its demonstration requires further measure-

ments. We stress that due to the presence of a magnetic Co–Si

dead layer on the Si template, an efficient decoupling of the Co

nanostructures from the metallic silver substrate can be

achieved for the upper Co layers, allowing for the characteriza-

tion of their intrinsic properties.

Experimental
All experiments were performed in situ in ultra high vacuum

(UHV, base pressure, 10−10 Torr). The STM images and LEED

patterns were recorded at the CINaM in Marseille using an

Omicron Nanotechnology STM, working at 77 K and RT.

XMCD experiments were performed at the DEIMOS [43]

beamline at the French national synchrotron facility (SOLEIL),

which operates in the soft X-ray range. XAS was performed in

total electron yield mode at the Co L2,3 edges. The spectra were

recorded at 4 K, under a variable magnetic field of up to 6 T,

collinear with the incident X-ray direction. To probe the mag-
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netic anisotropy, the sample was rotated with respect to the

magnetic field by an angle Θ, where Θ is the angle between the

surface normal and the light beam ranging from 0° (normal inci-

dence) to 70° (grazing incidence), as represented in Figure 4b.

The Co/Si/Ag(110) system was obtained using standard pro-

cedures for growth experiments in UHV. The Ag(110) sample

was prepared by repeated cycles of Ar+ sputtering and

annealing at 770 K. Si was evaporated on the silver substrate at

two different substrate temperatures (RT and 460 K) from either

a thermally heated crucible using a commercial Omicron

Nanotechnology e-beam evaporator or a direct current heated

piece of silicon wafer kept at 1520 K. The Co was deposited

using a Co rod (purity 99.99%) inserted in a commercial

Omicron Nanotechnology e-beam evaporator. For XMCD

measurements, Co was deposited at 220 K on the silver sub-

strate covered with the Si NR grating. The Co coverages in

XMCD experiments have been estimated using combined

measurements with Auger electron spectroscopy (AES), XAS at

the Co L3 edge and STM. All STM images were obtained in the

constant current mode. The STM data were processed using

WSxM and Gwyddion software. The lattice parameters of

Ag(110) are denoted  = 0.289 nm in the  direction

and  = 0.409 nm in the [001] direction.
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Abstract
In this paper, we show that it is possible to synthesize carbon-based three-dimensional networks by adding sulfur, as growth

enhancer, during the synthesis process. The obtained material is self-supporting and consists of curved and interconnected carbon

nanotubes and to lesser extent of carbon fibers. Studies on the microstructure indicate that the assembly presents a marked vari-

ability in the tube external diameter and in the inner structure. We study the relationship between the observed microscopic prop-

erties and some potential applications. In particular, we show that the porous nature of the network is directly responsible for the

hydrophobic and the lipophilic behavior. Moreover, we used a cut piece of the produced carbon material as working electrode in a

standard electrochemical cell and, thus, demonstrating the capability of the system to respond to incident light in the visible and

near-ultraviolet region and to generate a photocurrent.

792

Introduction
In the last years, there has been growing interest in developing

natural and synthetic three-dimensional architectures rather than

two-dimensional ones because of the increase of active surface

area throughout the entire 3D structure. Hydrogels, organogels,

and aerogels based on silica [1] or carbon [2] and consisting of

micro-, and macroscopic assemblies are reported in the litera-

ture. In particular, self-sustaining assemblies that show high

porosity [3], structural stability, and good electrical conduc-

tivity [4] are the best candidates for environmental applications

such as filtration [5], separation [6], biological sensors [7], and

oil-spill remediation [8] but also as mechanical actuators [9],

catalytic supports [10], and super capacitors [11]. In this

research field, architectures based on carbon nanotubes (CNTs)

are the focus of intense research activity [2]. Since CNTs are

one-dimensional structures with well-known electrical and

mechanical properties, they are the ideal building blocks for

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:manuela.scarselli@roma2.infn.it
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Figure 2: SEM micrographs showing the entangled structure of the network acquired at two different magnifications (a,b). The red arrows in panel (b)
point to junctions between CNTs.

constructing three-dimensional random meshes from their over-

lapping. Recently, Gui and co-workers [6] fabricated CNT-

sponges through a chemical vapor deposition (CVD) process

during which a catalyst precursor (ferrocene) dissolved in

dichlorobenzene, which acted as carbon precursor, was injected

in the reactor chamber. They obtained millimeter-thick CNT-

assemblies in which individual nanotubes were stacked in a

random manner to form the bulk material.

Similarly, in this paper, we show that through carrying out a

CVD synthesis with different precursors it is possible to synthe-

size three-dimensional carbon networks consisting of randomly

interconnected nanostructures. The bulk carbon nanostructures

display a structural flexibility rarely observed in other high-

porosity materials, e.g., bulk carbon aerogels [12] or aligned

CNT arrays [3]. The pristine CNT-sponges are super-

hydrophobic (i.e., a water contact angle greater than 150°) and

oleophilic as reported recently [13,14]. Therefore, in this paper,

we show that the structural and electronic features of the

network are directly responsible for the hydrophobic and the

lipophilic behavior.

In addition, to test the capability of the system to respond to

incident light and generate a photocurrent, we cut a piece of the

CNT-sponge, which has a self-sustainable structure, and used it

as the working electrode in a standard electrochemical cell. In

this manner, it was possible to register a good photo-response of

the CNT-network in the visible and near-ultraviolet range.

Results and Discussion
The produced CNT-sponges are light and porous, and can be

cut into pieces of the desired size as shown in Figure 1. The

micro-porosity of the synthesized material is responsible for its

very low density of about 15 mg/cm3 and its good conductivity

(electrical resistance of about 40 Ω·cm−1). These values are

comparable to those reported in the literature for similar

samples [6].

Figure 1: Photograph of a dish containing CNT-sponges, and two cut
pieces of few cubic mm.

Scanning electron microscopy (SEM) analysis of the interior of

the samples reveals that the material is made of randomly self-

assembled, long and interconnected tubular nanostructures, with

pore sizes from several nanometers to a few micrometers

(Figure 2a). The high number of interconnections indicated by

the arrows in Figure 2b is caused by the presence of topological

defects in the carbon sp2 lattice that originate during the growth

process. In particular, the addition of sulfur to the synthesis

process induces the formation of pentagonal and heptagonal

carbon rings [15,16] that favors the bent geometry of the nano-

structures. No structural differences are observed along the

whole sample within this morphological characterization.
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Figure 4: Photographs of water droplets of different volumes (a) and contact angle profile of a single drop (b) on the bulk material.

In the case of the sample reported in Figure 2, the statistical

analysis gives a double distribution of the external diameter

centered at 91 ± 3 nm, and 418 ± 5 nm, respectively. The length

of the tubes can vary from few nanometers to millimeters, and

the CNTs have a high number of walls as evidenced by a trans-

mission electron microscopy studies described in [13]. SEM

micrographs obtained at higher magnification evidence the

presence of interconnected and curled CNTs as shown in

Figure 2b. The electron energy loss spectroscopy analysis

performed in reflection mode further supports the predomi-

nance of C-sp2 hybridization in the nanotubes, as indicated by

the electron microscopy studies. In fact, the spectrum in

Figure 3, displays two peaks at 6 eV and 24.5 eV. These are

contributions coming from the π and π + σ plasmons, respect-

ively, of the sp2 lattice [17]. In particular, the energy positions

of both features are downshifted in energy loss compared to

those of the highly oriented pyrolytic graphite (7 eV and 28 eV,

respectively). This behavior is due to the low dimensionality of

the system similar to that reported for multi-walled CNTs [18].

Figure 3: Electron energy loss spectra (Ep = 300 eV) obtained on the
CNT-sponge. The π and π + σ plasmons have been emphasized for
better view (red line).

The micro-porosity of the synthesized material is responsible of

its low weight and its capability to sustain high compression

loads as recently reported for our samples [14]. Furthermore,

two interesting properties that originate from the high porosity

and the presence of numerous interconnected one-dimensional

nanostructures are the hydrophobicity and oleophilicity. To

better characterize the hydrophobicity one can measure the

advanced static contact angle at room temperature for water

droplets of different volumes ranging from 5 to 20 µL, as

shown in Figure 4a.

The presence of a composite solid–liquid–air interface explains

the high value of the measured contact angle (Θ = 175°), as

evaluated in Figure 4b, with no observable roll-off angle, even

when the substrate is turned upside down, see Figure 5a. There-

fore, we infer that the contact angle hysteresis is sufficiently

high to pin the water droplet on the MWCNT surface. It is

possible to estimate the adhesive force in length units of a

surface in contact with water from the equation [19]:

(1)

where γLV denotes the surface tension of the liquid–vapor (LV)

interface for water γLV = 72.5 mN/m, and Θ is the measured

contact angle (Θ = 175°). The estimated adhesion force of the

water droplet (20 µL) reported in Figure 4b, is about 50 µN.

Measuring the variation of the static contact angle as a function

of the time at room temperature shows a reduction of the initial

value of less than 2% after 100 min, due to water evaporation.

This proves the stability of the super-hydrophobic state

(Figure 5b). These findings indicate that the CNT-sponge wetta-

bility is well described by a Cassie–Baxter model [20] for

which a quite rough surface allows air trapping and ensures the

high contact angle measured. In particular, in such a system

pores in the random network (i.e., void fraction) favor air trap-

ping due to the strong capillary force that the surface exerts on

the liquid. The water drop can be viewed as sitting on a



Beilstein J. Nanotechnol. 2015, 6, 792–798.

795

Figure 5: Stability of the super-hydrophobic state. No roll-off angle was measured, even when the substrate is turned upside down (a). Variation of
the measured contact angle for a 10 µL water droplet as a function of the time, the vertical scale has been expanded for better view (b).

composite surface consisting of solid and air. Therefore, one

can describe the wetting properties of the sponge surface in the

super-hydrophobic regime using the Cassie-Baxter equation

[20]:

(2)

where  and  are the fractions of solid and air contacting the

water droplet, θ* is the apparent contact angle, and θ is the

Young’s contact angle of the surface, with cosθ defined as:

(3)

where γSV, γSL, and γLV denote the surface tension of the

solid–vapor (SV), the solid–liquid (SL), and the liquid–vapor

(LV) interface, respectively. If we insert in Equation 2 the

Young’s contact angle measured experimentally for a MWCNT

[21,22] (from Nanocyl, NC7000, diameter: 5–50 nm) random

network film, , and as apparent contact angle the

average value θ* = 175°, we obtain a surface air fraction of

.

This value indicates that the wet fractional area of the drop base

in contact with the sponge surface is very low and thus large

amount of air pockets formed, because of the fakir effect [23]

induced by the high roughness of the CNT random network.

On the other hand, the CNT-sponge shows a high absorption

capacity towards oils (e.g., vegetable and mineral oil). The

contact angle is significantly less than 90° and therefore the

CNT-sponge is lipophilic [6]. In Figure 6a the beginning of the

removal of mineral oil (from AGIP company, ISO46) spreading

on the water surface using the as-prepared three-dimensional

material is shown. It is possible to evaluate the adsorption

capacity of the sponge, from the ratio between the final and

initial weight after full adsorption [6]. As an example, a CNT-

sponge of 2 mg is able to selectively uptake vegetable oil up to

16 times of its initial weight. The observed high value of the

uptake efficiency can be ascribed to the presence of both

(i) carbon sp2 species (e.g., nanofibers), characterized by a

rough surface, and (ii) the high porosity. In fact, it is known that

irregular surfaces make adsorption of organics much easier than

smooth ones [24]. The adsorbed oil can easily be removed after

the sponge is saturated simply through squeezing it from the

sponge or through burning it. In Figure 6b, the oil-saturated

sponge is ignited, the fire burns the oil and the sponge is ready

to be reused.

Figure 6: Burning and reuse of the CNT-sponge. Photograph of the
starting of the oil-adsorption process (a), and burning after the sponge
got saturated with oil (b).

We investigated with SEM on the nanostructure properties

before and after oil adsorption and the subsequent burning

process. Figure 7a and Figure 7b show two SEM micrographs
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Figure 7: SEM micrographs of the CNT-sponge surface after one (a) and two (b) burning processes. Correspondent EDX spectrum collected from
sample (a) showing some constituents of the adsorbed oil together with the main components of the CNT-sponge (c).

obtained from the surface of the CNT-sponge after one and two

adsorption–burning processes, respectively. While the porous

assembly appears almost entirely preserved, the nanostructures

composing the network are partially covered by some oil

residues. This finding is confirmed by EDX spectrum collected

on the network of Figure 7a, that shows contributions from: the

CNT-nanostructures (C and Fe), some of the constituents the oil

used in the experiment (Zn, Mo) and small traces of Ca from

water, Figure 7c. No sulfur signal was detected in the network,

indicating that the sulfur content is too small. Therefore, we can

assume that almost no sulfur was trapped in the network, in

accordance to what was reported for similar CNT-networks

[25].

A sponge-like multiwall-CNT framework was recently used as

the catalytic layer of a counter electrode for a dye-sensitized

solar cell (DSC) [26]. The CNT-sponge was directly trans-

ferred onto a conductive substrate to make a counter electrode

(CE), exploiting its good electrical and mechanical properties.

A photoelectric conversion efficiency of about 6.2% was

achieved for the DSC with a CNT-sponge CE, compared to

7.6% of that with Pt CEs.

Recently, our research group showed that 2D films made of

pristine MWCNTs can be used as optically active medium for

light energy conversion in a solar cell device [27]. Accordingly,

we performed a similar measurement using a piece of CNT-

sponge, which possesses a self-supporting structure, as the

working electrode in a standard electrochemical cell. The

photo-response was measured as a function of the incident

photon wavelength and expressed in terms of IPCE (incident-

photon-to-current efficiency) (Figure 8). In the same figure, the

response obtained from a MWCNT film grown on a silicon sub-

strate [27-29] is reported for comparison. The samples show a

photo response to the incident light with a similar IPCE trend. It

is noteworthy that the signal coming from the CNT-sponge has

a maximum around 420 nm, red-shifted with respect to that

obtained from CNTs film of around 360 nm. The observed

difference can be ascribed to the highly complex microscopic

structure of the sponge compared to that of the MWCNTs

composing the film. Indeed, not only the CNT-sponge presents

a marked variability in the tube diameter but also carbon few

fibers are present in the network. These structural fluctuations

give different response to incident light.

Conclusion
A chemical vapor deposition process can be used to synthesize

three-dimensional porous structures composed of CNTs. The

obtained CNT material exhibits a sponge-like structure and has

a low density. The capability to adsorb and remove different
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Figure 8: Incident-photon-to-current efficiency (IPCE, %) obtained
from a MWCNT 2D film (purple circles), and for a CNT-sponge sample
(grey squares) as function of incident photon wavelength.

types of oil has been demonstrated and can be considered very

interesting for environmental applications. In addition, the CNT

network shows a good photo response to incident light in the

visible and near ultraviolet range, thus proving its potential

application in photon-energy conversion devices. The collected

results enable us to predict that the produced CNT-sponges are

an interesting example of nanostructured materials that may be

employed in new emerging fields of applications such as envi-

ronmental sector, sensing and electromechanical transduction.

At the same time, a thorough study on the correlation between

the observed properties and the structural and electronic

features of the network is ongoing.

Experimental
Chemical vapor deposition process for the growth of 3D

CNT networks: The chemical vapor deposition process was

carried out in a horizontal hot-wall quartz furnace. Prior to the

experiment, argon gas was flushed into the growth chamber, to

restore an ambient inert pressure (760 Torr). Ferrocene

(2.3 wt %) and tiophene (1.5 wt %) were dissolved in ethanol to

be used as catalyst and sulfur precursors, respectively. The

obtained solution was placed in a 10 mL glass syringe and

injected into the growth chamber at a constant rate of 7 mL/h

through a flux of argon and acetylene (500/200 sccm), which

act as gas carrier and carbon precursor, respectively. The vapor-

ized solution and the gas mixture were injected through a stain-

less tube directly into the high temperature region of the quartz

tube furnace. The CNT synthesis was carried out at a tempera-

ture of 900 °C, measured by an optical pyrometer.

Microstructure investigation: The morphology of the CNT-

sponges was examined with a field emission gun scanning elec-

tron microscope (FEG-SEM, Leo Supra 35) equipped with

energy dispersion spectroscopy (EDX).

Electron energy loss analysis: Electron energy loss (EELS)

was recorded in reflection mode ex situ in an ultrahigh vacuum

system (base pressure about 2 × 10−10 Torr) equipped with an

electron gun (Ep = 300 eV, ΔE = 1.0 eV).

Contact angle measurements: Static advanced contact angles

were measured from optical images and analyzed with the

open-source software ImageJ.

Evaluation of the oil-adsorption capacity: A cut piece of

CNT-sponge was laid down onto the surface of a vessel

containing water over which drops of mineral oil (from AGIP

Company, Italy) have been deposited. By measuring the ratio

between the mass of the dry CNT bulk material and the mass

after oil adsorption, the oil-adsorption capacity was evaluated.

The adsorbed oil in the material was then removed burning it in

air and then was used to repeat the above process for many

cycles.

Photocurrent measurements: Photo-electrochemical measure-

ments were carried out at room temperature with a standard

three-arm photo-electrochemical cell, using a platinum (Pt) wire

as the counter electrode, a saturated calomel electrode (SCE) as

the reference electrode and the sample as working electrode.

Measurements have been performed on MWCNT films grown

on a Si(111) substrate and a cut piece of CNT-sponge. A 0.5 M

KI and 0.01M I2 in acetonitrile solution was used as the elec-

trolyte. Samples were irradiated with light coming from a

200 W Xe lamp (Osram) equipped with a monochromator

(λ > 300 nm) and a PG-310 potentiostat (HEKA Elektronik,

Lambrecht, Germany) measured the photo-current. The inten-

sity of the photo-current signal was normalized to the irradiated

sample area and the incident light power and expressed as IPCE

(incident-photon-to-current efficiency) [27-29]. The light inten-

sity near the electrode surface was estimated to be about

50 mW·cm−2 by azobenzene actinometry [30].
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Abstract
Laser pulse processing of surfaces and thin films is a useful tool for amorphous thin films crystallization, surface nanostructuring,

phase transformation and modification of physical properties of thin films. Here we show the effects of nanostructuring produced at

the surface and under the surface of amorphous GeTiO films through laser pulses using fluences of 10–30 mJ/cm2. The GeTiO

films were obtained by RF magnetron sputtering with 50:50 initial atomic ratio of Ge:TiO2. Laser irradiation was performed by

using the fourth harmonic (266 nm) of a Nd:YAG laser. The laser-induced nanostructuring results in two effects, the first one is the

appearance of a wave-like topography at the film surface, with a periodicity of 200 nm and the second one is the structure modifica-

tion of a layer under the film surface, at a depth that is related to the absorption length of the laser radiation. The periodicity of the

wave-like relief is smaller than the laser wavelength. In the modified layer, the Ge atoms are segregated in spherical amorphous

nanoparticles as a result of the fast diffusion of Ge atoms in the amorphous GeTiO matrix. The temperature estimation of the film

surface during the laser pulses shows a maximum of about 500 °C, which is much lower than the melting temperature of the GeTiO

matrix. GeO gas is formed at laser fluences higher than 20 mJ/cm2 and produces nanovoids in the laser-modified layer at the film

surface. A glass transition at low temperatures could happen in the amorphous GeTiO film, which explains the formation of the

wave-like topography. The very high Ge diffusivity during the laser pulse action, which is characteristic for liquids, cannot be

reached in a viscous matrix. Our experiments show that the diffusivity of atomic and molecular species such as Ge and GeO is very

much enhanced in the presence of the laser pulse field. Consequently, the fast diffusion drives the formation of amorphous Ge

nanoparticles through the segregation of Ge atoms in the GeTiO matrix. The nanostructuring effects induced by the laser irradi-

ation can be used in functionalizing the surface of the films.
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Introduction
Laser pulse processing of surfaces and thin films is a useful tool

for purposes such as the amorphous thin films crystallization

[1-6], surface nanostructuring [7-10], laser-induced thin film

dewetting [11,12], phase transformation and modification of

physical properties of thin films [13-16]. The laser fluence

values used for these applications are below the ablation

threshold of the irradiated material in order to prevent a loss of

material during laser processing.

The absorption length of ultraviolet (UV) laser radiation is in

the range of tens of nanometers for many materials [17]. The

laser pulse energy is deposited in a very thin layer beneath the

surface of the laser target, which has a thickness of the order of

magnitude of the laser absorption length. If the irradiated film

thickness is greater than the laser radiation absorption length,

the laser annealing takes place only in a surface layer of the

film, and a gradual modification of the nanostructure or a crys-

tallization can be induced in the film [18,19].

The surface heating of the film during the laser pulse action can

be estimated if the physical properties of the films are known.

The most important are the absorption coefficient of the laser

radiation in the films and the heat diffusivity. Some of these

parameters can be considered to be similar to those in bulk ma-

terial, but in many cases of amorphous or multi-component

films there are no corresponding bulk materials. The laser radia-

tion absorptivity for many amorphous films is not known. Even

in the case when the properties can be optically measured, they

change at the beginning of each laser pulse, i.e., every succes-

sive laser pulse will see a different surface nanostructure with

different absorptivity and different thermal diffusivity. Finally,

the surface structure stabilizes after a number of laser pulses,

which generally happens in the case of films crystallization. In

addition to the thermal effect of the UV absorption in the target,

the UV radiation can also induce photonic effects, such as the

diffusivity enhancement of atomic species due to the lattice

bonds softening [20-22] in the strong field of the laser pulse.

High values of atomic diffusivity were observed for Ge diffu-

sion in the case of laser crystallization annealing of SiGe amor-

phous film [18].

In this paper, we report about the nanostructuring at the surface

and under the surface of amorphous GeTiO films by laser pulse

action. The cross sectional study gives evidence of a fast diffu-

sion effect, i.e., the formation of amorphous Ge nanoparticles

through the segregation of Ge atoms in the GeTiO matrix.

Experimental
Amorphous GeTiO films with a thickness of 330 nm were

deposited by RF magnetron sputtering on Si(100) wafer

substrates using Ge:TiO2 with 50:50 atomic ratio. Details on the

film deposition are found in [23]. These GeTiO amorphous

films were irradiated with laser fluences from 10 to 30 mJ/cm2

and different numbers of laser pulses in the range from 10 to

500. The laser irradiations were performed by using the fourth

harmonic (λ = 266 nm) radiation of a Nd:YAG laser (Surellite

II, "Continuum", USA) working in TEM00 mode, giving a

maximum pulse energy of 100 mJ for the fourth harmonic with

a pulse length of 5–7 ns and an adjustable repetition rate of

1–10 Hz. The experimental value of the laser average fluence is

measured with an energymeter (Gentec QE 65 LP, Noise Level

Energy 10 µJ, maximum frequency 100 Hz).

The laser irradiations were performed in air, perpendicularly to

the film surface, using the central part of the laser beam, with a

diameter of 7 mm having a rather homogeneous intensity.

However, at the micrometer scale the laser beam is not homoge-

neous, because the high coherence of the Nd:YAG laser radia-

tion gives rise to interference effects on the target surface,

which induces local intensification of the laser fluence. Under

these conditions, the film surface temperature during the laser

pulse duration can only be estimated as an average value.

The nanostructuring of the amorphous GeTiO films starts at

very low laser fluences, and the evolution of their morphology

cannot be considered as a sign of melting. All laser treatments

were conducted at low fluences, so that the films remain practi-

cally in the solid state phase, as the surface temperature estima-

tion shows.

Before and after laser irradiation, the nanostructure of the film

surfaces was observed by scanning electron microscopy (SEM)

and atomic force microscopy (AFM). The structure in the depth

of the irradiated films was studied by cross-section transmis-

sion electron microscopy (XTEM). The specimens for XTEM

were prepared by the conventional method: Small pieces cut

from the irradiated area of the film sample were glued face to

face, followed by mechanical polishing and ion milling in a

Gatan PIPS model 691 aparatus. Transmission electron

microscopy was performed by using a Jeol ARM 200F electron

microscope, performing normal TEM imaging, scanning trans-

mission electron microscopy-high angle annular dark field

(STEM-HAADF) imaging and energy-dispersive X-ray spec-

troscopy (EDX). The estimation of the film surface temperature

was performed by using the Heat Flow software [24].

Results
A quasi-coherent wave relief with a periodicity of about 200 nm

and 10 nm amplitude was observed on the surface of the GeTiO

film, after irradiation with 100 laser pulses with a fluence of



Beilstein J. Nanotechnol. 2015, 6, 893–900.

895

Figure 1: Surface relief of the GeTiO film after laser irradiation with 100 laser pulses at 15 mJ/cm2 fluence. (a) SEM image and (b) AFM image.

Figure 2: Low-magnification XTEM images of the amorphous GeTiO film, before (a) and after (b) laser irradiation at low fluence (15 mJ/cm2). A small,
but evident, increase of the film volume happens. The film structure remains amorphous after laser irradiation, as can be seen from the corres-
ponding SAED patterns.

Figure 3: XTEM images of the amorphous GeTiO RF film after laser irradiation with 266 nm laser radiation. (a) Low fluence (15 mJ/cm2) and
(b) higher laser fluence (20 mJ/cm2). The film structure morphology is transformed in a depth of about 50 nm.

15 mJ/cm2. This periodicity is smaller than the 266 nm wave-

length of the laser radiation. Figure 1 shows the SEM

(Figure 1a) and AFM (Figure 1b) images of the irradiated

surface area of the film.

Figure 2 shows low-magnification XTEM images of the film

before (Figure 2a) and after (Figure 2b) laser irradiation with

100 pulses at low laser fluence (15 mJ/cm2). The wave relief is

visible in the XTEM specimen because the film sample was cut

perpendicular to the wave relief formed on the film surface. The

film structure remains amorphous after laser irradiation, but a

small increase of the volume is observed at the film surface due

to the laser pulse action.

The morphology and the structure of the modified film surface

layer strongly depend on the laser fluence (Figure 3a and



Beilstein J. Nanotechnol. 2015, 6, 893–900.

896

Figure 5: STEM-HAADF image (left) and a detail from the same image correlated with line scan EDX analyse (right) performed on the XTEM spec-
imen prepared from the GeTiO film irradiated with 100 laser pulses at a fluence of 15 mJ/cm2.

Figure 3b). At a higher fluence (20 mJ/cm2), the wave relief

disappears and an irregular structure of nanovoids appears in

the surface layer. A closer look at the transformed surface layer

(see Figure 3) reveals the formation of spherical nanoparticles

and nanovoids. The formed nanovoids contribute to the small

volume increase even at 15 mJ/cm2 (Figure 3a).

The most interesting transformation happened beneath the film

surface, as revealed by detailed observations (Figure 4). The

film structure is modified over a depth of about 50 nm and all

the rest of film remains unchanged. The structure of the modi-

fied layer is also amorphous.

Figure 4: Morphology details of the GeTiO film surface layer structure
revealed by the cross sectional observations. (a) XTEM conventional
image and (b) a similar area viewed by STEM-HAADF method.

During laser pulse irradiation, the morphology of the film

surface layer affected by the laser pulse actions gradually

changes. Spherical amorphous Ge nanoparticles are formed by

Ge atoms segregation. These spherical Ge nanoparticles have

5 nm diameters at the interface with the region of the

unchanged amorphous film structure (region III in Figure 5) and

grow up to about 20 nm in the middle of the laser-transformed

layer (region II in Figure 5). The first 10 nm layer under the

film surface (region I in Figure 5) contains less Ge and only

very few spherical Ge nanoparticles, as it can be observed from

the HAADF-STEM images in Figure 4b and Figure 5.

The EDX line scan analysis, performed along the green line

shown in Figure 5, reveals the majority of Ge content of the

amorphous spherical nanoparticle, arrowed in the image, where

the Ge signal is much higher than the Ti signal. The spherical

amorphous Ge nanoparticles formed at the interface with the

non-modified amorphous film (interface between region II and

region III), have a minimum size of 5 nm. The size grows to

about 20 nm in the middle of the layer affected by laser (see

region II in Figure 5). The size distribution of the Ge nanoparti-

cles is shown in Figure 6. The size range is between 5 and

25 nm and the average size is 11.5 nm.

The average composition of the modified layer and of the non-

modified GeTiO film was measured by EDX using an electron

spot-size of about 50 nm in diameter, which integrates the

content of the total thickness of the laser transformed surface

layer (see Figure 7).

The overall content of Ge in the modified top layer is less than

in the middle of the film. So, in the modified surface layer, the

Ge:Ti atomic ratio is between 2 and 2.3 depending on the site of

measurement, while in the middle of the film it is close to 3 as it

results from the RF magnetron sputtering films preparation.

This shows that about 1/3 of the Ge content is lost from the
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Figure 7: EDX spectra collected on the cross section specimen with an electron beam of 50 nm diameter. (a) Spectrum of the laser-modified layer,
and (b) spectrum from a similar specimen area located in the middle of the GeTiO film, where the amorphous structure is not modified by the laser
pulse action. The Cu signal comes from the Cu grid and Si peak is due to the redeposition during the ion thinning process.

Figure 6: Size distribution of the Ge nanoparticles in region II of the
laser transformed layer. The distribution is made from 130 nanoparti-
cles counted on STEM images in which the Ge content is revealed by
the Z-contrast. The average size is 11.5 nm.

surface layer affected by the laser radiation, and 2/3 of it can be

segregated in amorphous Ge nanoparticles.

Discussion
The nanostructure formed at the GeTiO film surface by pulsed

laser irradiation shows that several effects are produced during

the laser pulse action. The first one is the wave-like relief

formed on the film surface, which has a periodicity of about

200 nm, less than the laser radiation wavelength. The second

one is the segregation of the Ge nanoparticles under the film

surface by a fast diffusion process in the surface layer related to

the laser absorption depth.

The formation of periodic ripples due to laser pulse irradiation

was already reported a long time ago [25,26], and in the case of

perpendicular laser irradiation, the period of the ripple is equal

to the laser wavelength or harmonics [27]. This happens at all

Figure 8: Temperature estimation for different depths beneath the
GeTiO film surface during the laser pulse action, considering a
Gaussian shape of the laser pulse with a total duration of 7 ns and a
laser fluence of 30 mJ/cm2.

wavelengths and pulse durations, as in the case of femtosecond

laser irradiation [28].

The stress-induced periodic-ripples mechanism demonstrated

for crystalline Si [29] could be used for amorphous materials if

we define a stress yield for plastic flow. Such a mechanism can

be imagined based on the shear transformation-zone theory of

plastic deformation near the glass transition [30].

The temperature due to the laser heating was estimated by using

the Heat Flow software [24]. Figure 8 shows the temperature

variation at different depths of the surface layer during the laser

pulse action. For the calculation, the physical parameters were

set to maximize the temperature. The absorption coefficient
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used is 106 cm−1 (similar to Ge [17]), and the heat diffusivity is

similar to that of TiO2 (0.02 cm2/s). Even under these condi-

tions, the temperature grows up to about 500 °C for a laser

fluence of 30 mJ/cm2, which is about double of the average

fluence measured for the laser beam. Under these conditions, it

is clear that the film surface does not melt during the laser pulse

action. The melting temperature for Ge is about 900 °C [17],

and of GeO2 and TiO2 is much higher [31].

However, the wave relief formed at the surface at low laser

fluence, reveals a possible viscous character of the film surface,

which probably happens in amorphous films in which a glass

transformation process could happen [32]. For amorphous Ge,

the temperature of glass transformation is around 600 °C [33],

and probably the GeTiO structure has a similar behaviour. The

glass transition of the GeTiO amorphous structure can be trig-

gered under the laser pulse action.

At higher laser fluences, the wave relief disappears and a many

small spherical (20–30 nm) nanovoids and a few larger ones

(40–50 nm) appear at the film surface. We consider that these

nanovoids are formed by the aggregation of the molecular GeO

gas produced in the film matrix, during laser beam action. GeO

gas can be formed around 600 °C [34].

The formation of Ge nanoparticles in a dielectric matrix was

also evidenced in amorphous GeTiO films annealed in a

conventional furnace [23]. The annealing at about 600 °C leads

to the formation of Ge nanocrystals in the film matrix, which is

formed by a crystallized mixture of two phases, the Ge in TiO2

anatase phase and the rutile phase (Ti in GeO2 rutile phase). If

annealing is performed at 700 °C, the (GeTi)O2 rutile phase

decomposes and a layer of GeO2 nanocrystallites appears on the

film surface. This clearly shows that Ge diffuses out of the film

as GeO.

In the case of laser annealing (irradiation), a fraction of Ge

escapes from the top surface layer as revealed by the EDX

measurements. We consider that the thickness of the surface

layer which contains less Ge nanoparticles (zone I in Figure 4)

reveals the diffusion length of Ge species during laser pulse

annealing. In the inner zone II, the fast diffusion of Ge under

the laser pulse field induces the formation of the amorphous Ge

spherical nanoparticles. The Ge nanoparticles formation can be

explained only by assuming the fast diffusion of Ge in a surface

layer with its thickness being related to the laser radiation

absorption length. The laser pulse duration is τ = 7 ns, and the

normal diffusivity of the Ge species in the solid state phase is of

the order of D = 10−14 m2/s at temperatures of about 900 °C

[35]. For a total duration of 100 pulses the total diffusion length

of the Ge species can be of the order of (D·τ)1/2 = 10 pm.

Normally, a diffusion or segregation of Ge atoms in the solid

phase cannot be expected. However, the experimental data

show that the diffusion length of Ge atoms is about 10 nm

during the laser pulse action, corresponding to a diffusivity in

the range of 10−5 to 10−6 m2/s, which is typical for the liquid

phase. In the viscous phase the diffusivities are much smaller

than in the liquid phase as the fraction of the broken bonds in

the viscous phase is much smaller than in the liquid phase. The

fast diffusion of Ge in the solid matrix was also evidenced in

the case of laser irradiation of amorphous SiGe films [18].

The prolonged high-resolution TEM observation of the amor-

phous spherical Ge nanoparticles situated in the very thin areas

of the XTEM specimen induces local heating and the crystal-

lization of the amorphous Ge nanoparticles. Figure 9a shows

such a spherical Ge nanoparticle crystallized during observa-

tion. If the electron irradiation continues for several minutes,

the spherical crystallite becomes larger through a crystal growth

process, as shown in Figure 9b.

The fast Fourier transform (FFT) pattern inserted in Figure 9b

shows a quadratic structure for the larger crystallite. By

comparing the lattice fringes of the crystallized particle, before

and after the crystal growth process (detail in Figure 10) we

observe a contraction of the lattice fringe spacing from 0.326 to

0.317 nm, and a small rotation (about 2°) of the lattice fringes

direction. The 0.326 nm lattice spacing is characteristic for the

cubic Ge and the crystallized particle has the size of the initial

spherical Ge amorphous particle. After the crystal growth

process, the crystallized area becomes larger and the visible

lattice spacing becomes 0.317 nm. The 0.317 nm lattice spacing

suggests the formation of the (GeTi)O2 rutile structure [23].

The initial Ge amorphous nanoparticles are produced by laser

annealing which in turn initiates the segregation of Ge atoms.

This segregation can start around a Ge-rich cluster in the GeTiO

amorphous matrix. The crystallization of the Ge phase under

electron beam irradiation is an indirect proof that these Ge

amorphous particles are practically formed only by Ge atoms.

The subsequent crystal growth process developed after the Ge

crystallization will use the surrounding GeTiO material which

has a smaller Ge content. The high-resolution TEM observa-

tions show that the crystalline planes of the cubic Ge (111) with

a spacing of 0.326 nm are parallel to the (110) planes of the

(GeTi)O2 rutile structure having a spacing of 0.317 nm. This

means that around the Ge spherical crystallite, the crystal

growth process favours the growth of the rutile structure.

Conclusion
We investigated the effects of nanostructuring produced by the

pulsed-laser irradiation at the surface and beneath the surface of
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Figure 9: Crystallization (a) and subsequent crystal growth (b) of the Ge amorphous nanoparticle under the high density electron beam irradiation in
the microscope. The FFT inserted in the (b) shows a pattern characteristic for the (GeTi)O2 rutile structure.

Figure 10: High-resolution TEM images comparing details of the initial
crystallized particle (a) and the same area of the particle after the
crystal growth process (b). The lattice fringe spacing in panel (b) is
smaller than that in panel (a).

amorphous magnetron sputtered GeTiO films. The nanostruc-

turing consists of two simultaneous processes, namely the laser-

induced nanostructuring, i.e., the appearance of a wave-like

topography on the film surface and the structure modification

beneath the film surface, in a depth that is correlated with the

laser radiation absorption length. The periodicity of the wave-

like relief is smaller than the laser wavelength. The laser

annealing of the amorphous GeTiO films results in an unusual

segregation of Ge atoms leading to formation of amorphous Ge

nanoparticles beneath the film surface due to the fast diffusion

of Ge atomic species.

The laser irradiation at low fluences used in our experiments

heats the film surface only up to several hundred degrees (less

than 500 °C), which is far from the melting point of the amor-

phous matrix. A glass transition effect is expected in the amor-

phous GeTiO film, transforming the matrix in a viscous one.

This is supposed to favor the formation of the wave relief at the

film surface.

We show that the Ge segregation takes place through fast Ge

diffusion, at diffusivity values typical for the liquid phase. The

viscous behavior of the modified layer is not enough to explain

the high Ge diffusivity.
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Abstract
The paper presents a method for the high-resolution production of polymer nanopatterns with controllable geometrical parameters

by means of a single-spot electron-beam lithography technique. The essence of the method entails the overexposure of a positive-

tone resist, spin-coated onto a substrate where nanoscale spots are exposed to an electron beam with a dose greater than 0.1 pC per

dot. A single-spot enables the fabrication of a nanoring, while a chain of spots placed at distance of 5–30 nm from each other allows

the production of a polymer pattern of complex geometry of sub-10 nm resolution. We demonstrate that in addition to the naturally

oxidized silicon substrates, gold-coated substrates can also successfully be used for the single-spot nanopattering technique. An ex-

planation of the results related to the resist overexposure was demonstrated using Monte Carlo simulations. Our nanofabrication

method significantly accelerates (up to 10 times) the fabrication rate as compared to conventional lithography on positive-tone

resist. This technique can be potentially employed in the electronics industry for the production of nanoprinted lithography molds,

etching masks, nanoelectronics, nanophotonics, NEMS and MEMS devices.
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Introduction
The continuous growth of the nanotechnology and microelec-

tronic industries requires the development of new approaches

and methods for the formation of nanoscale structures of

desired geometry with a spatial resolution of less than 100 nm.

One of the most advanced and in-demand technologies is mask-

free or direct-write lithography based on the interaction of an

electron beam with a polymer resist [1].

Under normal conditions, electron-beam lithography (EBL)

enables the production of polymer patterns with an ≈20–30 nm

spatial resolution (e.g., line width or dot diameter) of smallest

elements [2]. Under certain conditions (exposure at an accelera-

tion voltage >50 kV, development at low temperatures, using a

dose correction mechanism, etc.), a resolution of 5 nm for

single lines and dots can be achieved [3-5]. Since this is the
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mailto:samardak.as@dvfu.ru
http://dx.doi.org/10.3762%2Fbjnano.6.101


Beilstein J. Nanotechnol. 2015, 6, 976–986.

977

Figure 1: SEM images demonstrating the effect of substrate on the single-spot overexposure of a ring at a dose of 1 pC on 150 nm thick PMMA at an
acceleration voltage of 10 kV: (a) single-crystal Si substrate; (b) Si substrate coated with a 200 nm Au film. Note the difference in scale between the
two images.

absolute best-case resolution, it is almost impossible to obtain,

for example, rectangular or triangular nanoobjects with sharp

edges and low roughness. For drawing arrays consisting of

more than 10,000 nanoscale elements, the time required for a

template pattering can be estimated to be on the order of hours

or even tens of hours. Often, during such a long exposure, a

pattern generator will produce an error due to a buffer overflow

because of the large data exchange. Moreover, the main draw-

back of EBL is the exposure speed (usually 107 pixels per

second) [6] and the expense involved in the mass production

process. One possible solution to these mentioned issues is to

use the dual-tone property of polymer resists, which depends on

the exposure dose and enables the fast and inexpensive fabrica-

tion of high-resolution nanopatterns of complex shape.

The effect of high-dose electron irradiation on the chemical

properties of polymers (resulting in hardening or overexposure)

was observed in different types of positive resists: DQN [7],

AZ-PF514 [8], and PMMA [9,10]. Poly(methyl methacrylate)

(PMMA) is the most prevalent EBL resist employed due to its

high-resolution capability, good lift-off performance, stability,

excellent adhesion to substrates and compatibility with the other

processing steps. PMMA consists of long polymer chains that

are broken into smaller, more soluble fragments by scission

with the electron beam. Depending on the exposure dose,

PMMA can act as a positive or negative resist [9,10]. PMMA’s

dual-tone resist capability opens up a simple and inexpensive

route to produce a range of polymer nanostructures using direct

overexposure of the electron beam [11-15].

In this paper we report on the low acceleration voltage (<30 kV)

fabrication of polymer nanopatterns of different geometry

consisting of both the individual elements and arrays of nano-

structures with sub-20 nm resolution on semiconductor and

metallic surfaces.

Results and Discussion
Single-spot pattering of polymeric micro- and
nano-rings on silicon substrates
In the first experiments, the naturally oxidized, monocrystalline

silicon substrates were spin-coated with PMMA 950k A2 posi-

tive-tone resist to a thickness of 150 nm. The acceleration

voltage of the electron beam was 10 kV. The magnitude of the

acceleration voltage determines the energy of the electron beam,

and hence the penetration depth into the resist and substrate.

The exposure dose refers to the number of inserted electrons in

the primary electron beam. In the beginning, it was empirically

found that at single spot doses less than 0.2 pC, the PMMA

resist behaves as positive-tone resist. The high solubility of the

positive-tone resist in the exposed areas was observed after

development in a 1:3 4-methyl-2-pentanone (MIBK)/IPA solu-

tion for 30 s under normal conditions. Soaking the resist in

acetone for 30 s leads to the complete removal of any remaining

resist. At single-spot doses in the range 0.2–100 pC, the

exposed and developed samples showed the dual-tone resist

behavior.

As seen in Figure 1a, the pattern prepared with a single elec-

tron-beam spot is ring-shaped: the resist remains in the center

surrounded by a clean substrate area. The main reason for the

formation of the ring is the overexposure of the resist at the ir-

radiation point followed by its carbonization [11,13]. Thus, the

overexposed, positive resist acts as a negative resist. The distri-

bution of electrons in a resist due to forward and back scat-

tering is Gaussian in nature. This means that only the central

part of the exposed area receives a dose with a value above the

threshold for the carbonization process. This fact is confirmed

by the high chemical resistance of the ring core to developer

and solvents such as acetone and EBR remover. The surround-

ing resist receives a significantly lower dose and remains as a

positive-tone resist that can be easily removed with developer
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Figure 2: Single-spot overexposure of a ring dependening on the substrate type: (a) a single-crystal Si substrate and (b) a Si substrate coated with a
200 nm Au film. 1: an interaction of forward- and back-scattered electrons with positive resist; the overexposed area shown in red. 2: a normal expo-
sure of resist areas highlighted in green. 3: the expected pattern profile after development.

or acetone. As discussed below, the diameter of the core and the

outer ring size depend not only on the exposure dose, but also

on the thickness of the resist, acceleration voltage of the elec-

tron beam, and the atomic number, roughness and crystal struc-

ture of substrate materials.

The substrate material has an important role in the formation of

polymer patterns. Carbonized ring cores, formed on Si and Au

surfaces (Figure 1a,b), have the same round shape, while the

diameter and the quality of core and outer edges vary signifi-

cantly. In the case of a monocrystalline Si substrate, the ring has

a sharp edge with a small resist undercut (Figure 1a). As seen in

Figure 1b, exposure of the resist on the polycrystalline Au film

leads to a deep undercut and rough edges after development.

The physics behind the single-spot overexposure and develop-

ment process is schematically illustrated in Figure 2. The main

impact area of the incident electron beam falls on the small

central area, followed by the forward scattering of electrons in

resist, which makes the beam diameter larger and leads to resist

overexposure at high doses. The surrounding area of the resist is

exposed due to backscattered and secondary electrons after

large angle collisions in a substrate. These scattered electrons

re-emerge into the resist at some distance from the point at

which they left it. Forward and backscattered electrons have a

distinct energy density distribution in the substrate [13], which

defines the pattern profile after development.

Figure 3: Effect of the exposure dose and substrate material on the
single-spot pattern formation: (a) the ring prepared on a single-crystal
Si substrate at a dose of 0.25 pC (left) and 0.35 pC (right); (b) the ring
patterned on a polycrystalline Au film at a dose of 0.25 pC (left) and
2.5 pC (right).

Since elastic collisions of primary electrons in a substrate

depend on the atomic number, Z, of the substrate material, the

distribution of backscattered electrons in a Au film (Z = 79) will

be significantly different than in Si (Z = 14) (Figure 3). As
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Figure 4: (a,c) Monte Carlo simulation of 250 electron scattering trajectories at 10 keV incident energy in a 75 nm thick PMMA layer on bulk Si and on
200 nm Au-coated substrates, respectively. (b,d) Electron energy distribution at 10 keV incident energy in a 75 nm thick PMMA layer on bulk Si and
200 nm Au-coated substrates, respectively. Trajectories that leave the sample represent backscattered electrons.

shown in [16], the backscattering coefficient, which defines a

fraction of primary electrons that are backscattered in a sub-

strate, varies significantly with Z. As Si is lighter than Au, the

maximum of the backscattered electron emission is very broad

and corresponds to the normalized energy, W = E/E0 = 0.5,

where E and E0 are the energy of backscattered and primary

electrons, respectively. For Au, W = 0.95–0.98. As a result, in

the case of the Au substrate, the rings have a much smaller

outer diameter compared to the Si substrate (Figure 3). Even at

a dose of 2.5 pC, the ring on the Au substrate is still smaller

than that patterned onto the Si substrate at a dose 0.35 pC.

Our experimental findings are supported by Monte Carlo simu-

lations performed with NanoPECS software [17]. In the case of

the Si substrate, most of the electrons penetrate the resist via

forward scattering at small angles, which broadens the primary

beam size (Figure 4a). The energy distribution of electrons in

Figure 4b shows that the central part of the resist is overex-

posed. Afterwards, the electrons enter into the Si substrate,

where they collide with the nuclei of the atoms. If an electron

has kinetic energy above the interaction treshold, three random

scenarios are possible: small-angle forward scattering, wide-

angle back scattering or secondary electron emission. Backscat-

tered electrons are the main cause of the subsequent exposure of

resist areas a few hundred nanometers away from the incident

beam point (Figure 4a,b).

For the Au substrate (Figure 4c,d), significant wide-angle scat-

tering occurs near the surface for a smaller interaction volume

because of the heavy Au nucleus. Hence, a large fraction of
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Figure 5: AFM images of the ring, patterned on the silicon substrate coated by a 120 nm thick PMMA A2 resist: (a) top view; (b) 3D view; (c) ring
profile.

Figure 6: Dependence of dout (a) and din (b) on the exposure dose at an acceleration voltage of 10 kV for different thicknesses of PMMA (from 75 to
225 nm) for Si and Au substrates.

incident electrons are backscattered to the resist not far away

from the point where they penetrate into the Au film. As result,

the outer edge of a ring patterned on a Au film has a smaller

diameter than that on a Si substrate and becomes blurred. In

contrast, for a single-crystal Si substrate, the electron scattering

occurs with less variation (Figure 4a,b), which increases the

sharpness of the core and outer edge (Figure 3).

The spatial structure and profile of a ring measured by atomic

force microscopy are shown in Figure 5. As seen in Figure 5c,

after development, the height of the central pillar of the ring

was reduced relative to the surrounding resist. It exhibits the

characteristic centered peak, indicating the place where the inci-

dent electron beam interacted with resist. One explanation for

this reduced height effect is the gradual dissipation of primary

electrons that penetrate the resist. The single spot with Gaussian

shape matching the electron beam diameter has the size of 2 nm

on the resist surface. As it passes through the PMMA layer, the

electron beam becomes broader because of the forward scat-

tering arising from electron–electron interactions, and it

carbonizes more resist volume being closer to the substrate.

Thus, a trajectory distribution of electrons produced by Monte

Carlo simulations shows that the upper third part of the pillar is

very narrow and can be easily removed by developer (Figure 4).

Figure 6 shows the experimental dependence of the outer diam-

eter dout and the core diameter din on the radiation dose for

silicon and gold-coated substrates with respect to resist thick-

ness. Increasing the dose leads to an increase in both diameters.

Thus, rings with much larger diameters can be patterned on the

silicon substrate at a lower dose. As Au is a material with a

much higher Z as compared to Si, the elastic scattering of the

electrons in the Au substrate plays a key role. It leads to a large

decrease of the interaction value, causing much smaller dout and

din values for the rings patterned using the same parameters on

a Si substrate [16]. Moreover, it was experimentally found that

the thickness of the resist also significantly contributes to the

formation of the nanostructures. Thus, with increasing resist

thickness, the values of dout and din increase for both substrates.

Primarily, this is caused by the increased broadening of the inci-

dent beam due to inelastic forward scattering of primary elec-

trons in thicker resists, leading to a larger interaction volume in

the substrate below. As shown in Figure 6b, the ring core begins

to appear in the thinnest of the resists at a dose of 0.2 pC for
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Figure 7: SEM images demonstrating the effect of changing the ds between the electron beam spots with a dose of 0.1 pC on the formation of circles
on Si (a–d) and Au (e–h) substrates coated with PMMA of 75 nm thickness at an acceleration voltage of 10 kV.

both Si and Au substrates. For the thickest of the resists, this

occurs at doses of 0.25 and 1.2 pC for Si and Au substrates,

respectively.

As seen in Figure 6, the use of a polycrystalline conductive sub-

strate, such as bulk Si coated with a thin Au film, gives the

advantage of fabrication of rings with an outer diameter of less

than 1 µm due to the saturation effect caused by a partial

absorption of electrons in the metal film. However, for a single-

crystal semiconductor substrate, such as Si, patterned rings of

high resolution covering a wide range of possible diameters is

feasible. The intentional change in the film thickness and crys-

tallinity (grain size, lattice type) of the metal substrate enables

the reflection and absorption of electrons to be manipulated and

can be used for precise tuning of the parameters of the pattern.

Patterning of complex nanostructures of
various geometries
For the fabrication of polymer nanostructure patterns of com-

plex geometry, the Si substrate was spin-coated with a PMMA

A2 resist. Before exposure, a special digital nanostructure

pattern was prepared. Such a pattern consisted of a number of

single spots with designated doses of 0.1 pC or higher. The dose

0.1 pC corresponds to the single-line dose of 105 µC/cm, which

is 100 times higher than the positive-tone regime in conven-

tional lithography. The spots were arranged in the form of the

desired nanostructure. It was experimentally discovered that the

distance between neighboring spots, ds, must be ≤30 nm. At

these values the carbonized cores coalesce during overexposure.

After development, the surrounding area, which still behaves as

a positive resist, is removed and the remaining carbonized resist

forms a nanostructure in accordance with the digital pattern

(Figure 7). In the case of the Si substrate, the smaller the ds, the

higher the resolution, as demonstrated in Figure 7a–c. For the

Au-coated substrate, larger distances up to ds = 30 nm lead to

higher resolution, as shown in Figure 7e–g. Since the electron

beam diameter is approximately 2 nm, there is no advantage in

designing a ds less than 4 nm. For ds > 30 nm, the links between

overexposed areas are broken, leading to formation of

separated islands of carbonized resist for both substrates

(Figure 7d,h).

A few examples of nanostructures with a line width ranging

from 10–30 nm patterned on Si and Au-coated substrates are

shown in Figure 8. Patterns having the same resolution can be

produced on monocrystalline Si and polycrystalline Au

substrates, but at different values of ds. In the case of the Au

substrate, ds is three times larger than for Si. This enables a

much faster fabrication of nanopatterns of the same dimension

and quality on polycrystalline conductive substrates. The main

reason for the highest resolution at ds = 30 nm on the Au sub-

strate is that the electron backscattering coefficient for bulk Au

is about three times larger than for bulk Si at an acceleration

voltage of 10 kV [18].

The electron beam energy plays a very important role in the

fabrication process because of its strong effect on the electron

penetration depth and the number of inelastic collisions occur-

ring in the resist. On the one hand, with an increase of the elec-

tron energy, the penetration depth increases, giving a narrow

energy density distribution of primary electrons in the resist. On

the other hand, at higher voltages, the number of polymer chain

scissions per electron decreases. In Figure 9 the effect of the

acceleration voltage on a nanopattern is represented. As seen in
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Figure 8: Polymer nanostructures fabricated on a PMMA A2 resist of 75 nm thickness at an acceleration voltage of 10 kV and exposure dose of
0.1 pC with ds = 10 nm and 30 nm for Si (a–c) and Au (d–f) substrates, respectively. Patterned (a,d) square, (b,e) oval, and (c,f) triangle shapes
possible using the methods described herein.

Figure 9: Effect of the acceleration voltage on the formation of polygons on Si (a–c) and Au (d–f) substrates coated with PMMA of 75 nm thickness
and ds = 10 nm.

Figure 9a–c for a Si substrate, an increase in the acceleration

voltage from 10 to 20 kV does not significantly change the

resolution of the polygon. However, for the Au-coated sub-

strate a completely different situation is observed (Figure 9d–f):

with the increase of the acceleration voltage, the resolution/

resist contrast is drastically improved.
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Figure 10: (a,b) Electron energy distribution in a 75 nm thick PMMA layer on a bulk Si substrate at 15 and 20 kV incident energies, respectively.
(c, d) Energy distribution in a 75 nm thick PMMA layer on a Si substrate coated with a 200 nm Au film at 15 and 20 kV incident energies, respectively.

The dependence of the spot lithography resolution for a 75 nm

thick PMMA layer on the acceleration voltage in the range of

10–20 kV can be illustrated with results from Monte Carlo

simulations, as presented in Figure 4 and Figure 10. There are

no significant differences in the energy distribution of electrons

penetrating the resist for the Si substrate (Figure 4b and

Figure 10a,b). However, for the Au substrate (in the case of a

10 kV acceleration voltage), the large angle backscattered and

secondary electrons strongly contribute to the overexposure of

the central pillar (Figure 4d). With an increase in the accelera-

tion voltage, this effect diminishes due to the increase in the

fraction of small angle backscattered electrons that expose the

resist away from the central pillar (Figure 10c,d).

Figure 11 provides three dimensional images of rings with

round and square shapes made of carbonized resist. As can be

seen, the nanostructures have flat outer and inner lateral sides

with a thickness of about 20 nm, demonstrating the high resolu-

tion and spatial quality possible with this technique.

An example of the proximity effect is shown in Figure 12. If the

nanostructures are close enough to one another, then surround-

ing areas, which behave as a positive-tone resist, are affected

too. The black and grey contrast corresponds to PMMA and Si,

respectively.

As has been shown above, the low energy single-spot electron-

beam lithography method overcomes the disadvantages of

conventional lithography on positive-tone resist. This method

enables the formation of complex polymer nanostructures of

any shape with a minimum line width of 10 nm not only on

semiconductor substrates, but also on conductive surfaces such
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Figure 11: 3D AFM images of polymer nanostructures fabricated on PMMA A2 resist with thickness of 75 nm on Si substrates at an acceleration
voltage of 10 kV, exposure dose of 0.1 pC and ds = 10 nm: (a) circular ring with a line width of 20 nm; (b) square ring with a line width of 22 nm.

Figure 12: Demonstration of the proximity effect using nanostructures fabricated on a PMMA A2 resist with a thickness of 75 nm at a cathode accel-
eration voltage of 10 kV, exposure dose of 0.1 pC and ds = 10 nm.

as a Au thin film. A similar sub-20 nm resolution is possibly

using state-of-the-art, high-energy e-beam lithography systems

with a beam acceleration of 50–100 kV on positive and nega-

tive resists [19]. In the single-spot nanolithography, there are no

limitations in the use of thin metal films such as Au, Pt, Al, Cu,

Ti or Cr. The minimum line width, given an electron beam

diameter of 2 nm, is limited only by the length of the polymer

chain (≈5 nm) and the thickness of the resist. We have empiri-

cally found that the thinner the resist, the higher the resolution

of the single-spot lithography.

Another advantage is that the lines of patterned nanostructures

are substantially defect-free, as shown in Figure 13. Our method

enables the production of high-quality carbonized patterns of

sub-20 nm resolution using the positive resist only. The transfer

of patterns onto the substrates using wet chemical or plasma

etching is possible due to the high chemical and mechanical

resistance of the carbonized templates.

Figure 13: An example of a complex polymer pattern with a minimum
line width of 15 nm fabricated at an acceleration voltage of 10 kV,
exposure dose of 0.1 pC and ds = 10 nm.
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Figure 14: SEM images of Co nanostructures formed on the pre-patterned Si substrate: (a) circle, (b) double circle, (c) polygon, (d) complex polymer
pattern shown in Figure 13.

An example of a practical application of the single-spot lithog-

raphy method is shown in Figure 14. The patterned polymer

nanostructures were sputtered with a magnetron in vacuum with

a 20 nm-thick cobalt film. This resulted in 3D magnetic nano-

structures with unusual spin configurations that potentially can

be used in magnetic sensing technologies, memory, logic and

biomedical applications [20]. Moreover, the single-spot nano-

lithography method is very promising for fabrication of high-

quality, artificial, spin-ice lattices [21,22], magnonic [23] and

photonic [24] crystals on large scale.

An important additional advantage of the proposed method is

the fast patterning of a template as compared with the exposure

time required for the reversed pattern on positive resist using

conventional lithography techniques, where a sequential scan of

the selected area is required. To fabricate a template in the form

of an array of 25 × 25 (625 elements in total) equilateral trian-

gles with a length of 210 nm and a line width of 40 nm, only

17.6 s are required. In contrast, the exposure of the same pattern

using conventional lithography techniques on a positive resist

requires 152 s, that is 8.6 times longer, but with reduced

resolution.

Conclusion
The fast and simple fabrication of polymer nanopatterns of

various geometries with sub-10 nm resolution on semicon-

ductor and metallized substrates using the single-spot nanofab-

rication was demonstrated at low-energy acceleration voltages.

The resulting nanostructures have sharp edges and defect-free

lines. Arrays of nanoelements or complex nanostructures can be

easily scaled to large areas, with the distinct advantage of a

reduced exposure time of up to ten times as compared to the

conventional electron-beam lithography process on positive

resist. The single-spot electron-beam lithography method

enables the overexposure of selected areas of a positive resist

with a dose higher then 0.1 pC and a distance between the spots

of less than 30 nm. The resulting nanostructures are patterned in

accordance with a digital pattern to produce the desired

carbonized nanostructures. The high acid and plasma resistance

as well as the presumably high mechanical durability of the

carbonized nanostructures make them very attractive for the

fabrication of hard nanoimprint lithography molds and etching

masks, as well as for nanoelectronic and nanophotonic applica-

tions, MEMS and NEMS devices.

Experimental
Sample preparation
All the preparation procedures were conducted in a class 10,000

clean room. The PMMA A2 resist (MicroChem Corp., 950 K,

2 wt % in anisole) was spin-coated at different rates in range

from 1000–4000 rpm for 1 min in order to produce the desired

thickness on standard-cleaned undoped Si(111) substrates

without and with a Au thin film of 200 nm thickness. The Au

thin film was deposited by thermal evaporation of pure gold

(99.99 atom %) from a Mo crucible at a base pressure of

10−5 Torr. The samples were baked on a hot plate at 180 °C for

90 s in order to harden the resist, to remove the residual solvent,

and to raise the adhesion between PMMA and the substrate

surface. Immediately after baking, the samples were exposed in

E-Line EBL system (Raith, Germany). The spot size, cathode

acceleration voltage, beam current and aperture size were 2 nm,

10 kV, 0.072 nA and 30 µm, respectively. Some experiments

were performed at an acceleration voltage of 15 and 20 kV. The

vacuum pressure in the work chamber was 1.5 × 10−6 Torr.

Prior to exposure, a digital pattern of the desired nanostructures

was prepared based on the single-spot overexposure. The

samples were developed with 1:3 MIBK/IPA at 20 °C for 45 s,

then rinsed in pure IPA and distilled water for 10 s, and finally

dried with nitrogen gas.

Characterization
The thickness and surface morphology of the PMMA and Au

films were measured with an Ntegra Aura (NT-MDT, Russia)

atomic force microscope. The evolution of the resist before and

after development was studied with a Supra (Carl Zeiss,

Germany) scanning electron microscope at an acceleration

voltage of 10 kV. Monte Carlo simulations were performed

with the NanoPECS software package.
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Abstract
The interaction of electromagnetic radiation with a magnetic nanocomposite based on carbon nanotubes (CNT) is considered within

the model of distributed random nanoparticles with a core–shell morphology. The approach is based on a system composed of a

CNT conducting resistive matrix, ferromagnetic inductive nanoparticles and the capacitive interface between the CNT matrix and

the nanoparticles, which form resonance resistive–inductive–capacitive circuits. It is shown that the influence of the resonant

circuits leads to the emergence of specific resonances, namely peaks and valleys in the frequency dependence of the permeability of

the nanocomposite, and in the frequency dependence of the reflection and transmission of electromagnetic radiation.

1056

Introduction
Magnetic nanocomposites consisting of ferromagnetic nanopar-

ticles embedded into a matrix material are currently the subject

of intensive study. The properties of such materials can be

tuned by the external magnetic field, spin-polarized current or

electromagnetic radiation. In conventional ferromagnetic ma-

terials, the magnetic properties are determined by the domain

structure and domain walls within the grains. In nanostructured

materials, the magnetic properties and the static and dynamic

magnetic behavior are controlled by the interparticle exchange

interaction, which gives rise to a new generation of devices with

improved characteristics and new functionalities. Such

magnetic nanocomposites are prospects for memory storage,

emission and high frequency devices.

New magnetic nanocomposites based on carbon nanotubes

(CNTs) [1-3] are very promising for high frequency applica-

tions [4-14] such as transmission lines, mixtures and detectors

[15-17], antennas and absorbing materials [18-26]. The absorp-
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tion properties of CNT-based nanocomposites are primarily

determined by the dielectric loss [27]. However, the intercala-

tion of magnetic nanoparticles into the CNT matrix leads to the

increase of the absorption properties due to the induced

magnetic loss [24,28-31]. In order to predict the absorption

properties of CNT-based nanocomposites, the realization of a

wide variety of experimental investigations and the develop-

ment of theoretical approaches, which take into account the

different parameters of nanocomposites, are necessary.

In particular, the interaction of electromagnetic radiation (EMR)

with CNT-based magnetic nanocomposites is developed in

several directions [4-8]. One of the main problems is related to

the elucidation of the absorption mechanisms of the EMR by

such complex nanocomposites composed of a porous carbon

matrix, ferromagnetic nanoparticles and the interfaces between

them [8]. In such systems, accounting for the properties of the

carbon matrix, nanoparticles and interfaces becomes of great

importance [8]. This issue can be taken into account when

considering the CNT-based nanocomposite as a system of such

components comprised of a CNT conducting resistive matrix,

ferromagnetic inductive nanoparticles and the capacitive inter-

faces between the CNT matrix and the nanoparticles. Therefore,

the development of models to adequately describe the absorp-

tion properties of CNT-based magnetic nanocomposites in a

wide frequency range is an important task.

Based on a previously developed approach [8], in this paper, the

interaction of EMR with a CNT-based nanocomposite in the

frequency range 20–200 GHz is theoretically studied. Special

attention is given to the role of the resonance resistive–induc-

tive–capacitive (RiLiCi) circuits, which leads to a deeper under-

standing of the problem. Such nanocomposites can be easily

synthesized in situ during the CNT growth by chemical vapor

deposition, which involves carbon decomposition of an organic

precursor with 3d catalytic metals such as Fe, Ni and Co [32].

Model
Before describing our theoretical approach in detail, we first

specify the object of investigation targeted in this work. We

consider the CNT-based nanocomposite synthesized by floating

catalyst chemical vapor deposition (FCCVD) employing

ferrocene Fe(C5H5)2 as the source of catalytic iron-based

nanoparticles (NPs). Under standard FCCVD conditions (i.e.,

synthesis temperature: 1150 K, ferrocene concentration:

5–10 wt %, injection rate of the Ar carrier gas: 100 cm3/min,

growth duration: 1 min), the multiwall CNTs are formed. The

height of the structure is approximately 50 μm and the average

CNT diameter is less than 40 nm [8]. The conductivity of such

samples is usually in the range of 100–120 (Ω·m)−1 at room

temperature [8] and at liquid helium temperature, this decreases

to 40–50 (Ω·m)−1. The catalytic, single crystalline, iron-based

NPs for the above mentioned ferrocene content are distributed

both inside and outside the CNTs and are covered by a carbon

shell which prevents their oxidation [8,32,33]. The average size

of the NPs is slightly less than the CNT diameter, and lies in the

range of a = 20–30 nm [34], and are therefore considered as a

single domain [35]. The main phase of the NPs is iron

carbide (Fe3C) with an orthorhombic crystalline structure, and

their saturation magnetization at room temperature is

Msat ≈ 90 A·m2/kg and the Curie temperature was measured as

TC = 481 K [32]. Raman spectroscopy can usually reveal slight

defects in such CNTs [8,33,34].

The model of the interaction of EMR with CNT-based

nanocomposite used in this work is based on a previously devel-

oped approach [8]. This approach relies on the modified

Bruggeman effective medium theory, which takes into account

the conductive magnetic particles randomly distributed in the

medium [36,37], and was developed to determine the reflection

(R) and transmission (T) coefficients of the EMR for nanostruc-

tured magnetic composites at frequencies above 1 GHz. It takes

into account both the magnetic properties of the NPs and the

transport, structural and magnetic properties of the CNT matrix.

The interface between the NPs and the CNT matrix was also

considered and characterized by the wave impedance, Zi. The

calculated R and T coefficients adequately describe the experi-

mental data for the X and Ka bands [8].

Here, we modify this approach [8] by specifying the expres-

sions for the permeability and permittivity of the nanocom-

posite taking into account the possible resistive, capacitive and

inductive coupling between the components of the sample.

Indeed, in the frequency range of tens or hundreds of GHz, the

microwave properties of the nanocomposite should strongly

depend not only on the magnetic and dielectric properties of the

CNT matrix material and magnetic inclusions, but also on the

contribution of the resistive–inductive–capacitive coupling

(circuits) which arise in such a complex system. These

couplings, which are due to the presence of eddy currents in the

nanocomposite, could be described by RiLiCi contours. On the

other hand, the CNT-based nanocomposite can be represented

as a matrix of CNTs in which ferromagnetic NPs are randomly

distributed [8]. Each NP is coated by a protective shell (inter-

face) according to the experimental findings [32,33]. We

suppose that the RiLiCi contours are formed primarily due to the

resistance of the CNT matrix, the NP inductance, and the capac-

itance of the interfaces. For simplicity, we also assume that the

Ri, Li, and Ci model parameters are constant for each of the

cases considered in this article. Physically, this means that all

the NPs are of the same size and all interfaces have the same

capacitance. Under these assumptions, the RiLiCi circuit



Beilstein J. Nanotechnol. 2015, 6, 1056–1064.

1058

describing the nanocomposite properties is resonant, that is, it

has its own resonance frequency.

To model the permeability of such a nanostructured composite,

we obtained the following modified expression:

(1)

where

(2)

(3)

µ1 and µ2 are the relative permeabilities of the carbon matrix

and the ferromagnetic NPs respectively, a is the NP diameter, ω

is cyclic frequency of EMR, µ0 is magnetic constant, and N is

the volume NP concentration.

For the permittivity, the following modified expression was

deduced:

(4)

where

(5)

(6)

ε1 and ε2 are the relative permittivities of the carbon matrix and

the NP, respectively, ε0 is permittivity of vacuum, and σ is the

specific conductivity of CNT-based nanocomposite.

The reflection coefficient is determined as

(7)

where , and Z0 = 377 Ω is the charac-

teristic impedance of the plane wave in vacuum.

The transmission coefficient, which determines the efficiency of

shielding, consists of the absorption, reflection, and multi-

reflection processes,

(8)

where d is the nanocomposite thickness, and

is the propagation coefficient.

The impedance of the nanocomposite depends on the contribu-

tion of the resonance circuits containing active resistance, Ri,

inductance, Li, and capacitance, Ci. Their resonant frequency is

. We considered both the series and parallel

connection of these elements that form the circuits, where the

impedances are determined by known expressions.

For the series circuit, the impedance is

(9)

For the partially parallel, RiLiCi circuit (assuming the resistance

Ri is in series with the inductance Li), the impedance is

(10)

For the series–parallel circuit (Li and Ci are in parallel and Ri is

in series with them), the impedance is expressed as

(11)

For a fully parallel circuit (Li, Ci and Ri are in parallel), the

impedance is

(12)

Equations 1, 4, 7 and 8, together with Equations 2, 3, 5, 6 and

9–12 were applied for the calculation of the frequency depen-

dent ε(ω) [38], µ(ω), R(ω) and T(ω). For all results reported in
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Table 1: Values of input parameters used in the model.

Parameter Unit Values

a nm 20–30
N a.u. 0.1 ± 0.01
μ1 a.u. (3 ± 0.5) + i(0.35 ± 0.1)
μ2 a.u. (7 ± 2) + i(0.5 ± 0.2)
ε1 a.u. (10 ± 0.5) + i(0.1 ± 0.05)
ε2 a.u. (2 ± 0.2) + i(0.1 ± 0.05)

Re(εa
a) a.u. 14 ± 2

Type of circuit

series partially parallel series–parallel fully parallel

Ri Ω 0.003–0.02 0.01–0.02 0.005–0.01 0.002–0.01
Ci pF 2–20 1–15 1–15 1–10
Li pH 0.2–2 0.01–0.1 0.01–0.12 0.01–0.15

aPermittivity of the nanocomposite.

Figure 1: Frequency dependence of the real (dashed lines) and imaginary (solid lines) parts of the permeability (a), and of the reflection, R (upper
curves), and transmission, T (lower curves), coefficients (b) for the CNT-based nanocomposite consisting of a series RiLiCi circuit. From left to right:
Ri = 0.015 Ω, Li = 2 pH, Ci = 10 pF (ω0 = 35.6 GHz) (magenta lines); Ri = 0.015 Ω, Li = 0.5 pH, Ci = 20 pF (ω0 = 50.3 GHz) (black lines); Ri = 0.015 Ω,
Li = 0.5 pH, Ci = 20 pF (ω0 = 71.2 GHz) (red lines); Ri = 0.012 Ω, Li = 0.35 pH, Ci = 5 pF (ω0 = 120.3 GHz) (blue lines); Ri = 0.012 Ω, Li = 0.2 pH,
Ci = 5 pF (ω0 = 159.1 GHz) (orange lines). The resonance frequency of the RiLiCi circuit, ω0, is represented by a vertical line of corresponding color.

this work, the specific conductivity was set as σ = 120 (Ω·m)−1

[8].

Other model parameters were similar to that reported in [8], but

for the sake of convenience, we summarize them together in

Table 1 with the parameters of the RiLiCi circuits used in the

calculations. The dimensions and properties of the nanocom-

posite components provide a range of Li and Ci parameters

corresponding to the pH and pF, respectively, and Ri values in

the range of mΩ. This choice of circuit parameters matches with

the specified frequency range of 20–200 GHz.

Results and Discussion
For the case of the series circuit, for which the impedance is

expressed by Equation 9, the nonlinearity of µ(ω) close to the

resonance frequency and, consequently, of R(ω) and T(ω) were

obtained (Figure 1a,b, curves 1 and 2). In particular, at some

values of the circuit parameters, a strong reduction of the µ(ω)

dependence is observed, followed by smooth peak (Figure 1a).

Correspondingly, the reflectivity and transmission first increase

significantly and then drop (Figure 1b). Consequently,

depending on the circuit parameters, one can observe either a

gradual change in the resonance for reflection and transmission,
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Figure 2: Frequency dependencies of the real (dashed lines) and imaginary (solid lines) parts of the permeability (a,c,d), and of the reflection R
(upper curves) and transmission T (lower curves) coefficients (b) of the CNT based nanocomposite consisting of partially parallel circuit:
(a) – Ri = 0.01 Ω, Li = 0.01 pH, Ci = 10 pF (ω0 = 477.5 GHz) – blue curves; Ri = 0.02 Ω, Li = 0.01 pH, Ci = 10 pF (ω0 = 390.0 GHz) – red curves;
(b) – Ri = 0.01 Ω, Li = 0.01 pH, Ci = 10 pF (ω0 = 477.5 GHz) – blue curves; Ri = 0.02 Ω, Li = 0.01 pH, Ci = 10 pF (ω0 = 390.0 GHz) – red curves;
(c) – Ri = 0.01 Ω, Li = 0.05 pH, Ci = 10 pF (ω0 = 223.0 GHz); (d) – Ri = 0.01 Ω, Li = 0.0569 pH, Ci = 10 pF (ω0 = 209.0 GHz). Resonance frequencies
of the RiLiCi circuits ω0 are drawn by vertical lines of corresponding colors.

or a sharp change of these coefficients. The second type of

resonance is characterized by large steps in the R and T

frequency dependence; namely, R increases almost to 0 dB, and

T changes from −22 dB to −10 dB. The step width could reach

10–15 GHz.

It was found that the reduction of Li and Ci results in a broad-

ening and shift of the peaks towards higher frequencies. This

result is depicted in Figure 1a,b. Note that the nanocomposite

resonance always occurs at a frequency close to the resonance

frequency of the circuit, ω0. The resonance frequency is

depicted in Figure 1 by thin vertical lines. The increase in the

inductance by several orders of magnitude results in the

narrowing of the resonance and the reduction of the resonance

frequency.

For the partially parallel circuit consisting of a Ri and Li series

connection and Ci in parallel with them, the appearance of

distinct steps in the μ, R and T spectra were obtained for a given

set of circuit parameters, as shown in Figure 2. Here, the real

part of the permeability reduces to almost zero and its imagi-

nary part becomes negative. The reflection coefficient increases

abruptly almost to zero and the transmission coefficient

increases from −22 to −10 dB.

Qualitatively, the frequency behavior of the μ, R and T coeffi-

cients is similar to that of the series circuit. However, the width

of the valley is much wider in this case and reached the value of

400 GHz. This result is shown in Figure 2a for μ(ω) and in

Figure 2b for R(ω) and T(ω). In subsequent subsections for the

other circuit configuration, only μ(ω) curves will be presented.
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Figure 3: Frequency dependence of the real (dashed lines) and imaginary (solid lines) parts of the permeability (a,c,d), and of the reflection R (upper
curves) and transmission T (lower curves) coefficients (b) of the CNT-based nanocomposite consisting of a series–parallel circuit. (a) Ri = 0.007 Ω,
Li = 0.07 pH, Ci = 15 pF (ω0 = 155.3 GHz); (b) Ri = 0.007 Ω, Li = 0.07 pH, Ci = 15 pF (ω0 = 155.3 GHz) (red solid lines) and Ri = 0.007 Ω,
Li = 0.075 pH, Ci = 15 pF (ω0 = 151.1 GHz) (blue dashed lines); (c) Ri = 0.007 Ω, Li = 0.073 pH, Ci = 15 pF (ω0 = 152.1 GHz); (d) Ri = 0.007 Ω,
Li = 0.075 pH, Ci = 15 pF (ω0 = 151.1 GHz). The resonance frequency of the RiLiCi circuits, ω0, are indicated by vertical lines.

This wide valley occurs for the following set of given parame-

ters: Ri = 0.01 Ω, Li = 0.01 pH, and Ci = 10 pF. If we then hold

Ri and Ci constant and vary Li towards higher values, the valley

in the μ(ω) dependence is shifted to lower frequencies and

narrows, as shown in Figure 2c,d. For values greater than

Li = 0.0569 pH, the valley disappears (not shown here). A

similar behavior is obtained when holding Ri and Li constant

and varying Ci in the range 10–41 pF. If instead we set

Li = 0.01 pH and Ci = 10 pF and increase Ri to 0.02 Ω (instead

of 0.01 Ω), the valley in the μ(ω) dependence is shifted to the

frequency range between 200 and 300 GHz with a corres-

ponding contraction in the middle of the range. This result is

depicted in Figure 2a by red line. Note that for the partially

parallel circuit, the resonance occurs at frequencies lower than

the frequency of the resonance RiLiCi circuit.

For the series–parallel circuit, two types of resonances were

observed. The first one is related to the valley in the μ(ω)

dependence. However, in contrast to the previous cases, the real

part of the permeability does not drop to zero, as can be seen in

Figure 3a. This valley is related to the increase of both the R

and T coefficients as depicted in Figure 3b by the solid lines.

The width of this growth reached a value of 30–40 GHz. The

second type of resonance yields a smooth increase of the perme-

ability at higher frequencies (Figure 1a). Therefore, both the

abrupt and smooth resonances are observed simultaneously. An

increase in any one of the parameters of the RiLiCi circuit

causes a narrowing of this valley (Figure 3c), and eventually, its

disappearance (Figure 3d). In particular, from Figure 3d it

follows that for the parameters Ri = 0.007 Ω, Li = 0.075 pH and

Ci = 15 pF, only the smooth resonance remains, which is
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Figure 4: Frequency dependence of the real (dashed lines) and imaginary (solid lines) parts of the permeability (a,c,d), and of the reflection R (upper
curves) and transmission T (lower curves) coefficients (b) of the CNT-based nanocomposite consisting of a fully parallel circuit. (a) Ri = 0.01 Ω,
Li = 0.09 pH, Ci = 10 pF (ω0 = 151.7 GHz); (b) Ri = 0.01 Ω, Li = 0.09 pH, Ci = 10 pF (ω0 = 151.7 GHz) (solid red lines) and Ri = 0.01 Ω, Li = 0.1 pH,
Ci = 10 pF (ω0 = 159.2 GHz) (dashed blue lines); (c) Ri = 0.01 Ω, Li = 0.095 pH, Ci = 10 pF (ω0 = 163.3 GHz); (d) Ri = 0.01 Ω, Li = 0.1 pH, Ci = 10 pF
(ω0 = 159.2 GHz). The resonance frequencies of the RiLiCi circuits, ω0, are represented by the vertical lines.

reflected in the smooth R(ω) and T(ω) dependence (Figure 3b,

dashed lines). Note that in this case, the μ(ω) behavior is very

sensitive to the circuit parameters. In particular, the change in

the induction from 0.07 pH (Figure 3a) to 0.075 pH (Figure 3d)

results in the complete disappearance of the valley in the μ(ω)

dependence.

In the case of the fully parallel circuit, the steps in the µ(ω),

R(ω) and T(ω) dependence were observed similar to those in the

partially parallel circuit of Figure 4. In general, the frequency

behavior of the permeability and of the R and T coefficients

differs significantly from that previously observed. In fact,

the real part of the permeability first gradually approaches zero,

then sharply increases to a value of approximately 3 at

ω ≈ 50 GHz, while the imaginary part of μ is negative at

ω < 50 GHz and becomes 0 for ω > 50 GHz (Figure 4a). The

corresponding behavior of the reflectivity and transmission

coefficients is shown in Figure 4b by solid red lines.

It was found that the variation of Ri and Ci within the whole

range of interest (see Table 1) does not lead to a noticeable

change in the μ(ω) curves. Only a variation of Li produces a

qualitative change in the μ(ω) function. Indeed, when Li

becomes larger than 0.095 pH, the μ(ω) curves become smooth,

as shown in Figure 4d. The corresponding frequency behavior

of the reflectivity and transmission is depicted in Figure 4b by

dashed blue lines.

In our opinion, one of the main results of this work is the obser-

vation of intense, wide valleys in the permeability. The reason

for the abrupt decrease in the μ(ω) dependence at some combi-

nation of the RiLiCi circuit parameters is related to the complex
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contribution to the permeability of the nanocomposite from the

circuit and the magnetic NPs. Indeed, the permeability of the

nanocomposite is conditioned by 3 main contributions: the

superposition of the permeabilities of the carbon matrix, the

NPs and the wave impedance of the nanocomposite, as given in

Equations 1–3. Here, the permittivity is almost constant. There-

fore, the effective nanocomposite parameters are determined

both by the carbon matrix parameters and by the polarization of

the electrical and magnetic dipoles created by magnetic NPs.

These dipoles placed into the carbon matrix cause additional

electromagnetic fields which influence the shielding properties

of the nanocomposite. Apparently, the determination of the

permeability of such nanocomposites should be performed by

taking the polarization of such dipoles into account. In our case,

the magnetic polarization of dipoles formed by the magnetic

NPs is determined by the permeability of the NP and by the

impedance of the interface. As a result, during the interaction of

the EMR with a composite material having intercalated

magnetic metallic NPs of diameter less than the EMR wave-

length, additional fields arise in the sample on the length scale

much smaller than the EMR wavelength, but larger than the

nanoparticle size. These fields are conditioned by the electric

and magnetic dipoles created by the metallic NPs. These addi-

tional fields should be taken into account when considering the

R and T coefficients. They are accounted for via the effective

values of the permittivity and permeability. The values of

these fields, or the polarizability, are determined by the

nanoparticle–interface–carbon matrix system impedance.

At some combination of the resonance circuit parameters

and the permeability of the NP, compensation for the

absorption occurs and the real part of the permeability goes

to zero and its imaginary part becomes negative. In other words,

the nanocomposite impedance compensates for the

magnetic moment created by the NP in the carbon matrix at a

fixed frequency range. When no valley is present in the

μ(ω) dependence, the impedance of the magnetic dipole

(and consequently, its polarizability) is determined by the

permeability of the NP and of the nanocomposite, which are

both positive.

Conclusion
Problems related to the influence of the conductive carbon

matrix, the inductive ferromagnetic NPs and the capacitive

interface between the carbon matrix and the embedded ferro-

magnetic nanoparticles in CNT-based nanocomposites on the

interaction of these materials with the EMR in the 20–200 GHz

frequency range were numerically considered by applying a

modified model. A distinctive feature of this model is the intro-

duction of resonant resistive–inductive–capacitive circuits with

different connections between the elements to describe the para-

meters of the nanocomposite. In particular, the circuits were

modeled as resonant circuits having resistance, inductance and

capacitance with series, parallel and mixed connections.

It was shown that for the series resonance circuit, both smooth

and sharp resonances occur in the frequency dependent μ, R and

T coefficients. Depending on the given model parameters, the

width of the resonance varied from 1 to 50 GHz. These

phenomena occur close to the resonance frequency of the

circuit, which is always less than the resonance frequency of the

nanocomposite. For the partially parallel circuits, the wide

valleys in the frequency dependent μ spectra were obtained.

There, the real part of the permeability drops to almost zero,

followed by a sharp increase to the value determined by the

permeability of the nanocomposite. As a result, over some

frequency range, the nanocomposite becomes much more trans-

parent to the EMR. The width of this range reaches hundreds of

GHz and it appears at frequencies lower than the resonance

frequency of the circuit. For the series–parallel circuits, the

nonlinear dependence of μ, R and T on frequency was obtained.

Also, a combination of the nonlinear dependence and the

valley-like dependence could be observed for this case

depending on the parameters given for the circuits. The valley

width reached values of 40 GHz and is extremely sensitive to

the model parameter values. They are observed far below the

resonance frequency. Finally, for the fully parallel circuit, the

μ(ω), R(ω) and T(ω) dependencies are step-like, but with a

slight increase of the resonance frequency of the circuit, these

steps disappear and the dependence become gradual.

It is worth mentioning that the obtained effects are in the range

of tens and hundreds of GHz due to the characteristic values of

the passive elements of the interfaces (pH and pF). Sudden

decreases in the μ(ω) coefficient for different RiLiCi circuits are

explained in terms of the interaction of the magnetic dipole

formed by the ferromagnetic metallic NPs and the RiLiCi

circuits, which leads to the compensation of the resonant

absorption of EMR by magnetic dipole.

An experimental observation of the predicted phenomena is

possible given improved control of the CNT-based nanocom-

posite parameters such as size, concentration of NPs embedded

into the CNT matrix, NPs localization in the CNT matrix, etc.

Further work related to the investigation of the influence of the

distribution of the model parameters on the absorption process

of EMR by CNT-based magnetic nanocomposite is currently

under progress now.
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Abstract
We present here the behavior of the resonance frequency of porous anodic alumina cantilever arrays during water vapor adsorption

and emphasize their possible use in the micromechanical sensing of humidity levels at least in the range of 10–22%. The sensitivity

of porous anodic aluminium oxide cantilevers (Δf/Δm) and the humidity sensitivity equal about 56 Hz/pg and about 100 Hz/%, res-

pectively. The approach presented here for the design of anodic alumina cantilever arrays by the combination of anodic oxidation

and photolithography enables easy control over porosity, surface area, geometric and mechanical characteristics of the cantilever

arrays for micromechanical sensing.
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Introduction
The last two decades have seen a surge in resonant micro- and

nanomechanical engineering raised by the creation of high-

performance and cost-effective detection systems. Highly

elastic silicon and, in contrast, soft polymer cantilevers were

implemented to chemical sensors with resonance shift assay

[1-3]. To date, the determination of trace amounts of adsorbed

biological, chemical and other multiplex substances through

micromechanical sensing still holds a tremendous potential

[4-8]. To improve the shifts of the resonant frequency one needs

to enlarge the active surface area of the sensor while preserving

its mechanical stiffness. This necessitates the use of the porous

systems with “open through porosity”. One promising porous

system exhibiting all the necessary characteristics is anodic

aluminium oxide (AAO). Its huge surface area offers an enor-

mous number of binding sites.

The adsorption of chemicals on the surface of the cantilever

manifests itself by the shift of the resonance frequency in

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:boytsova@gmail.com
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Figure 1: SEM images of a six-cantilevers array (2 μm thickness) obtained through chemical photolithography: (a) general view, (b) porous structure
of AAO cantilever with 30 nm average pore diameter and 105 nm average interpore distances and (c) pore size distribution.

dynamic vibration mode. The loading mass can be calculated

from the change of resonance frequencies after (ƒ1) and before

(ƒ0) adsorption as follows [9,10]:

(1)

Here, the spring constant k is given by k = (E·w·t3)/(4·l3), where

w, t and l are the width, thickness and length of the cantilever

and E is the Young’s modulus of the cantilever [11]. According

to Equation 1, the more molecules are adsorbed on the surface

of a cantilever, the larger is the shift of the resonance frequency.

Therefore AAO cantilevers hold a great promise for the devel-

opment of micromechanical sensor arrays.

In the present work we concentrated on the elaboration of

experimental methods for the fabrication of anodic alumina

cantilever arrays and their testing for adsorption of water

vapors.

Results and Discussion
The proposed procedure for the fabrication of cantilever arrays

combines anodic oxidation of aluminium foil with a conven-

tional photolithography process (Figure 1).

Using the lithography approach for AAO pattern formation

mostly becomes possible due to selective and anisotropic

etching of anodic alumina films on aluminium in basic solu-

tions. On the other hand anodic oxidation itself enables easy

control over channel diameter and interpore distance of the

porous film over a wide range (pore diameter from 15 to

200 nm; interpore distance from 50 to 500 nm, film thicknesses

up to 200 micrometers) [3]. Moreover the thickness of AAO

films can be regulated precisely by using conventional electro-

chemistry methods by controlling the total electric quantity and

assuming a current efficiency of 90% [12]. Thus, the proposed

approach enables easy control over porosity, surface area, and

geometric characteristics of cantilever arrays which provide

wide opportunities for the design of micromechanical sensors

with specific mechanical response.

To predict the behavior of the cantilever in the gas/liquid phase

we investigated alterations of the amplitude–frequency charac-

teristics when changing pressure and humidity. The frequency

response of elastic beam is strongly dependent on the fluid it is

vibrating in [2]. In vacuum, when the vapors are absent, the

measurement of the resonance frequency is routinely made

compared to measurements in viscous media. At first we

emphasized the damping effect on cantilever vibration for

porous AAO and standard Si cantilevers explored in the real

system (air) and in model (vacuum). The amplitude–frequency

profiles of rectangular cantilevers made of Si and porous anodic

aluminium oxide are provided in Figure 2. Their characteristics

are summarized in Table 1. The Q factor for both types of

beams significantly increases after change air media to vacuum.

Natural shifts to high-frequency region are observed for the

porous cantilever as well for the Si cantilever.

For comparison we also studied the effect of the water content

on the vibration of the cantilever from the AAO membrane

obtained at 40 V in 0.3 M oxalic acid. Figure 3 shows the

experimental results using a cantilever with a length of 800 μm

and 10% porosity.

The resonant frequency decreases from 117.7 kHz at 10% to

116.5 kHz at 21% humidity. Changing the humidity from 21 to

10% increases the resonant frequency by 1120 Hz and quality

factor of the AAO cantilever increases from 61 to 82, respect-

ively (Figure 3).

Using Equation 1 and the Young’s modulus of AAO of

340 GPa one can evaluate the quantity of water adsorbed onto

the anodic alumina surface. The calculation gives a result of

Δm = 20 pg at a sensitivity Δf/Δm of 56 Hz/pg. On the other

hand, the amount of absorbed water can be estimated from the

Langmuir monolayer absorption isotherm. Taking into account

the total area of the cantilever of 1.74·10−6 m2 (1.58·10−6 m2
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Table 1: Shifts of resonance frequency and quality factors Q for Si and AAO cantilevers under different pressure (vacuum and air, humidity 22%).

cantilever material Si AAO

condition air vacuum (10−5 mbar) air vacuum (10−5 mbar)
Q factor 350 3230 39 52
resonant frequency f, kHz 322.01 322.79 177.12 181.02

Figure 2: a) Frequency responses of Si rectangular cantilever (2 μm
thick, 100 μm long and 30 μm wide) in the air (black line) and in
vacuum (red solid line). The frequency shift is 780 Hz. b) Frequency
responses of AAO cantilever (2 μm thick, 800 μm long and 100 μm
wide) in the air (black line) and in vacuum (red solid line). The shift
here is 3900 Hz.

interior and 1.63·10−7 m2 exterior area) and the density of the

active sites of 4.8 nm−2 the maximal mass of a water mono-

layer adsorbed onto cantilever surface is 250 pg. This results in

an increase of the experimental water surface coverage of about

8% within the experimental humidity levels.

From the Langmuir sorption isotherm a humidity change from

10 to 22% should result in growth of the surface coverage by

Figure 3: Frequency responses of AAO rectangular cantilever (2 μm
thick, 800 μm long and 100 μm wide) at relative humidities of 10 and
21% (1120 Hz shift).

8.9%, which fits well to the obtained value. However, despite

the good agreement between the estimations we should stress

that they can be far from being realistic due to a strong chem-

ical interaction of water molecules with AAO surface and pore

curvature.

Figure 4 illustrates the resonant frequency dependence on air

humidity. The experimental points were obtained by measuring

the resonant frequency with decreasing humidity levels from 22

to 10% (at 298 K).

After each humidity decrement the system was left to reach

equilibrium for 10–30 min. Equilibration criterion was resonant

frequency creep below 1 Hz/min. The curve indicates a linear

behavior approximated by f = 118.99·(1 + 0.00198H)−1/2 (red

line), which correlates well with Equation 1. The humidity

sensitivity of the AAO cantilever in the linear range estimated

by the slope of the experimental curve equals about 100 Hz/%.

Hysteresis was not observed for the considered range close to

equilibrium. The resonance frequency for the same value of

humidity measured after a cycle of increasing and decreasing

humidity is well reproduced within the error of 30 Hz. We

believe this error corresponds to an inaccuracy of setting up the

desired humidity value and a slight deviation from equilibrium

during measurements. The plateau at low humidity levels
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Figure 5: Photomask (1); cantilever arrays as formed on Al-foil (2); free-standing anodic alumina cantilevers (3).

Figure 4: Resonance frequency of the AAO cantilevers (2 μm thick,
800 μm long and 100 μm wide) as function of relative humidity
from 10 to 22%. Red line: approximation of the linear part as
f = 118.9972·(1 + 0.00198H)−1/2. Inaccuracy of frequency detection is
below the size of the symbols.

demonstrates a moisture detection limit of 10%. This likely

occurs due to residual native water absorbed on the AAO

surface, which cannot be removed without heating. Linear

behavior of environmental humidity on the resonance frequency

of the cantilever oscillation allows us to use AAO cantilevers as

humidity sensors at least in the humidity range of 10–22%.

Conclusion
The proposed combination of anodic oxidation and photolithog-

raphy processes enables the successful formation of porous

alumina cantilevers with desired geometric characteristics.

Because of the high surface area of the pores the cantilevers ex-

hibit an exceptional sensitivity to absorbed mass. The reso-

nance frequency shift in water vapor absorption experiments

over a humidity range of 10–22% fits well to the monolayer

adsorption isotherm. A strong response to environmental

change enables the use of AAO cantilever arrays in microsen-

sors with ultra-low detection limits. The study has to be consid-

ered as an initial experiment to focus on the profound under-

standing of micromechanical behavior of anisotropic porous

materials having a high specific surface area, such as anodic

alumina films.

Experimental
Preparation of the cantilever array
AAO layer formation was carried out in 0.3 M H2C2O4 (98%,

Aldrich) at a constant voltage of 40 V. The electrolyte was

pumped through the two-electrode cell by a peristaltic pump,

and its temperature was kept constant (2 °C) during anodization.

The films with a thickness of 2 μm were obtained by control-

ling the total electric charge. To define the shapes of the

cantilever array the pattern of the photolithographic mask was

directly transferred onto the AAO surface (spin-coat with S1818

microposit, 6 s at 500 rpm and than 20 s at 5000 rpm, 5 min of

drying at 110 °C, 315 mJ of UV radiation [13]). Then unmasked

AAO was etched away with 0.5% KOH for 10 min. The mask

was removed after drying the samples at 160 °C for 10 min with

acetone. Finally the remaining aluminium was dissolved in

0.5 M CuCl2 acidic solution (5 vol % HCl). The size of the

obtained microcantilevers equals 800 × 100 × 2 µm3 (Figure 5).

One should note that these dimensional characteristics can be

simply tuned by choosing lithographical mask with the desired

cantilever shapes and varying of anodization charge. Films were

characterized by optical (Nikon Eclipse 600pol) and scanning

electron (LEO Supra 50VP) microscopes. The density of anodic

alumina was determined by measuring sample hydrostatic

weight.

Resonance frequency measurement
Mechanical measurements with air, vacuum and wet media

were carried out by AFM (NTEGRA Aura) in the range of
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0–600 kHz. The experimental setup used in this study is shown

on Figure 6. The AFM is equipped with vacuum chamber

Ar-flow controllers as well as humidity and temperature

sensors.

Figure 6: Scheme of measurement cell in atomic force microscope
with an integrated optical read-out.

The desired moisture level was obtained by controlling the

humidity at 25 °C with saturated salt-water and CaCl2 dryer.

Saturated salt-water was used to reach high relative humidity in

the microscope chamber. After stabilization of humidity equi-

librium in the system we start measurements of the resonance

frequency over a CaCl2 dryer down to the lowest possible

humidity level. The microscope determined the upper limit of

humidity level. Typically around 10 min have been needed to

stabilize the cantilever to a fixed baseline. Humidity levels were

varied in the range of 10–22%. An example of the resonance

spectrum of porous alumina cantilevers detected with the AFM

is shown in Figure 7.

Figure 7: Spectrum of lateral (in-plane) modes corresponding to an
alumina cantilever 2 μm thick, 800 μm long and 100 μm wide.

The arrays were supported by Si tips before measurements. The

reflectivity of the surface of anodic aluminium oxide is suffi-

cient for detecting vibrations without additional metal reflec-

tive coating. According to the exhibited behavior, adequate

level of sample reproducibility has been demonstrated by the

fabrication procedure described. The frequency does not shift

for different points along the one cantilever. In contrast, inten-

sity and a uniform vibration were indicated along the whole

cantilever independently from where the AFM beam was

detected. The magnitude of the maximal resonance frequency

(about 545 kHz) predictably decreases when the optical beam of

AFM moves to base of array. Experimentally we established the

excitation of mechanical vibrations perpendicular to the

cantilever surface as torsion. The thickness of cantilever arrays

influences on stiffness and may also cause an increasing in reso-

nance frequency: from 500 kHz for 2 μm thick cantilevers to

670 kHz for 30 μm thick cantilevers.
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