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Presently, most microelectronic devices are fabricated using
top-down approaches. According to Moore’s law, with the
predicted ultimate reduction in size over the next years, these
processes will reach the limits of technological instrument reso-
lution. In addition, a major bottleneck in top-down approaches
is the prohibitive cost due to the large number of technological
steps required to reduce the device size. Furthermore, a broad
range of applications require ultrasmall, complex devices that
cannot be produced using top-down methods. New processes
building on the natural self-organization of matter should there-
fore be conceived and developed, along with adequate charac-
terization methods in order to allow for their application in
innovative devices. Such self-organization processes are already
implemented in various materials such as biological materials,
soft matter, metals and semiconductors. Self-assembly is a
process that builds an ordered structure, brick-by-brick, starting
from disordered building blocks, using simple key ingredients.
Self-assembly is commonly controlled by certain intrinsic ma-
terial parameters (e.g., composition, strain, thickness, phase
transformation, structural changes) and results from the inter-
action between different factors (e.g., deposit/substrate, liquid/

gas/solid phases, crystals). Besides these intrinsic parameters, a
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number of extrinsic factors, including thermal treatment, chem-
ical and electrochemical reactions, mechanical stress, electric or
magnetic fields, can strongly influence the self-assembled

morphologies.

Self-assembly processes are generally low cost, large-scale
techniques, which can be suitable for various industrial environ-
ments. Identified as one of the key topics in nanoscience with
potential to shape future scientific research, self-assembly is the
most promising path to breakthroughs in nanoelectronics, opto-
electronics, spintronics, molecular nanotechnology, biology,
materials science, software, robotics, manufacturing, transporta-
tion, energy harvesting, infrastructure and construction.

Research on self-assembled nanostructures encompasses funda-
mental issues in chemical synthesis, crystal growth and self-
organization of 0D, 1D and 2D nanostructures, nanopatterning,
lithographic techniques, nanocharacterization, scaling of ma-
terials properties down to molecular dimensions, quantum prop-
erties and applications of nanoscale assemblies to advanced
devices. The main topics of interest involve 2D nanomaterials

such as nanomembranes, graphene, silicene and ordered meso-
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porous oxides, 1D nanomaterials such as nanowires and
nanotubes, and 0D nanomaterials such as quantum dots,

nanocrystals and Q-bits.

Focusing on this dynamic new field, self-assembly “the science
of things that put themselves together” explores the physics of
nanostructures, new synthesis approaches, in addition to size-,
shape- and composition-dependent properties. The major obsta-
cles concern the reproducibility and control of the basic mecha-
nisms in order to predict and produce patterns with tunable size,
periodicity and position and the new physical properties
resulting from low dimensionality.

The goal of this Thematic Series is to bring together studies in
the broad field of research on self-assembled nanostructures,
which may seem far away, but are expected to promote an
extraordinary exchange of ideas appropriate to conceive multi-
disciplinary processes suitable for various materials with the
aim to produce exceptional new nanomaterials with revolu-

tionary properties.

This Thematic Series covers the physics of nanostructures at the

nanoscale including:

* large-scale patterning obtained by spontaneous struc-
turing as well as local probe nanopatterning for nano-
structure size and position control;

« theoretical and experimental efforts dedicated to a better
understanding of the formation, evolution, and organiza-
tion of nanoscale systems;

* fundamental and new issues in nucleation, crystal
growth, surface and interface atomistic mechanisms; and

* new optical, electrical, magnetic, and mechanical prop-

erties of self-assembled systems.

Isabelle Berbezier and Maurizio De Crescenzi

Marseille and Rome, June 2015
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In this paper, a spray technique is used to perform low temperature deposition of multi-wall carbon nanotubes on semi-insulating

gallium arsenide in order to obtain photodectors. A dispersion of nanotube powder in non-polar 1,2-dichloroethane is used as

starting material. The morphological properties of the deposited films has been analysed by means of electron microscopy, in scan-

ning and transmission mode. Detectors with different layouts have been prepared and current—voltage characteristics have been

recorded in the dark and under irradiation with light in the range from ultraviolet to near infrared. The device spectral efficiency

obtained from the electrical characterization is finally reported and an improvement of the photodetector behavior due to the

nanotubes is presented and discussed.

Introduction

Fast photoconductive detectors (PCD) are widely used for the
characterization of sub-nanosecond pulses generated from
infrared (IR) to ultraviolet (UV) light, X-ray and gamma-ray
photons, as well as charged particles [1-3]. Applications of
carbon nanotubes (CNTs) in this field have shown interesting
results, in particular in new technologically advanced nanoelec-
tronic devices [4,5]. Photodetectors based on films of CNTs
(both bundle and carpet distribution) on silicon, have been

previously analyzed in the visible and IR spectral regions [6,7].
Moreover the chemical, mechanical and electrical properties
make CNTs also suitable to fabricate a wide range of radiation
detectors for space applications, high energy physics and
medical instrumentation [7-9].

The common technique obtain CNT films is chemical vapour

deposition (CVD), but some deposition requirements, such as
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high temperatures of the substrates, the necessity of a catalyst
and, as a consequence, the necessity of a barrier layer between
the latter and the substrate, limit the applications of this tech-
nique [10-12]. In our previous work we have already shown the
potential of a spray deposition technique for depositing CNTs
on silicon, starting from a powder, at low temperatures, without
catalyst and an intermediate layer [7]. By using this spray tech-
nique, CNT films on silicon-based photodetectors were
prepared, achieving quantum efficiency (QE) values in the
visible light range comparable with those obtained for similar
detectors with CNTs deposited by CVD [7,13-15]. In this work
results from a photodetector based on CNTs spray-deposited on
semi-insulating gallium arsenide (SI GaAs) are reported.

In order to perform the morphological characterization of the
resulting films, electron microscopy, in scanning (SEM) and
transmission (TEM) modes, was used.

Current—voltage (I-V) characterizations under dark and illumi-
nated conditions, from NIR to UV region, were performed with
two different device configurations. The resulting QE and the
photocurrent spectral measurements are reported and discussed.
Finally, the effect of the nanotubes on the charge generation and
collection in the detector is analyzed.

Experimental

The multi-wall CNT (MWCNT) powder, with a purity degree
greater than 95 wt %, was provided by COMETOX. The
nanotubes are 5—-15 um long, and the diameters are between
10 and 30 nm. The procedure for the preparation of the solution
is reported elsewhere [7]. The only difference is that an ultra-
sonic atomizer NS60K50-Sonaer 60 kHz system has been used

DEVICE 1 (SFS)
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in place of an airbrush, in order to obtain a better film
uniformity. Due to the low deposition temperature (60 °C),
custom-made transparent Mylar masks were used to
better confine the CNT deposition area. SI GaAs substrates
(350 + 25 pm, resistivity 5.4-107-9.1-107 Q-cm, Hall
mobility 5692-6025 cm2-V~1-s™!, carrier concentration
1.2:107-2.1-107 em™3), produced by Wafer Technology LTD,
were used for the fabrication of the photodetectors. In order to
obtain the final devices, the substrates were first degreased in
acetone and methanol, after that they were etched for 30 s in a
fresh solution of H,SO4/H,0,/H,0 (4:1:1), then rinsed in
methanol and double-distilled water and finally dried with
nitrogen. Two different layouts were used for the realization of
the photodetectors (Figure 1). The first configuration, named
single face sample (SFS), has a CNT layer sprayed on one face
and a titanium/gold layer (30/50 nm), deposited by ion beam
sputtering (IBS) [16], on the other face. The second one, named
double face sample (DFS), consists of a CNT layer sprayed on
both sides. The SFS configuration with the presence of a
Schottky contact (Ti/Au layer) on the GaAs substrate [16] was
chosen as the final device, while the DFS has been realized and
analyzed only to study the electrical characteristics of CNTs on
the gallium arsenide. After the spray process, in the SFS device
configuration, an interdigitated 50 nm thick indium tin oxide
(ITO) film was deposited from an ITO target on CNTs by
means of IBS. An ITO/GaAs/Ti/Au device was also prepared as

control sample.
Transmission electron microscopy (FEI Tecnai G2 Spirit,
120 kV energy) was used to preliminarily evaluate the degree of

dispersion of the CNTs in the spray solution performing few

spray on TEM grids. Scanning electron microscopy (Zeiss-

DEVICE 2 (DFS)

/
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Figure 1: Schematic image of the two device layouts used: single face sample (SFS) and double face sample (DFS).
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Sigma microscope with in-lens detector, 20 um aperture, 10 kV
energy) was used to obtain informations about the thickness of
the CNT film and about the uniformity of its distribution on the
GaAs substrate.

In order to perform the electrical characterization, all the
samples were mounted gluing the back side on an aluminium
disk by using a silver paste, leaving the front side covered with
CNTs for the light exposure. The voltage supply was connected
to the top ITO contact whereas the sample was grounded at the
rear through the aluminium support.

For the calculation of QE, a typical configuration for spectral
photocurrent measurements with a light source, wavelength
selector and reference diode has been used. Specifically, a
Thorlabs OSL1 white light source with optical fiber and a
focusing lens were used to obtain a light spot on the photode-
tector while single wavelengths (400, 500, 600 and 700 nm) in
the visible light range were selected by means of a filter set. For
the UV characterization in the spectral range of 150-210 nm the
measurements were performed under vacuum by using a
McPherson 30 W Deuterium lamp coupled with a monochro-
mator (Mc Pherson TM/Div. of S.I. Corp. mod. 234/302) as
spectral light source. In this configuration the response of an
UV-calibrated NIST diode (International Radiation Detectors,
serial no. 97-527) was used for the QE calculation. An Agilent
source/monitor unit was used to record the current—voltage

characteristics.

To obtain more detailed information of the photodetector in the
range of vis—NIR, photocurrent spectra of the SFS and of the
ITO/GaAs/Ti/Au control sample were also performed in air, in
the range of 350-1050 nm at various DC voltages, collected by
means of a Stanford Research 850 lock-in amplifier equipped

Beilstein J. Nanotechnol. 2014, 5, 1999-2006.

with a current preamplifier. Monochromatic, chopped (at a
frequency of 13Hz) light impinging on the ITO/CNTs side of
the samples was obtained by a tungsten halogen lamp coupled
with an Acton Reasearch Spectra Pro 300i monochromator. The
photocurrent response as a function of the light intensity at
given DC voltages and wavelengths were obtained by inserting
neutral filters of various optical density on the light path
towards the sample. A calibrated THOR Labs photodiode
(Thorlabs PM100D with a silicon photodiode S120VC) was
used to normalize the sample photocurrent to the incident light
intensity for all the measurements in the vis—NIR region.

Results and Discussion

TEM images acquired at 120 kV of the spray dispersions
obtained with both the atomizer (Figure 2a) and the airbrush
(Figure 2b), show a more uniform distribution of the layer
deposited with the atomizer uniform than that of the layer
deposited with the airbrush. The uniformity of a thicker layer
deposited on GaAs is also confirmed by the SEM image
reported in Figure 3.

In Figure 4 the dark-current—voltage (I-V) characteristics for
the SFS, DFS and ITO/GaAs/Ti/Au photodetector configura-
tions are reported. The inset reports the negative part of the [-V,
showing the same trend for SFS and DFS samples. From the
positive part a different behaviour of the SFS and DSF, due to
the rectifying effect of Ti with respect to the ohmic effect of
CNTs is observed. Good ohmic behaviour is demonstrated for
the ITO/CNT/GaAs top contact of the SFS device. In fact, by
comparing the rectifying and non-rectifying behaviour, respect-
ively, of the SFS and of the ITO/GaAs/Ti/Au it can be deduced
that the poor ohmic behaviour of the ITO/GaAs contact acts
mostly as a counter barrier with respect to the GaAs/Ti/Au
contact (Figure 4). In fact, for a positive applied voltage, the

Figure 2: TEM micrographs of CNTs dispersion spray obtained by means of: the ultrasonic atomizer a); the airbrush b). Scale bars: 100 nm.

2001



EHT = 2.00 kV
WD = 2.1 mm

Mag= 19.75K X

Beilstein J. Nanotechnol. 2014, 5, 1999-2006.

Signal A = InLens Date :19 Mar 2014
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Figure 3: SEM image of the MWCNT film on a semi-insulating gallium arsenide substrate.

ITO/GaAs equivalent resistance increases, thus limiting the
forward bias voltage drop at the GaAs/Ti/Au Schottky contact
with subsequent reduction of the forward current. Then
evidently the insertion of the CNT layer improves the ohmic
behaviour with respect to the ITO/GaAs interface and conse-
quently the diode performance.

The net photocurrents for negative bias of the devices in the
vis—UV spectral region have been used to obtain the photocon-
ductive absolute QE by means of the following formula:

QE[%] :n'(lsam/lref)'loo >

where I,y [A] is the sample current, [..¢ [A] is the calibrated
photodiode current, and 7 is the internal quantum efficiency of
the calibrated photodiode.

The resulting calculation trends, at a bias voltage of —6 V, are
reported for SFS and DFS in Figure 5 and Figure 6 for the
visible and the UV range, respectively. The higher QE of SFS
with respect to DFS at lower wavelengths in the visible light
range (Figure 5) can be attributed to the contribution to the
photo-generated charges from the near-band-gap light absorp-
tion of ITO [17]. Furthermore, the interdigitated ITO contact of
the SFS covers half of the active surface of the device, and its
ultraviolet absorption gives rise to the halving of the QE values

in this region (Figure 6).

510° , :
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5107 e
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°©  210° |
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3 SFS
= = ITO/GaAs/Ti/Au
110° r | ]
b -.,‘--.
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0 2 4 6 8
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Figure 4: Dark-current-voltage characteristics for the SFS, DFS and
ITO/GaAs/Ti/Au photodetector configurations. The inset reports the
negative part of the dark-current—voltage characteristics.

To better understand the detector QE results in the range
UV-vis that were analyzed so far, in Figure 7 [7] the expected
responsivity of a gallium arsenide photodetector and, for com-
parison, a photodetector based on CNTs are reported. It is clear
from the figure that the response in the UV of the CNTs/GaAs
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DEVICE 2 (DFs)
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Figure 5: Absolute quantum efficiency trend in the visible light range, calculated at a bias voltage of -6 V for the devices SFS a) and DFS b).
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QE (%)

150 160 170 180 190 200 210

Wavelength (nm)

Figure 6: Absolute quantum efficiency trend in the UV range, calculated at a bias voltage of -6 V for the devices SFS a) and DFS b).

detector is due to the absorption of the CNTs in this region, to
which, in the visible, the contribution of gallium arsenide is
added.

In Figure 8 the normalized photocurrent spectra, measured at
various voltages, in the 350—-1050 nm region are reported. In
spite of the evident voltage-dependence of the spectra, all of
them exhibit a steep increase in the IR range, between 900 and
1000 nm. Assuming the photocurrent directly proportional to
the GaAs absorption coefficient and direct gap transitions, an
absorption edge of 1.38 eV has been obtained for all the spectra.
This value is slightly lower than the energy gap of GaAs at
room temperature (1.42 e¢V) [18]. As mentioned above, the
spectral response of the device is voltage-dependent and partic-
ularly the photocurrent increases linearly with the voltage in the
NIR region, although at different rates for the various wave-
lengths: The closer to the GaAs absorbtion edge (1.38 eV), the

more the photocurrent increases with voltage. This character-
istic, with respect to what was observed in analogous photocur-
rent spectra of the ITO/GaAs/Ti/Au device (not shown), is more
pronounced so that at the maximum investigated voltages (+10
and —10 Volts) the SFS spectra become nearly flat (Figure 8a
and Figure 8b) in the whole vis—NIR range except for the
pronounced peak at the absorption edge. This peculiarity and
especially the fact that, for positive voltages only, the photocur-
rent onset at 900-1000 nm is greatly enhanced with respect to
the whole investigated spectral range, is still under investi-
gation. As a further observation it must be pointed out that, with
respect to the ITO/GaAs/Ti/Au comparison sample, at the
maximum of the absorption edge (890 nm), the photocurrent
exhibits a linear dependence on the incident light intensity (i.e.,
Loy oc PY with y = 1) over many order of magnitude, as shown
in Figure 9a and Figure 9b, for both negative and positive volt-
ages. At 800 nm, only for positive voltage, the dependence
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Figure 7: Responsivity trend of GaAs and CNTs based photodetec-
tors.

turns out to be sublinear (y = 0.82), as shown in Figure 9b. This
result has to be compared with y ranging between 0.67 and 0.91,
obtained for the ITO/GaAs/Ti/Au in the same experimental
conditions. To have a linear dependence of the photocurrent on
the light intensity is an important achievement in a photode-
tector. Nevertheless in such devices (either p-i-n or Schottky
diodes) the value of the exponent y depends not only on the
intrinsic properties of the photoactive material (traps and
recombination centres distribution) but also on the properties of
the contacts. Generally, the photocurrent [19] can be expressed
as Ipy = e'G'F, where F is the number of electron—hole pairs
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photogenerated per unit time and G is the photoconductive gain
representing the number of carriers passing between electrodes
in the unit time for each absorbed photon in the unit time. In
fact, depending on the type of the contacts (blocking, ohmic or
injecting), while the photogenerated charge is swept away by
the electric field, the photoconductor volume can be replen-
ished with other carriers (secondary photocurrent). If both
mobile photogenerated electrons and holes are not replenished
at the electrodes [19], e.g., in a reverse-biased photodiode, G is
at most unity and it occurs when the one photogenerated elec-
tron—hole pair per photon is swept out before recombining via a
recombination centre. In this case y = 1 as for the reverse-biased
SFS diode (Figure 9a). Conversely, for a direct-biased SFS
diode (Figure 9b) the ITO/CNT ohmic contact supplies extra
majority carriers to the GaAs volume (possibly the forward-
biased Ti/Au Schottky contact might also inject minority
carriers). In this case G can be nominally larger than unity but
the detector is less sensitive to the light intensity, i.e., y < 1 [20].
This occurs also for the ITO/GaAs/Ti/Au device as shown in
the insets of Figure 9a inset and Figure 9b. As mentioned above
for the dark-current—voltage characteristics, the ITO/GaAs
contacts constitutes a counter barrier with respect to the GaAs/
Ti/Au Schottky contact, so for a reverse bias of the latter the
former is forward biased and viceversa, with secondary
photocurrent generation [19,20] and y < 1.

Conclusion

In this work we have shown the capability to produce photode-
tectors based on MWCNTs/semi-insulating GaAs by using a
spray technique to deposit the nanotube film. Two different
configurations have been analysed. The first with a Ti/Au back
contact (SFS) and a CNT film on the other face. The second
with CNTs on both sides (DFS). Furthermore an ITO/GaAs/Ti/

10" . - - : . -
; (b)
10" + E
Fl
© " X5 +10 Volts
= 10"} 1
g
=1
o ) x3 +5 Volts
S 107} i
2
a X155 425 volts
b= -3
g 107t -
©
E
-4
s 10"} .
0 Volts
107

200 400 600 800 1000 1200 1400
wavelength (nm)

Figure 8: Normalized photocurrent spectra measured at: (a) negative voltages, (b) positive voltages applied to the ITO top contact with respect to the
bottom Ti/Au contact. For the sake of clarity, some spectra were shifted up in the plots multiplying them by a factor, as indicated in the figure. The step
shown in all the spectra at 750 nm is due to the change of the gratings of the monochromator.
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Figure 9: Photocurrent as a function of the relative monochromatic light intensity at A = 800 and 890 nm for (a) -8 V and (b) +8 V applied to the top
device contact. The best power-law fits are shown along with the resulting exponent y. The full light intensity was approximately 10~ W/cmZ. In the
insets (a) and (b) the results obtained for a similar device without CNTs (ITO/GaAs/Ti/Au) under the same experimental conditions are shown for com-

parison.

Au device was prepared to better understand some experi-

mental results obtained for the SFS.

The /-7 measurements under illumination evidence, in both
configurations, the contribution of the responsivity of the CNTs
in the UV as photoactive layer to the detector performance.
Furthernore, in the vis—NIR spectral range photocurrent appears
to be more field-dependent in the device with CNTs, so that at
maximum applied voltages photocurrent spectra of the SFS
(differently from the ITO/GaAs/Ti/Au) gets nearly flat. This
aspect is still under investigation.

The comparison of the dark-current—voltage characteristics of
the ITO/CNT/GaAs/Ti/Au (SFS) and of the ITO/GaAs/Ti/Au
demonstrates the good ohmic behaviour of the ITO/CNT/GaAs
contact with respect to the bare ITO/GaAs one. This peculiarity
improves the rectifying properties of the SFS device and, as a
further consequence, its linear photocurrent-dependence behav-
iour, especially in reverse-bias mode.
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The Stranski—Krastanov growth of Ge islands on Si(001) has been widely studied. The morphology changes of Ge islands during

growth, from nucleation to hut/island formation and growth, followed by hut-to-dome island transformation and dislocation nucle-

ation of domes, have been well described, even at the atomic scale, using techniques such as scanning tunneling microscopy and

transmission electron microscopy. Although it is known that these islands do not consist of pure Ge (due to Si/Ge intermixing), the

composition of the Ge islands is not precisely known. In the present work, atom probe tomography was used to study the compos-

ition of buried dome islands at the atomic scale, in the three-dimensional space. The core of the island was shown to contain about

55 atom % Ge, while the Ge composition surrounding this core decreases rapidly in all directions in the islands to reach a Ge

concentration of about 15 atom %. The Ge distribution in the islands follows a cylindrical symmetry and Ge segregation is observed

only in the {113} facets of the islands. The Ge composition of the wetting layer is not homogeneous, varying from 5 to 30 atom %.

Introduction

The nucleation and growth of Ge islands on a Si(001) substrate
have been the subject of numerous investigations with the aim
of understanding the fundamental processes involved in the
Stranski—Krastanov growth process and to produce original
devices based on a Ge dot assembly [1-7]. The focus of these
investigations was devoted to understanding the shape of the
islands and density variations versus stress (or strain) or sub-
strate surface modifications (e.g., patterning, Si(Ge) buffer or

surfactant variations) [6-11], using characterization techniques

such as atomic force microscopy (AFM), scanning tunneling
microscopy (STM), transmission electron microscopy (TEM)
and X-ray diffraction (XRD), as well as photoluminescence
spectroscopy (PL). Consequently, the control of the Ge island
shape and density, as well as the control of Ge island assembly,
has significantly progressed over the last years [6,12]. However,
few studies have been devoted to the understanding of the
Ge island composition [13-33]. This is related to the difficulty
of experimentally analyzing the composition of three-dimen-
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sional (3D) nano-objects. In general, the investigations
performed on Ge dot compositions involve indirect methods,
often coupled with calculations. These studies shown that Ge
dots do not consist of pure Ge, but rather contain a significant
amount of Si in addition. However, contradicting interpreta-
tions were made concerning the atomic distribution in the
islands, where some measurements led to the conclusion that
the islands are made of a Si-rich core and a Ge-rich shell, and
others led to the opposite conclusion [23,26,28,30,32]. It was
only very recently that the calculations made by Georgiou et al.
[34] resolved this controversy, showing that formation of
islands with a Si-rich core is related to near-equilibrium
processes and inter-island diffusion, while formation of islands
exhibiting a Ge-rich core is strain driven and kinetically limited.
It is important to stress that the Ge dot composition can have a
significant impact on Ge-dot-based device properties, such as
electron confinement and optical properties, for example.
Consequently, the measurement of the Ge island composition
versus growth conditions is of great interest for: (1) under-
standing the fundamental processes occurring at the atomic
scale during growth, and (2) the control of Ge dot composition
versus growth conditions or surface state for device fabrication.
In addition, despite the fact that Ge islands are known to
nucleate after the deposition of 3 to 6 Ge monolayers (MLs)
[1-6,35], the composition and the thickness of the wetting layer
(WL) are still under discussion due to Si/Ge intermixing during
growth [10,11,25].

In the present work, pulsed laser atom probe tomography (APT)
has been used to quantitatively study (at the atomic scale and in
the 3D space) the composition of large Ge dome islands grown
by gas-source molecular beam epitaxy (GS-MBE) and buried
under a Si cap [36]. APT measurements show that these islands
are made of a more Ge-rich core (=55 atom % Ge) and an
increasingly Ge-deficient shell (=15 atom % Ge). Despite the
strong Si/Ge intermixing during Ge island formation, the Si cap
or Si substrate/island interface is abrupt, exhibiting weak Si/Ge
intermixing during Si deposition. The islands keep their usual
{111} and {113} surface facets under the Si cap, and Ge segre-
gation is observed only in {113} facets. The thickness and the
Ge composition of the WL are not homogeneous and fluctuate
between 1 to 4.5 nm, and between 5 to 30 atom % Ge, respect-
ively.

Results and Discussion

The goal of this study is to quantitatively measure the compos-
ition of Ge islands in the three-dimensional space at the atomic
scale using pulsed laser APT [37]. APT uses structures shaped
by dual beam focus ion beam (FIB) as tips exhibiting a tip
diameter between 50 nm (top of the tip) and 200 nm [38,39].
Figure 1 presents the different steps leading to the formation of

Beilstein J. Nanotechnol. 2014, 5, 2374-2382.

APT samples by FIB. After the deposition of a Ni cap for the
protection of the sample surface, the sample is loaded into a
dual beam FIB. Here, an additional protective Pt layer is
deposited by FIB (Figure 1a) and a wedge is cut (Figure 1b) and
lifted off using an in situ tungsten finger (Figure 1c). Next,
several pieces (approximately 3 x 3 pm?) of the sample wedge
are glued onto preshaped Si pillars (Figure 1d) using FIB Pt
deposition before being shaped as tips by FIB (Figure le—g).

Ni cap/sample (@)

s
$2.5 um

30 um

sample wedge

ISi pillar

in situ glued
with Pt

l
g g

Figure 1: SEM images acquired during APT sample preparation in a
dual-beam FIB process. The image sequence (a to f) corresponds to
the chronological steps required for the fabrication of an APT tip.

Generally, the surface density of Ge islands is between 1 x 10°
to 5 x 1010 cm2, their lateral size is between 100 and 1000 nm,
and their height is between 10 and 100 nm [40]. Therefore, the
difficulty lies in locating a single island in the APT sample.
This is especially true for the case of small islands with a low
surface density. Such islands cannot be observed by scanning
electron microscopy (SEM) or FIB and the probability of
shaping a tip exactly on an island is quite low. For these
reasons, the island growth procedure was designed to produce
large Ge islands (domes) occupying a large proportion of the
sample surface. Two identical layers of islands were grown on
the sample, where the first was buried by a Si layer before
growing the second layer on top. Figure 2 presents AFM
measurements performed on the second layer of islands, located
on the surface. The island surface density is ~6 x 108 cm 2, and
the average island height and average width are =72 nm and

~430 nm, respectively.

The sample size presented in Figure 2a corresponds to the
typical size of the initial wedge piece deposited on the
preshaped Si pillar (Figure 1d). The goal of steps e, f, and g
presented in Figure le—g, is to form the apex of the tip used for
APT measurements in the center of the sample in Figure 2a.
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Figure 2: Sketch of the sample structure and AFM measurements
performed on the sample surface after MBE growth: (a) 3 x 3 um2 3D
image, b) 2D image, and c) height variations measured along the white
line in (b).

Consequently, due to their lateral size, it is difficult to get an
entire island in a single APT sample. However, due to the
reduced distance between islands, the probability to obtain part
of an island in an APT sample is high. Figure 3 presents a
typical sample volume analyzed by APT. The size of the
volume is 100 x 100 x 90 nm?. Each dot corresponds to a single
atom: green, gray, red and blue dots correspond to Ni, Si, Ge
and O atoms, respectively. In addition, the dark red surfaces
correspond to 2 atom % Ge isoconcentration surfaces. This
allows for easier delimiting of the WL and the island interfaces.

Ni protection cap

Figure 3: APT volume (100 x 100 x 90 nm?3) obtained from the
sample. Green, gray, red and blue dots correspond to Ni, Si, Ge and
O atoms, respectively. 2 atom % Ge isoconcentration surfaces are
also shown (dark red surfaces).

Beilstein J. Nanotechnol. 2014, 5, 2374-2382.

From this analysis, one can recognize the structure of the
sample: the Ni cap deposited for APT sample preparation, the
second layer of islands (the WL and a small part of a surface
island are recognizable), the Si buffer, the first layer of islands,
and the Si substrate. APT analysis allows one-dimensional (1D)
atomic composition profiles to be determined in any direction in
the analyzed volume.

Figure 4 shows the composition variation measured in two
different APT samples through the surface WL and the buried
WL in a region between islands. The surface WL and the buried
WL were found to be similar (both are inhomogeneous).
Their thickness and their composition vary in the sample
from 1 to 4.5 nm (with an average thickness ~2.7 nm) and from
5 to 30 atom % Ge, respectively.

?12 T T T T v

P sample 1
2104 —=—sample 2
£

Ge concentration (ato

slurfage Wl.‘/ Si_buffelr / bL'JI’iedIWL ;

0o 5 20 25

10 15
Depth (nm)

Figure 4: Top-down, 1D Ge concentration profiles measured between
the islands in two different samples. The profiles go through the
surface WL, the Si buffer, the buried WL, and end in the Si substrate.

Figure 5a shows a TEM cross-sectional view of a typical dome
island exhibiting {111} and {113} facets forming an angle of
54.7° and 25.2°, respectively, with the (001) surface of the
Si substrate [40]. Figure 5b,c presents only the Ge atoms of
buried islands in two different 3D APT volumes. As expected,
the interface between the Si substrate and the islands is flat.
However, one can observe facets at the island/Si cap interface.
Actually, two types of facets were observed, exhibiting angles
of approximately 55 + 5° and 25 + 5° with the Si substrate, res-
pectively. These angles are in good agreement with the usual
{111} and {113} facets of Ge dome islands [40]. The facets
underneath the Si cap remained intact. In addition, as can be
seen in Figure Sb,c the Si/Ge intermixing between the island
base and the substrate, as well as between the island top and the
Si cap is insignificant. In Figure Sc one can observe an increase
of the Ge atom fraction on top of the island.
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Figure 5: Cross-sectional TEM image of a typical dome island (a), and
side-views of two different APT volumes showing only the Ge atoms
they contain (b and c).

This result is further emphasized in Figure 6 by reducing the
number of atoms shown in the APT volume. Due to the super-
imposed effect of the 3D APT data (Figure 5 and Figure 6) it is
necessary to analyze 1D composition profiles perpendicular to
the facets in order to observe that Ge segregation actually only
occurs on the {113} facets. For example, Figure 7 presents two
different 1D composition profiles measured perpendicular to a
{111} facet (squares) and perpendicular to a {113} facet (solid
line). In both profiles, the surface wetting layer, with a Ge com-
position of about 10 atom %, can be observed. In the case of the
{111} facet, the Ge concentration in the island is almost
constant, at approximately 14 atom %. The {113} facet also
exhibits a constant Ge concentration of approximately 14%
within the island bulk. This is preceded by a region of increased
Ge concentration of up to 23 atom % at the Si cap/island inter-
face.

The Ge concentration in the segregation layer of the {113}
facets was found to vary from 23 to 35 atom %. Figure 8a
presents another APT volume (120 x 120 x 100 nm?3)

Beilstein J. Nanotechnol. 2014, 5, 2374-2382.

Figure 6: APT volume showing 2% of the Ni atoms, 5% of the Ge
atoms, and 100% of the O atoms (the Si atoms are not shown). The
O atoms detected in the bulk of the sample are actually due to noise.
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Figure 7: Top-down 1D Ge concentration profiles measured in two
different APT volumes, one in the direction perpendicular to a (111)
facet (black solid squares), and the other in the direction perpendic-
ular to a (113) facet (red solid line).

containing the core of a Ge island. Figure 8b and Figure 8c
present a 2D map and a 1D profile (top-down), respectively, of
the Ge concentration in the island core. The island core is not
localized in the center of the island but at the bottom, close to
the Si substrate/island interface. On average, the Ge concentra-
tion in the island core is about 55 atom %.

Figure 9a shows an APT volume (90 x 90 x 130 nm?) in which
the 1D Ge and Si concentration profiles presented in Figure 9b
have been measured. The purpose of Figure 9c¢ is to qualita-

tively show where in the island the profiles in Figure 9b were
measured.
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Figure 8: APT analysis: (a) 3D volume (120 x 120 x 100 nm3),

(b) 2D map of the Ge concentration distribution in the center of the
volume presented in Figure 8a, and (c) top-down 1D Si and Ge
concentration profiles measured in the volume presented in Figure 8a.

We observed the surface wetting layer, followed by the
Si buffer and no Ge segregation at the Si buffer/island interface.
Within the island, the Ge concentration is constant
(=15 atom %) on =20 nm before and progressively increases
until reaching the base of the island. This profile (as shown in
Figure 9c¢) corresponds to the part of the island between the
(113) facet and the top of the island. Figure 10 is similar to
Figure 9, but presents an APT volume (70 x 70 x 85 nm?)
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Figure 9: (a) APT volume (90 x 90 x 130 nm?3) and (b) Si and

Ge 1D concentration profiles measured in (a). Figure 9c indicates the
direction in which the concentration profiles were measured in the
island.

corresponding to the part of an island just below a (113) facet.
In this case, one can observe the Ge segregation at the Si cap/
island interface and a constant Ge composition of =15 atom %
in the entire island up to the island/Si substrate interface.
Together, Figure 9 and Figure 10 with Figure 8 show how the
Ge concentration decreases from the island core in all direc-
tions to reach a quasi-constant concentration of 15 atom %. It
is interesting to note that the island core composition
(=55 Ge atom %) and the island shell composition
(=15 Ge atom %) appear to be independent of the size of the
islands, since the APT measurements were acquired in a
random distribution of islands (see Figure 2).
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Figure 10: (a) APT volume (70 x 70 x 85 nm?3) and (b) Si and

Ge 1D concentration profiles measured in this volume. Figure 10c indi-
cates the direction in which the concentration profiles were measured
in the island.

In an attempt to give an overall picture of a half-island, four
APT volumes corresponding to different part of islands were
combined in Figure 11. This figure shows how the different
APT volumes were associated (in red and green the shape of the
associated tips), as well as a Ge isoconcentration surface of
1 atom % which delimits the buried Ge island. In this image, the
white arrow in the Ge segregation region is revealed by the
isoconcentration surface. In order to show how the Ge concen-

Beilstein J. Nanotechnol. 2014, 5, 2374-2382.

tration varies in the island, three isoconcentration surfaces are
presented in Figure 11b, corresponding to the Ge concentra-
tions of 53, 40 and 10 atom %. The Ge concentration profile
along the direction shown by the red arrow in this image is
presented in the Figure 11c. In this last figure, one can observe
a Ge concentration plateau of =55 atom % in the island core and
a rapid decrease of the Ge concentration reaching ~15 atom %
in the rest of the island.
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Figure 11: APT measurements obtained for four APT volumes (green
and red surfaces) which form almost half of a Ge island: (a) Ge isocon-
centration surface of 1 atom %, (b) Ge isoconcentration surfaces of 53,
40 and 10 atom %, and (c) Ge 1D concentration profile measured in
the direction indicated by the red arrow in (b).

The composition of Ge islands depends on the growth condi-
tions. Ge islands exhibiting a Si-rich core were shown to corres-
pond to growth conditions allowing for near-equilibrium states
to be reached, which is more typical for the case of chemical
vapor deposition [34]. Ge islands exhibiting a Ge-rich core were
shown to be related to growth conditions promoting far-from-
equilibrium states, controlled by kinetic processes, which is
more typical for the case of MBE growth [34]. Equilibrium is
reached through free energy minimization, taking into account
the minimization of the surface energy, the strain energy, the
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alloy mixing energy and the configurational entropy [22]. In the
case of a pure Ge dome island (no intermixing with Si), the
stress was shown to be compressive in the interior of the island,
and tensile at the edges of the island [34]. Thus, in the case of
island formation close to equilibrium, the Si-rich core is attrib-
uted to the compressive conditions prevailing in the island core,
and the Ge-rich outer shell is attributed to the lower surface
energy of Ge and the tensile conditions prevailing at the island
edges. From a kinetic point of view, it was shown that the main
limiting factor of atomic redistribution is atomic diffusion
(maximum diffusion length =1 nm normal to the facets).
Atomic transport is mainly strain-driven. The diffusion path of
atoms is determined by the distribution of diffusion barriers,
and can explain the atomic distribution found in the islands
having a Ge-rich core. In particular, Si diffusion is easier at the
island border and in a thin sub-surface layer parallel to the
facets (where the island composition exhibits a cylindrical
symmetry), and Si atoms cannot reach the island core, while the
sides of the island can experience significant strain-driven
alloying. Our observations are in agreement with strain-driven
and diffusion-limited atomic redistribution during MBE growth
of dome islands. However, our results lie somewhat between
the two extreme cases shown in [34], namely: (1) near-equilib-
rium islands with a Si-rich core and a Ge-rich outer-shell, ex-
hibiting strong composition gradients in the two directions
parallel and normal to the surface, and (2) kinetically-controlled
islands with a core rich in Ge and border rich in Si (lateral com-
position variations), with negligible composition variations in
the direction normal to the surface (bottom to top). Indeed, in
our case, the islands exhibit a more Si-rich periphery and a
more Ge-rich core, as expected for kinetically limited island
growth. However, significant Ge composition gradients are
found in both directions parallel and normal to the surface, with
a core located at the bottom of the island, and an increase of Ge
concentration can be observed on the island surface (Ge segre-
gation on {113} facets), as expected for near-equilibrium
islands.

X-ray diffraction measurements revealed the existence of atom-
ically ordered Si/Ge domains in dome islands and the WL [41].
Ordered domains were shown to be located in a limited region
of the islands, and LeGoues et al. [42] showed that Si/Ge
ordering is likely linked to surface reconstruction. Recently,
atom-scale Monte Carlo simulations showed that ordering
domains in dome islands could indeed correspond to a surface-
related phenomenon driven by surface equilibrium [43]. The
calculations emphasized that ordering should be stronger in the
vicinity of {15 3 23} facets and should be weak for the {105}
and {113} facets. The APT instrument used for this experiment
was able to measure only 40% of all the atoms in the sample,

thus assessment of atomic ordering would be difficult to evi-
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dence in the APT volumes. In addition, {15 3 23} facets
(contact angle =36°) and {105} facets (contact angle ~11°, i.e.,
the facets on top of the island in Figure 5a) were not clearly
identified in our measurements. However, one can note that
surface segregation usually involves only one to two atomic
planes, while the Ge increase observed on the {113} facets of
the islands seems to concern a relatively thick subsurface layer
of several nanometers in depth, as can be seen in Figures 5c, 6,
7, and 10. Thus, considering that ordered domains are due to a
surface effect located in a limited region, the APT measure-
ments suggest that Si/Ge ordering takes place at the {113}
facets.

Conclusion

Pulsed laser APT revealed the Si and Ge atomic distributions in
large Ge dome islands buried by Si. The bulk composition of
the islands exhibits a cylindrical symmetry. The islands are
composed of a =55 atom % Ge core located close to the
Si substrate/island interface, surrounded by a shell containing
~15 atom % Ge. Between the islands, the thickness of the WL
and its composition are not homogeneous, varying between
1 and 4.5 nm (average thickness =~2.7 nm) and between
5 and 30 atom % Ge, respectively. The Si/Si—Ge interface is
abrupt, and the islands maintain their equilibrium {111} and
{113} facets under the Si cap. Ge segregation is observed only
in the {113} facets, with a Ge accumulation up to
23-35 atom %. These results are in agreement with recent
calculations showing that the composition of Ge islands grown
by MBE should be mainly driven by strain minimization and
limited by atomic diffusion kinetic barriers.

Experimental

The sample was grown in a VG Semicon gas source MBE
chamber using disilane and germane, exhibiting a base pressure
in the 101! mbar range. The Si(001) substrate was chemically
cleaned using a modified Radio Corporation of America (RCA)
process before introduction in the MBE setup. First, the disi-
lane gas was introduced into the growth chamber while
increasing the substrate temperature (7) up to 850 °C in order to
grow a 100 nm thick Si buffer. Then, the temperature was
decreased to 7= 700 °C and a 50 monolayer (ML) thick
Sig 7Geg 3 layer was deposited before the deposition of 6 MLs
of pure Ge. These layers were then buried with a pure Si buffer
before another layer (50 MLs-Sij 7Geg 3/6 MLs-Ge) was grown
(see the sketch of the sample structure in Figure 2). The entire
growth was performed without interruption. Sample prepar-
ation for APT was performed using a Helios NanoLab Dual-
Beam Ga* FIB from FEI. A 100 nm thick Ni film was deposited
by magnetron sputtering on each sample for protection before
the samples were processed by FIB. Two types of samples were

prepared: either the Ni cap was deposited without removing the
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surface native oxide of the sample (Figure 6, for example) or
the sample was dipped in a 5% HF solution for 1 min in order to
remove the native oxide (Figure 3, for example) before capping
with Ni. The same results were obtained for the two types of
samples. APT analysis was performed using a LEAP 3000X HR
microscope in the pulsed laser mode. The analysis was carried
out at 50 K, with a laser pulse frequency of 100 kHz, using a
laser power between 0.5 and 0.6 nJ, corresponding to a
Igi2* /Ig;'" ratio between 100 and 10, and a Ig.2" /Ig.' " ratio
between 7 and 2.5.
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Azole derivatives are common inhibitors of copper corrosion due to the chemical adsorption occurring on the metal surface that

gives rise to a protective film. In particular, 1,2,4-triazole performs comparable to benzotriazole, which is much more widely used,

but is by no means an environmentally friendly agent. In this study, we have analyzed the adsorption of 1,2,4-triazole on copper by

taking advantage of the surface-enhanced Raman scattering (SERS) effect, which highlights the vibrational features of organic

ligand monolayers adhering to rough surfaces of some metals such as gold, silver and copper. To ensure the necessary SERS acti-

vation, a roughening procedure was implemented on the copper substrates, resulting in nanoscale surface structures, as evidenced

by microscopic investigation. To obtain sufficient information on the molecule—metal interaction and the formation of an anticorro-

sive thin film, the SERS spectra were interpreted with the aid of theoretical calculations based on the density functional theory

(DFT) approach.

Introduction

Copper has a long history in a variety of industrial uses due to
its large electrical and thermal conductivity, mechanical work-
ability and durability (due to its endurance to weathering).
These properties, however, can be compromised by the occur-
rence of corrosion. In fact, copper undergoes severe corrosion
in the presence of ions such as chlorides, which can be present

in high amount in the environment, aqueous solutions or soil. A
very efficient way to protect copper surfaces is by creating an
anticorrosive thin film by chemisorption of organic inhibitors.
Heterocycles containing sulphur or nitrogen atoms, available for
bonding with the copper surface, are widely employed for such

a purpose. A class of very efficient corrosion inhibitors for
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copper and its alloys in different media is formed by 1,2,4-tria-
zole and its derivatives [1-6]. In particular, 1,2,4-triazole
exhibits comparable corrosion inhibition [7] as compared to
benzotriazole, which is much more widely but is not environ-
mentally friendly.

The adsorption of various organic ligands onto smooth surfaces
of copper was previously studied by means of surface-enhanced
Raman scattering (SERS) spectroscopy [8]. Due to the huge
amplification of the Raman signal of the adsorbed molecules,
this technique allows detailed information on the vibrational
behavior of molecules adhering to rough surfaces of metals
(such as silver, gold, or copper), as well as on the type of inter-
action with the active sites of the metal substrate to be obtained.
In the case of smooth surfaces of copper, however, the SERS
activation was ensured by the deposition of silver colloidal
nanoparticles on the copper substrate where the organic mole-
cules were already stable and present due to chemisorption
[9-11]. Regardless, it must be taken into account that the
deposited silver particles, in addition to promoting the SERS
enhancement, could to some extent change the ligand adsorp-
tion to copper. Hence, a roughening procedure of smooth
copper plates was developed to ensure a suitable SERS acti-
vation without the aid of silver nanoparticles. The SERS spectra
of 1,2,4-triazole adsorbed on nanostructured copper surfaces are
interpreted with the aid of density functional theory (DFT)
calculations, which were able to provide useful information on
the adsorption of different ligands on metal surfaces, including
corrosion inhibitors [12-15]. Combining spectroscopic and
theoretical results leads to the conclusion that an anticorrosive
film coating can be formed by neutral molecules linked to the
Cu* active sites of the rough metal surface.

Beilstein J. Nanotechnol. 2014, 5, 2489-2497.

Results and Discussion
SEM analysis and profilometry

In order to exploit the Raman enhancement effect of a mono-
layer of adsorbed molecules on a copper plate, the substrate
must exhibit a surface roughness at the nanometer level. In
these nanoscale structures, the excitation of electrons from the
metal surface by laser irradiation can be confined, resulting in
plasmon resonance [16]. The existence of this resonance is a
necessary condition to observe a SERS signal by adsorbed
species on the metal surface. In order to obtain a suitable
surface roughness from a smooth copper substrate, etching in
nitric acid was performed (as previously demonstrated [17]),
followed by immersion in ammonia solution. The reducing
environment limits the oxidation of the copper surface (which
takes place very quickly) in order to preserve the metallic nano-
structures necessary for the SERS activation by removing
oxides by formation of water-soluble complexes with ammonia.
Next, the copper plate was immersed in a solution of 1,2,4-tria-
zole, which acts as a corrosion inhibitor by adsorption onto the
metallic substrate. The scanning electron microscopy (SEM)
images (Figure 1) show that the smooth surface is eroded by the
etching treatment to a different extent depending upon the size
and orientation of the copper grains in the lamina.

A higher magnification SEM micrograph (Figure 2) of the
etched sample surface reveals a fine surface arrangement,
showing the formation of submicrometer dendritic structures,
typical of rapid growth crystals.

The existence of these nanostructures is additionally proved by
measuring the surface roughness. A line profile was obtained on
the etched sample surface as shown in Figure 3. In addition to

Figure 1: Comparison between the SEM images of an etched copper surface (left) and a smooth copper surface (right).
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Figure 2: High magnification SEM image of an etched copper surface,
showing the fine dendritic structure.

profile variations of a few micrometers due to the copper grains,
additional submicrometer variations can be observed and are
likely attributable to the dendritic, nanometer-sized structures,
which could confer a suitable SERS activation to the metal sub-
strate.

Height (um)

14
=

Figure 3: Line profile (profilometry) of an etched copper surface. Total
scan length 4.8 mm.

Raman spectra and DFT analysis

The investigation on the layer of adsorbed ligands is based on
the analysis of the SERS spectra, in addition to a computational
approach using the DFT method. This study is complicated by
the fact that the molecule in question is a heterocyclic ring that
can bind to the metal via two different molecular sites, namely,
the sp2-type nitrogen atoms, N2 and N4, which have electronic
lone pairs capable of interacting with the active sites of the
copper surface. A further complication arises from the exis-
tence of two possible tautomers of 1,2,4-triazole [18-20], which
hereafter are denoted as 1H and 4H, with regard to the presence
of a hydrogen atom linked to the nitrogen atom N1 or N4, res-
pectively. In order to interpret the SERS spectra of the adsorbed
molecules, it is first necessary to perform a preliminary vibra-
tional analysis of the isolated molecule.

Figure 4 shows a typical FT-Raman spectra of 1,2,4-triazole in
ethanol and water solutions. They are quite similar except for

Beilstein J. Nanotechnol. 2014, 5, 2489-2497.

the band observed in water at 1291 cm™! and in ethanol at
1284 cm™!. These observed frequencies can be calculated for
the isolated molecule by DFT.

1160

Excitation: 1064 nm

Intensity / arb. units

1200 1400

1000

Raman shift / cm™

Figure 4: Normal FT-Raman spectra of 1,2,4-triazole in solution.
Solvent subtracted.

The DFT calculations show that the 1/ tautomer is more stable
than the 4H having an energy of —242.320444 Hartree and
—242.309585 Hartree, respectively, as discussed in the litera-
ture [18]. In addition, the calculated free energy difference indi-
cates that the 1H tautomer is more stable than 44, resulting in
AG = 6.22 kcal/mol, the same value found by Jimenez and
Alderete [21] using the same theory level (B3LYP/6-
311++G(d,p)) with a different computational package. Table 1
shows the observed Raman frequencies of the 1,2,4-triazole
solution, as compared with those calculated for the 14 and 4H

tautomers, along with an approximate assignment.

From the inspection of Table 1 one can see that the calculated
frequencies of the 1H tautomer agree well with the intense
Raman bands observed in solution. The weak Raman band at
1480 cm™! can be attributed to the 4H tautomer which is present

in a small amount.

The optimized geometry of the 1H tautomer, along with the
vibrational modes corresponding to the strongest Raman bands,

are shown in Figure 5.

The N2-C3 and N4-CS5 bonds are the shortest double bonds
according to the experimental structure [22,23]. In general, the
calculated distances are very similar to the experimental values,
which have been reproduced here better than with previous
computational approaches [12,24,25].
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Table 1: Observed and calculated Raman shifts (cm‘1) of 1,2,4-triazole.

Obs. Raman water Obs. Raman ethanol

541
650 vw 650 vw 663
681 vw 682 vw 682
827
878
943
975 w 971 w 980
1012w 1010 vw
1068 m 1063 m 1056
1124 w 1115
1160 s 1154 m/s 1156
1213 vw
1259 vvs 1257 vvs 1250
1291 m 1284 sh 1291
1375 m/s 1375 m/s 1359
1414 vw 1432
1483 w 1484 w
1520 w 1522 vw 1520

@For 1H tautomer (see Figure 5); 0.p. = out-of-plane; i.p. = in-plane.
1 13352 72
1.3505 13217
5 3
1.3184 1.3637

1 1068 cm™

1291 cm™

Calc. 1H tautomer

1375 em™

Beilstein J. Nanotechnol. 2014, 5, 2489-2497.

Calc. 4H tautomer  Description?
509 0.p. H bending
644 ring torsion
672 ring torsion
777
814 0.p. H bending
0.p. H bending
922 ring bending
951 ring bending
999
1071 N1-N2 stretching
1087 i.p. H bending
N1-N2, C3-N4 stretching
1204
1278 ring breathing
N4-C3 stretching, i.p. H bending
1377 N2-C3, N4—C5 stretching
i.p. H bending
1488
1490

N2-C3 stretching

o O

1160 cm™ 1259 cm™

1520 cm™

Figure 5: Optimized geometry of 1H-1,2,4-triazole (upper left) with the calculated distances (angstroms), along with the vibrational modes corres-

ponding to the strongest Raman bands. Hydrogen atoms are hidden.

The vibrational normal modes shown in Figure 5, which corres-
pond to the most intense Raman bands, are all ring deforma-
tions: the Raman bands at 1068, 1291 and 1520 cm™! are
mainly attributable to N1-N2, N4—C3 and N2—C3 stretching
modes, respectively, whereas those observed at 1160, 1259 and
1375 cm™! can be described as N1-N2/C3-N4 stretching mode,
ring breathing mode and N2—-C3/N4—CS5 stretching mode, res-
pectively. It should be noted that the modes that involve the

stretching of two bonds, namely those at 1160 and 1375 cm™!,
along with the ring breathing mode at 1259 cm™!, result in a
larger increase of the ring size and consequently of the molec-
ular polarizability, resulting stronger Raman intensities, as well
as was experimentally observed. In Figure 6, we show the
calculated Raman spectra of the two tautomers with their rela-
tive intensities. The observed Raman spectrum of triazole is
better reproduced as compared to that simulated for the 1H
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tautomer, where only the band around 1380 cm ™! appears over-

estimated.
E=
W
=
8 1H tautomer
i
g
g
(3]
a4
z
w
=
2
| 4H tautomer
g
g
o~

800 1000 1200 1400

o 41
Raman shift / cm

Figure 6: Simulated Raman spectra of the two tautomers of 1,2,4-tria-
zole.

SERS investigation

On the basis of these structural and vibrational results on the
isolated molecule, we can assume that the DFT calculations (at
the B3LYP/6-311++G(d,p) level of theory, as described in the
Computational details section) are reliable, such that they can
be applied to the models of triazole/copper complexes.
However, a prediction regarding the molecular sites of inter-
action with the copper surface can already be made. In fact, in
the 1H tautomer, the nitrogen atom N4 is more negatively
charged than N2, based on evaluation of the Mulliken atomic
charges (—0.2059-|e| for N4, —0.1450-|e| for N2, where |e| is the
elementary electric charge). Consequently, it is expected to be
more favorably linked to metal. The 4H tautomer, instead, has
the opportunity to interact with one or two atoms of copper.
Figure 7 shows the Raman spectra recorded on the copper plates
upon excitation at 785 nm.

In this figure, (A) is the spectrum of the smooth plate of copper
exposed to air, (B) is that of the plate exposed to air after the
etching treatment, before immersion in a triazole solution. In
both cases, only two broad Raman bands occur around 530 and
620 cm™ !, which are related to the presence of Cu(l) oxide, as
reported in the literature [26-28]. These bands, visible on both
the smooth and etched copper surfaces, can be related to the for-
mation of a Cu,O multilayer. On the contrary, the oxidation

reaction of the etched copper surface is not evidenced when
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Figure 7: Micro-Raman spectra (excitation 785 nm): smooth copper
plate (A); etched copper plate (B); etched copper plate, after immer-
sion in an ethanol (C) or a water (D) solution of 1,2,4-triazole and air-
drying.

adsorbed triazole is present. Spectrum C in Figure 7 corre-
sponds to the etched copper plate after immersion in an ethanol
solution of triazole and air-drying: the Raman bands attribut-
able to the presence of adsorbed triazole are observed, with
sizeable frequency shifts with respect to the corresponding
normal Raman bands of triazole in solution (see Table 1). This
indicates that the etching treatment provides the necessary
SERS activation of the copper surface and that triazole is
chemisorbed on the copper surface. Without this surface treat-
ment, no Raman signal from the adsorbed ligand could be
detected. The same SERS bands are also observed with larger
intensities for the etched plate immersed in an aqueous solution
of triazole (spectra D). Again, in this case, the spectrum does
not show Raman bands due to the formation of cuprous oxide,
which is related to the initial stage of the corrosion process of
the metal. Therefore, the SERS findings highlight the corrosion
inhibition effect by the layer of adsorbed triazole.

To understand this effect and to obtain information on the
inhibiting layer, it is possible to obtain additional information
from the SERS data using the DFT computational approach.
This approach is based on model systems formed by the ligand
molecules and the active sites of the copper surface (see
Figure 8), which can be formed by Cu® neutral atoms or Cu™

cations.

Here, we have considered the complexes of the 1H tautomer
interacting through the N2 or N4 atom (Figure 8, upper panel)
with a Cu? ion or with a Cu® neutral atom. In addition, the
complexes of the 4H tautomer interacting with a Cu™ ion or

with a Cu® neutral atom have been taken into account, as well
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Figure 8: Model systems for 1H/copper (upper panel) and 4H/copper

(lower panel) complexes; carbon, nitrogen and copper atoms are

represented as green, dark blue and light blue spheres, respectively.

Beilstein J. Nanotechnol. 2014, 5, 2489-2497.

as with two Cu™ ions or with a Cu™/Cu® couple (Figure 8, lower
panel). The structure of the 4H complex with two neutral
copper atoms did not converge and even adopted a more relaxed
configuration for the structural optimization.

Table 2 shows the comparison between the observed SERS
bands and those calculated for the different model systems by
DFT calculations. Only the complex formed by the 1H tautomer
bound to a Cu” ion through the N4 atom provided calculated
frequencies that reasonably agree with those observed in the
SERS spectra. Moreover, even the calculations on the isolated
molecule led favored the 1H tautomer interacting with the N4
atom rather than with the N2 atom. The interaction with Cu*
ions is indeed possible, considering the oxidation facility of the
copper surface; moreover, in the DFT calculations, the inter-
action of ligand molecules with Cu” ions always leads to the
formation of complexes in singlet electronic states (spin multi-
plicity 1). These are more stable than those with neutral copper
atoms, with spin multiplicity 2. Indeed, it should be noted that
the interaction with a Cu® ion provides a stronger electronic
charge-transfer from molecule to metal with respect to the inter-
action with a neutral copper atom, about 0.5-|e| versus 0.3-|e|.

Table 2: Observed SERS wavenumbers (cm™") of adsorbed 1,2,4-triazole compared with the calculated Raman wavenumbers of the surface

complexes®.

Obs.
SERS on Cu

665 w

987 m

1054 m

1145 s
1160 s

1282 vs
1282 vs
1405w

1492 w

Calc.
1H Cu*(4)

626
665
701
851
869
950
1002

1059

1137
1167

1265
1275
1393

1483

1538

Calc.
1H Cu*(2)

514
639
655

877
895
932
1007
1088

1122
1194

1252
1319
1351

1458

1511

Calc.
4H Cu*

609
667
674
839
861
950
958

1043
1087
1137

1213
1302

1397

1503

1530

Calc. Calc. Calc. Calc. Calc.
4H 2Cut 4H Cu*/Cu® 4H Cu® 1HCW(4)  1HCu2)

545 570 545
618 608 641 659 656
661 669 669 673 668
721 671
875 844 798 838 840
895 867 828 878 882
940 951 942 958 944
1002 968 951 974 984

1014
1051 1023 1079 1052 1066
1136 1108 1133 1118
1148 1118 1100 1145 1168
1228 1215 1205

1288 1253 1247
1306 1310 1289 1304
1410 1401 1391 1370 1356
1515 1514 1492 1452 1441
1541 1523 1504 1528 1513

a1H Cu*(4): 1H tautomer linked to Cu* via N4; 1H Cu*(2): 1H tautomer linked to Cu* via N2; 1H Cu®(4): 1H tautomer linked to Cu® via N4; 1H Cu®(2):
1H tautomer linked to Cu® via N2; 4H Cu*: 4H tautomer linked to Cu*; 4H Cu™*: 4H tautomer linked to two Cu™*; 4H Cu*/Cu®: 4H tautomer linked to Cu*
and CuY%; 4H CuY: 4H tautomer linked to Cu®.
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Corrosion inhibition effect

Considering the interaction of the molecule with the metal
surface via the N4 atom, the possibility to form chains of
adsorbed molecules linked by hydrogen bonds exists, as
proposed in Figure 9. This creates a compact, adsorbed triazole
layer which can impair surface corrosion and explains the
absence of the Raman bands at 530 and 620 cm™! in the SERS
spectrum, which would be due to the formation of a Cu(I) oxide
multilayer (indicating the initial stage of the corrosion process
of the metal).

Copper Substrate

Figure 9: Adsorption model of the 1,2,4-triazole molecules on the
copper substrate.

As a further confirmation of this surface arrangement of
adsorbed triazole molecules acting as protective film for copper,
we report in Figure 10 the SERS spectrum of another azole,
imidazole (structurally quite similar to triazole), obtained by
following the same experimental procedures adopted for tria-
zole. The SERS spectra of the two azoles appear similar, which
is reasonable considering the same adsorption geometry on
copper, however, the SERS spectrum of imidazole shows the
occurrence of strong Raman bands around 530 and 620 cm™ L.
These are attributed to a multilayer of cuprous oxide, which are
absent in the SERS spectra of triazole. Hence, the adsorbed
imidazole molecules, which are unable to interact by hydrogen
bonding, do not allow for the excellent inhibition action
provided by the compact thin film of adsorbed molecules of
triazole, which is capable of isolating the metallic surface from
the oxidative action of the atmosphere.

Conclusion

An etching process was performed on smooth copper surfaces
using nitric acid followed by immersion in an ammonia solu-
tion, resulting in SERS-active substrates. This activation was
validated by the SEM and profilometry investigations of the
roughened surface, which show submicrometer structures after
etching. The presence of absorbed 1,2,4-triazole molecules is
highlighted by the examination of the SERS spectra, obtained
by simple incubation of the copper plate in ligand solutions and
air-drying. This treatment inhibits the oxidation of the copper

Beilstein J. Nanotechnol. 2014, 5, 2489-2497.
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Figure 10: Comparison between the SERS spectra of 1,2,4-triazole
and imidazole absorbed on etched copper surfaces, after immersion in
ethanol solutions and air-drying.

surface, as was evidenced by the absence of typical bands of
Cu(I) oxide in the Raman spectra. Additionally, the observed
frequency shifts of the SERS spectral peaks with respect to the
corresponding non-SERS Raman spectral peaks of triazole in
solution suggest chemisorption of the ligand molecules on the
copper surface. The DFT calculations on molecule/metal model
systems assisted in the interpretation of the spectroscopic data
and provided information on both the tautomeric form of 1,2,4-
triazole adsorbed on copper, and the nature of the surface active
sites interacting with the ligand molecules. A model of adsorp-
tion based on a compact molecular film was proposed, thus
justifying the inhibiting action of 1,2,4-triazole with respect to
the corrosion of the copper surface. The SERS study of imida-
zole, similar to triazole but unable to bind the adsorbed mole-

cules among them, confirms this conclusion.

Experimental

A hot-rolled plate of copper, as supplied by Aldrich (purity
99.98%), was first mechanically polished with alumina powder
to a mirror finish then carefully washed with water and ethanol
in an ultrasonic bath. The smooth plate was immersed for one
minute in a concentrated solution of nitric acid in order to
obtain a discernable etching and then the plate was immersed in
a concentrated solution of ammonia to eliminate the presence of
copper oxides from the surface. After a quick washing with
water and ethanol as running solvents, the etched plate was
immersed for one day in a diluted solution (1072 M) of 1,2,4-
triazole, then carefully washed with ethanol to leave behind
only the chemisorbed ligand. Sample morphology was
observed by SEM (Hitachi S-2300) operating at 20 kV. The
surface roughness was measured by collecting line profiles
using a Hommel Tester W55 profilometer, scanning 4.8 mm at
a 0.2 mm s~! scan rate. The parameters employed were
Ae = 0.8 mm and A /Ay = 300 using a filter ISO 11562(MI).
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Raman spectra of 1,2,4-triazole (107! M concentration) in
ethanol or water solutions were collected with a Fourier trans-
form (FT)-Raman spectrometer (Bruker Optics, Model
MultiRam), equipped with a broad range quartz beamsplitter, an
air-cooled Nd:YAG laser excitation source (1064 nm) and a Ge
diode detector cooled with liquid nitrogen. The instrument
provided a spectral range of 3600-50 cm™! (Stokes shift). The
experiments were performed in a 180° geometry, with 200 mW

of laser power.

Raman spectra on copper plates were measured using a
Renishaw RM2000 microRaman apparatus, equipped with a
diode laser emitting at 785 nm. Sample irradiation was accom-
plished by using the 50% microscope objective of a Leica
Microscope DMLM. The backscattered Raman signal was
filtered by a double holographic notch filter system and
detected by an air-cooled CCD. All spectra were calibrated with
respect to a silicon wafer at 520 cm™!.

Computational details

All calculations were carried out using the Gaussian 09 package
[29]. Optimized geometries, vibrational frequencies and other
molecular properties of 1,2,4-triazole and its investigated
copper complexes were obtained using the hybrid B3LYP
exchange-correlation function [30-33]. The 6-311++G(d,p)
basis set was used for all atoms, including copper. The integral
grid was set to “ultrafine” and the optimization criteria to “very
tight”. By allowing all the parameters to relax, the calculations
converged to optimized geometries corresponding to true
energy minima, as revealed by the lack of imaginary values in
the vibrational mode calculations. A scaling factor of 0.98 for
all calculated vibrational wavenumbers was adopted, as

performed for similar molecular systems [13,15,34-36].
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Abstract

We report on the optical properties of SiGe nanowires (NWs) grown by molecular beam epitaxy (MBE) in ordered arrays on SiO,/
Si(111) substrates. The production method employs Au catalysts with self-limited sizes deposited in SiO,-free sites opened-up in
the substrate by focused ion beam patterning for the preferential nucleation and growth of these well-organized NWs. The NWs
thus produced have a diameter of 200 nm, a length of 200 nm, and a Ge concentration x = 0.15. Their photoluminescence (PL)
spectra were measured at low temperatures (from 6 to 25 K) with excitation at 405 and 458 nm. There are four major features in the
energy range of interest (980—1120 meV) at energies of 1040.7, 1082.8, 1092.5, and 1098.5 meV, which are assigned to the
NW-transverse optic (TO) Si—Si mode, NW-transverse acoustic (TA), Si—substrate—-TO and NW-no-phonon (NP) lines, respective-
ly. From these results the NW TA and TO phonon energies are found to be 15.7 and 57.8 meV, respectively, which agree very well
with the values expected for bulk Si;—,Ge, with x = 0.15, while the measured NW NP energy of 1099 meV would indicate a bulk-
like Ge concentration of x = 0.14. Both of these concentrations values, as determined from PL, are in agreement with the target
value. The NWs are too large in diameter for a quantum confinement induced energy shift in the band gap. Nevertheless, NW PL is
readily observed, indicating that efficient carrier recombination is occurring within the NWs.

Introduction

Semiconductor nanowires (NWs) are thought of as promising
building blocks for opto-electronic devices that exploit their
novel electronic band structures generated by two-dimensional
(2D) quantum confinement in conjunction with their associated

optical properties [1-6]. However, in order to fully implement

these new properties, strict control is needed over the NW loca-
tion, uniformity, composition, and size. By exploiting such band
gap engineering, directly allowed transitions have been demon-
strated for specific core/shell NW configurations with an ulti-

mate control over the NW shape, aspect ratio and radial multi-
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shell composition [7]. A major asset of Si/Ge core/shell [8] and
axial [9] NW heterostructures is also their ease of integration in
CMOS technology, which allows the fabrication of opto-elec-
tronic devices with an increased photon absorption over a wider
range of wavelengths and with an improved efficiency of elec-
tron generation. In addition, by combining the extraordinary
technological know-how that has been developed for Si with
direct-gap Si/Ge heterostructures, the fabrication of various
NWs for applications such as photovoltaic tandem solar cells
has been enabled [10-12]. Most of the device specifications
require a low cost fabrication process with good control over
the NW reproducibility and uniformity [13].

A variety of different NW growth methods have been reported
including vapor-liquid—solid [14-17], solid—liquid—solid
[18,19], vapor—solid—solid [20-22], oxide-assisted [23], and
others [24-27]. Many of these growth methods have lead to
NWs possessing non-uniform diameters and lengths and that are
haphazardly oriented and randomly positioned [28]. We have
evolved an efficient and simple electrochemical process that
joins focused-ion-beam (FIB) lithography and galvanic reac-
tion to selectively prepare gold nanoparticles in well-defined
locations. Afterwards these nanoparticles are used for the mole-
cular beam epitaxy (MBE) growth of ordered SiGe NW arrays
with predefined NW positions and diameters. Here we report on
the optical properties of such MBE grown NWs.

Experimental

A schematic overview of the various steps used in the growth
process is given in Figure 1. The steps consisted of: (a) rapid
thermal oxidation (RTO); (b) FIB patterning; (c) galvanic
selective deposition of Au; (d) induced phase transition in AuSi

[ Si substrate v
l(a) Thermal oxidation

510, /
| Si substrate V

l (b) FIB milling
! . | 1 5

L ) Si substrate | 4
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catalysts; and (e) selective growth of SiGe NWs. With this
method we have produced Si;—,Ge, NWs with diameters in the
range 50-200 nm, although the size can potentially be tuned
between 30 and 300 nm, and with Ge concentration x in the
range 0 < x < 0.15.

Prior to the substrate patterning (Figure 1a), the Si(111)
substrates, which were either 5 cm diameter wafers or wafer
sections of dimensions 2 x 2 cm? and 1 x 1 cm?2, were first
systematically cleaned by a modified Shiraki ex situ process
and then capped with an ultra-thin (5 nm thick) SiO, thermal
oxide (UTO) that was obtained by rapid thermal oxidation
(RTO) in a clean vacuum.

In the second step (Figure 1b), 2D arrays of small windows
(with diameters in the range 50-200 nm) were opened in the
UTO by FIB milling using a Tescan LYRA1 XMH dual-beam
FIB workstation having an Orsay Physics mass filtered ion
column operated at 30 keV. A liquid metal alloy ion source
(LMAIS) of AuySi ([Si] = 19%, [Au] = 81%) heated at 450 °C
was used for the milling step; a Au?" or Si* ion beam was
selected independently by a Wien filter. The patterns in the
Si/SiO, substrate were milled with the Au?" ion beam at
an incident angle of =~10° from the normal: Regarding the
choice of incident angle, we have shown in another study [29]
that the sputtering rate is larger when working at 10° from
the normal. The FIB milling process should be performed
with a low current dose to minimize the surface roughening
of the substrate and the density of defects formed; typically,
the emission current used was about 10 pA and the ion
dose = 10'6 PA/cm?/s. This point is essential to provide an effi-
cient selectivity during the last NW growth step.

Au deposition

|© }
- -
a&F &8 & &
X = ey g &

—f

___ Sisubstrate

Annealing

==
l(d)
(" ] (" « D

! Si substrate y
Growth

l%m 3 C2 By B

| Si substrate - |//

Figure 1: Schematic representation of the process steps: (a) formation of SiOz (5 nm thick) by RTO; (b) opening of SiOo-free windows by FIB milling;
(c) Au deposition by oxido-reduction of gold salts; (d) phase transition of Au in AuSi clusters by annealing at temperature Tp; and (e) MBE growth of

SiGe NWs at Ta.
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After the FIB etching, the samples were immediately dipped
into a gold salt (H"Au3"Cl;") aqueous solution at room
temperature. Since the freshly FIB etched nanopits on silicon
are then SiHy  terminated, while the original surface remains
coated with the inert thermal SiO, layer, the interiors of the
nanopits are ready for the electrochemical step. The latter step,
called galvanic deposition, is based on the spontaneous oxido-
reduction reactions between the semiconductor surface (the sub-
strate) and the metallic ions in the solution. Upon contact with
the Si surface, the solution spontaneously reduces and precipi-
tates into Au nanocrystals, according to the following equation:

_ _ — . 0
AuCly +3¢” — Au(s)+4Cl™ with EAu3+/Au =0.94V (1)

In parallel, in the aqueous solution, as a result of the high reduc-
tion potential of gold ions, the Si surface, which provides the
electrons to reduce the gold ions to metallic gold, oxidizes into
SiO, as per the following equation:

Si+2H,0 —>Si0, +4e” withE®, =084V (3

Si<7/Si

This spontaneously formed silicon dioxide prevents further
metal ion reduction. Since the gold salt reduction process is not
possible on SiO,, the reaction immediately stops after the for-
mation of SiO, [30].

After the selective galvanic deposition of gold clusters on the
substrate, the samples were loaded into the MBE chamber. The
phase transformation from the small Au nanoclusters located
within the SiO;-cover-free nanopits to the Aug 1gSig.go eutectic
alloy is obtained by thermal annealing at 550 °C for 30 min.

Beilstein J. Nanotechnol. 2014, 5, 2498-2504.

The annealing and growth experiments were performed in the
MBE growth chamber of a Riber SIVA32 system with a base
pressure of 107! Torr. The silicon flux was obtained from an
electron beam evaporator and maintained constant during the
deposition at 0.03 nm/s, while germanium was deposited from
an effusion cell. The growth temperatures were varied between
380 and 600 °C and were controlled in real time using an
infrared pyrometer. The silicon substrate was rotated during the
experiments to maintain a thickness and composition unifor-
mity over the whole wafer or wafer section (the results obtained
were similar for all substrates). Figure 2 displays SEM images
of representative Si NWs grown at 550 °C on the positionally-
ordered Aug 1gSig g» catalysts. The main advantage of this
growth method is the control of the NW position (related to site
selectivity) and its size; a homogeneous size is obtained due to
the regular network of Au nanocrystals (see Figure 2). Also,
SiGe NWs can be grown and then transformed in a second step
into core-shell NWs using a condensation process that we have
developed.

Three NW samples were prepared for this study: Sample (A),
where the NWs are grown randomly across the Si substrate;
sample (B), where the nanowires decorate the edges of
400 x 400 pm?2 boxes; and sample (C), where the NWs fill
400 x 400 pm?2 boxes in ordered arrays, as described above.
These samples have NWs that have a nominal Ge concentration
of x = 0.15 and that are 200 nm in diameter and 200 nm long,
with a morphology similar to the Si NWs shown in Figure 2.

The photoluminescence (PL) spectra were measured at low
temperatures (from 6 to 25 K) using a Bomem DA3 FTIR spec-
trometer equipped with a cooled Ge (Applied Detector Corpora-
tion) detector, and the samples were excited with loosely-

Figure 2: Scanning electron microscope (SEM) images of the ordered arrays of Si NWs showing (left) a NW array and (right) individual 200 nm long

NWs.
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focused light from a GaN-based semiconductor laser (70 mW at

405 nm) or from an argon ion laser (35 mW at 458 nm).

Results and Discussion

The PL spectra obtained for sample (C) with excitation at 405
and 438 nm are compared in Figure 3. The two spectra exhibit
the same features, most of which arise from the Si substrate
together with a few arising from instrumental effects. The main
difference between them, as also observed for the other two
samples at 6 K, lies in their overall intensity: the spectrum
excited at 458 nm is much more intense than the 405 nm one.
This is a consequence of the exciting light at 438 nm pene-
trating beyond the NWs further into the substrate than the
405 nm light and thus enhancing the Si PL intensity. The NW
features we are interested in overlap the Si PL, and thus to help
minimize the substrate signal we consider next only results

obtained using excitation at 405 nm.

1000} J

Excitation at
438 nm

100k

Photoluminescence intensity (arb. units)

-
o

00 ' 1000
Energy (meV)

1100

Figure 3: The raw PL spectrum obtained from sample (C) at 6 K with
excitation at 405 and 458 nm.

The temperature dependence of the PL spectrum obtained from
sample (C) is shown in Figure 4. PL spectra with similar
temperature dependences were obtained from the other samples.
Figure 4 shows that the NW spectral region of interest (from
approximately 950 to 1050 meV) is dominated by the boron
(=107 cm™3)-doped Si substrate phonon-replica spectrum at the
lowest temperatures (6 and 10 K). On increasing the sample
temperature up to 20 K, the Si substrate PL becomes suffi-
ciently quenched from the increasing dissociation of multiple-
donor bound excitons within the substrate [31] that the under-
lying NW PL is more readily seen. By 25 K, only the sharp line
at 1092.5 meV due to the Si substrate remains. From now on we
shall consider only the PL obtained from the samples at 25 K to
avoid the overlapping substrate signal as much as possible.
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Figure 4: Temperature dependence of the instrument-response-
corrected PL spectrum obtained from sample (C) with excitation at
405 nm.

The instrument-response-corrected PL spectra obtained from all
three samples at 25 K with excitation at 405 nm are given in
Figure 5. At energies below the range of interest for the NWs,
broad features are seen at =800, 940, and 975 meV that are due
to the Si substrate. At higher energies, there is a very sharp peak
at 1144 meV associated with an instrumental emission line that
should be ignored. The overall intensity of the NW PL varied
from sample to sample, as can be seen in Figure 5; sample (C),
with a higher density of NWs distributed within the array, was
the strongest, while sample (A) with a random distribution of
NWs was the weakest. Nevertheless, the spectra are quite

similar overall.
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Figure 5: Instrument-response-corrected PL spectra obtained with
405 nm excitation from the (A), (B), and (C) samples at 25 K.
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The NW PL is strong considering that the volume of NW ma-
terial is so small (each wire has a volume of 0.006 pm?) and
thus the carriers have to be recombining efficiently within the
wires to produce this light emission at the SiGe-alloy band gap
energy. We know from earlier studies of SiGe etched wires [32]
and dots [33] that just the spatial confinement of carriers is
sufficient to produce the readily-observed PL found here, which
implies that the carriers in these samples are not being lost in
large numbers to the substrate or recombining in large quan-
tities at defects inside or on the surface of the NWs. The wires
are too large in diameter for a quantum confinement induced
energy shift in the band gap, but the phonon energies could be
affected slightly by confinement and surface effects [34]. The
wires are grown free-standing and thus there should be no

internal strain (i.e., bulk-like energy values should be observed).

Further details about the PL spectra can be obtained from spec-
tral curve resolving, Such an analysis using a Gaussian line
shape revealed that there are four major features in the energy
range of interest (see Figure 6 for results obtained for the three
samples at 25 K). The fitted peak energies, line widths, and
amplitudes for the three samples are given in Table 1. In order
of increasing energy, they are readily assigned to the NW free-
exciton transverse-optic (TO) Si—Si vibrational mode, NW free-
exciton transverse-acoustic (TA) phonon, Si—substrate-bound-
exciton TO phonon and NW free-exciton no-phonon (NP) lines,
respectively [31,35]. The peak amplitude data given in Table 1
can be used to estimate the amplitude ratios of the NW lines
relative to the strongest line (the NW TO mode) for each
sample and the results are given in Table 2. Given the uncer-
tainties in the fits obtained from curve resolving, the amplitude
ratio for the TO/TA peaks is much the same in the three
samples (see Table 2), as would be expected if both lines arose
just from the NWs and that the NWs were of similar compos-
ition in all samples. The good agreement obtained between the
TO/TA peak amplitude ratios for Samples (B) and (C) is not as
good for Sample (A), whose PL was much weaker than the
other two samples resulting in greater errors in the peak ampli-
tudes from the fits. The fitted frequencies and line widths for
the respective NW and Si TO mode lines vary slightly between
the three samples, but are essentially the same within error (see
Table 1). Interestingly, the free-exciton NP line intensity rela-
tive to its phonon replicas (TA and TO lines) in these NWs is
much more intense than that found in bulk Si, but is somewhat
lower compared to what is observed in bulk alloy material of a
similar composition [35], which may reflect on the action of
NW surface effects as opposed to the usual alloy disorder effect
resulting in a breakdown in the wave vector selection rules.

Using the results obtained from the fits to the sample with the
strongest PL (sample (C)), the NW TA and TO phonon ener-
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Figure 6: Curve-resolved PL spectrum of (a) sample (A), (b) sample
(B), and (c) sample (C) at 25 K obtained with 405 nm excitation. The
solid line shows the overall fit to the PL data, while the three SiGe NW
component lines are shown beneath the fitted spectrum. The very
sharp line at 1092.5 meV arises from the Si substrate.

gies are found to be 15.7 (1.8) and 57.8 (0.6) meV, respectively,
which agree very well with the values expected for bulk
Si|—,Ge, with x =0.15 of 18 (1) and 58 meV, respectively [35].
The measured NW free-exciton NP energy of 1099 meV would
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Table 1: Results of curve resolving the PL spectra excited with 405 nm excitation for the three NW samples at 25 K. The fitted band frequencies wj
and widths y; are given in millielectronvolts for the four Gaussians (i = 1-4) used in the fit. The peak height (h;) is given in arbitrary units. The uncer-

tainties in the parameter values from the fits are given in parentheses.

sample w4 V1 hy w2 Y2 hy
(A) 1039.49 1520 4.94 1082.84 30.66  1.23
(0.12)  (0.30) (0.08) (3.91) (7.14)  (0.17)
(B) 1040.94 1876  9.92 1078.12 36.73  2.59
(0.16)  (0.36) (0.14) (1.12) (3.74)  (0.11)
(€) 1040.69 15.06 3219  1082.81 30.58  10.01
(0.06) (0.15) (0.26) (1.29) (2.11)  (0.40)

Table 2: Amplitude ratios hto/hta and hyo/hnyp of the NW TA and NP
lines, respectively, relative to the strongest line of the three NW lines
(the NW TO mode) for each sample.

sample htolhta htolhnp

(A) 4.02 (0.62) 27.44 (59.90)
(B) 3.83 (0.22) 5.14 (0.79)
(C) 3.22 (0.15) 5.52 (1.06)

indicate a Ge concentration of x = 0.14 (this concentration gives
an X-point energy gap of 1099 meV in bulk SiGe) [35]. Thus
the positions in energy of the NP peak and those of the accom-
panying phonon replicas independently confirm the alloy

concentration as being x = 0.15 + 0.01.

Conclusion

The readily-observed PL seen from the SiGe NWs indicates
they are clean (i.e., contain few growth defects and impurities)
and are electrically isolated from the substrate. They are not
strained to any significant extent and x for these samples is
confirmed from the PL to be 0.15. These NWs with their well-
controlled position, composition, and size and their efficient
luminescence exhibit relevant features that are a significant
improvement in quality over those produced by other vapor-
solid-solid growth methods and that could be useful for applica-
tions in optoelectronic nanodevices. However, their mass
production in current CMOS production lines would be
problematic.
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Abstract

In this letter, we report results of a hydrosilylation carried out on bifunctional molecules by using two different approaches, namely
through thermal treatment and photochemical treatment through UV irradiation. Previously, our group also demonstrated that in a
mixed alkyne/alcohol solution, surface coupling is biased towards the formation of Si—O—C linkages instead of Si—C linkages, thus
indirectly supporting the kinetic model of hydrogen abstraction from the Si—H surface (Khung, Y. L. et al. Chem. — Eur. J. 2014,
20, 15151-15158). To further examine the probability of this kinetic model we compare the results from reactions with bifunc-
tional alkynes carried out under thermal treatment (<130 °C) and under UV irradiation, respectively. X-ray photoelectron spec-
troscopy and contact angle measurements showed that under thermal conditions, the Si—H surface predominately reacts to form
Si—O-C bonds from ethynylbenzyl alcohol solution while the UV photochemical route ensures that the alcohol-based alkyne may
also form Si—C bonds, thus producing a monolayer of mixed linkages. The results suggested the importance of surface radicals as
well as the type of terminal group as being essential towards directing the nature of surface linkage.

Introduction

Forming covalently-attached organic submonolayers on silicon cially in biosensing application [1]. So far, hydrosilylation is
remains one of the challenges in surface science. In order to among the most commonly accepted techniques to graft
gain access to the electronic properties of silicon, it is impera-  organics onto silicon surfaces [2-6]. It is the process during
tive that the organic layer on the top surface be kept thin enough ~ which unsaturated carbon reacts with hydrogen-terminated

to avoid a masking of the intrinsic properties of silicon, espe-  silicon (SiH) to form a stable submonolayer through covalent
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Si—C linkages at the surface. The reaction can typically be
mediated through catalysts or Lewis acids [3,4], through an
intermediate halogenation followed by Grignard chemistry [7],
through UV irradiation on the surface [8] or thermally driven
[9,10]. In recent years, thermal hydrosilylation has emerged as
an attractive alternative due to the lack of potentially contami-
nating catalysts as well as the low process costs. The general
consensus on the mechanism of hydrosilylation of the bulk
silicon surface proposed by Linford et al. suggests a self-propa-
gating chain mechanism that ultimately leads to densely packed
layers. It is considered to be a self-repeating three-step reaction
[11] after the initial radicalization of the silicon surface:

R-CH=CH, + +8i(111) - R—(CH+)CH,Si(111) (1)

R—(CH+)CH,Si(111) + R-CH,CH=CH,

2
— R—~(CH,),Si(111) + R-CH-CH=CH, @

R—(CH-),Si(111) + HSi(111)

—> R—(CH,),Si(111) + Si(111) 3

The conditions by which Linford et al. performed the reaction
were very stringent and regardless of variations in the experi-
mental approach in later studies by other authors, the basis of a
silyl radical reacting with unsaturated C—C bonds remained
undisputed. However, as early as 2005, Wood et al. brought to
attention that the cleavage of Si—H to form initial silyl radicals
might not be the only mode for hydrosilylation to occur [12].
Typically, the commonly accepted notion is that thermal
hydrosilylation requires temperatures above 150 °C in order to
cleave the silicon—hydrogen bond at the surface to form surface
radicals. However previous studies had shown that hydrosilyla-
tion could also proceed at a lower temperature (110 °C). Wood
et al. further suggested a reaction mechanism in which trace
oxygen is involved in the extraction of hydrogen off from the

hydrogenated silicon surface.

One question to address would be the actual reaction prefer-
ence of the Si—H surface when exposed to both an alkyne and
an alcohol at lower temperatures, i.e., whether the surface
would still undergo hydrogen abstraction in the presence of a
competing reactant. One of the classical competitor to alkynes
forming Si—C on Si—H are alcohols. They were previously
reported to react with Si—H to form stable Si—~O—-C linkages
[13]. To examine this point, we proposed a comparative study
between two modes of hydrosilylation (thermal and UV photo-
chemical) for a bifunctional alkyne. Alkynes were deliberately
chosen due to their higher reactivity towards hydrogen-termi-

nated silicon compared to alkenes. The main theme of this study
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is to examine whether hydrogen extraction is a probable mecha-
nism for surface reaction at low temperatures. Two alkynes
were selected, namely 4-ethynyl-a,a,a-trifluorotoluene (tri-
fluoroalkyne), whose trifluoride functional group serves both as
both a surface marker (in the C 1s reaction) and as a means of
raising the surface hydrophobicity upon functionalization of the
alkyne, and 4-ethynylbenzyl alcohol (ethynylbenzyl alcohol)
whose hydroxy (OH) group may initiate a nucleophilic attack
on the Si—H surface [9] while the alkyne termination can
present itself for reaction to the same surface through hydrogen
abstraction [12,14]. The hypothesis is that, for thermal hydrosi-
lylation, at low temperature, two mechanisms may potentially
occur to form two different linkage (Si—~O—C and Si—C) [12,14],
namely hydrogen abstraction through trace oxygen or a
nucleophilic attack on the silicon surface for the ethynylbenzyl
alcohol. On the other hand, if the surface is activated through
UV irradiation, both mechanisms can be deemed to be unnecce-
sary, thus facilitating the grafting reaction of the molecule
through the alkyne end, in turn, forming a stable Si-C linkage.
On the other hand, a trifluoroalkyne was also selected to
demonstrate the viability of the hydrogen abstraction model by
observing the nature of the linkage formed considering that this
molecule could only react at the alkyne end. Thus, the eventual
presence of Si—-O—C and Si—C from surface analysis in our
controlled setup would give impetus towards the acceptance of
the hydrogen abstraction model for low-temperature hydrosily-
lation. The role of oxygen in the low-temperature hydrosilyla-
tion reaction can then be better understood from this experi-
mental approach.

Result and Discussion

To help understand the role of oxygen during hydrosilylation, a
direct comparison of the reactivity between both thermal and
UV-initiated hydrosilylation was made for two different alkyne
species. Trifluoroalkyne was employed to demonstrate the for-
mation of Si—C linkages through hydrogen abstraction by trace
oxygen and the level of oxygen was greatly reduced by a series
of degassing steps similar to those described by Ciampi et al.
[15]. On the other hand, ethynylbenzyl alcohol was used to
react with the surface via a nucleophilic route from the
hydrogen-terminated surface during low-temperature hydrosily-
lation. It is envisaged that at low temperatures (<150 °C), the
Si—C bonds at the surface are not cleaved to form radicals.
Thus, in order for surface grafting to form Si—C linkages, it is
necessary for the hydrogen to be abstracted from the surface via
oxygen species present in solution (Figure 1). In our deliberate
thermal setup, there is also the possibility of grafting via
Si—O-C linkages instead of the nominal Si—C linkages typi-
cally associated with thermal hydrosilylation. However, we
envisage that under UV irradiation, the surface would be pre-

activated to form silyl radicals and surface grafting could
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proceed to form both the Si—~O—C and the Si—C as Hacker et al.
had previously demonstrated the viability of creating thin
Si—-O—C films with saturated alcohol through UV irradiation
[13]. Such observation would further reinforce hydrogen
abstraction as a viable mechanism for low temperature hydrosi-
lylation. It is important to note that the film produced on the
silicon surface can only described as a sub-monolayer as
attaining a full surface coverage in which every silicon atom is
occupied would be technically impossible due to steric
hindrances and this has been well discussed in literature
[12,16].

s*( S|

H Hydrogen abstraction

5 /—< :)—:
H Nucleophilic reaction O/—QT
e Dat

H S o
/—<;>~CF3
/_©7CF3
/—<;>*CFS

Via trace oxygen Si

Thermal Hydrosilylation

Si * —< :)—:
HO
S Radical propagation
Si *
s *
Sj *
Radical propagation
S *

UV-initiated Hydrosilylation

Figure 1: Hypothetical reaction pathways of ethynylbenzyl alcohol and
trifluroalkyne during thermal and UV-initiated hydrosilyation.

High-resolution XPS analyses were performed on thermally
grafted as well as UV-irradiated surfaces well for both trifluoro-
alkyne and ethynylbenzyl alcohol (Figure 2). The Si 2p spectra
for thermally treated trifluoroalkyne and ethynylbenzyl alcohol
exhibited the characteristic peaks (Si 2p3/2 (99.7-99.9 eV) and
Si 2py/2 (100.2-100.7 eV)) for elemental silicon while the broad
distribution at 103.5-104.2 eV was attributed to the various
Si—O, species [17,18]. Interestingly, for the trifluoroalkyne
samples, the oxidation (Si—O,) was observed to be higher for

the UV-irradiated surfaces (Figure 2b) as compared to that from
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thermal hydrosilylation (Figure 2a). This could be interpreted as
a consequence of the higher concentration of surface radicals
under UV exposure that rendered the surface more susceptible
towards oxidation from residual oxygen (O,) in solution. As the
temperature of the thermal hydrosilylation setup was less than
150 °C, there were no radicals formed at the silicon surface that
was thus more stable towards oxidation during the reaction
time. XPS analysis on the ethynylbenzyl alcohol revealed that
for thermal hydrosilylation, the elemental Si peak intensities
were reduced (99.6 eV and 100.1 eV) while an intense peak at
102.1 eV was observed in turn. Considering its position, it was
unlikely to be oxide (=103.7 eV) and previous reports had
reported this position to be a strong indicator for the Si—~O-C
linkage. This is the first evidence that surface grafting of
ethynylbenzyl alcohol had occurred through the Si—-O-C
linkage instead of the Si—C linkage.

107 105 103 101 99 97 107 105 103 101 99 97

Binding Energy (eV) Binding Energy (eV)

(c)

107 105 103 101 99 o7 167 105 103 101 99 97
Binding Energy (eV) Binding Energy (eV)

Figure 2: High-resolution XPS Si 2p spectra of the surface (a) ther-
mally functionalized with trifluoroalkyne, (b) functionalized with tri-
fluoroalkyne through UV-irradiation, (c) thermally functionalized with
ethynylbenzyl alcohol and (d) functionalized with ethynylbenzyl alcohol
though UV-irradiation.

When the surface underwent UV irradiation (Figure 2d), the
level of oxidation (103.7-104.7 eV) increased significantly. The
broad peak centered at 102.5 eV was attributed to Si—-O-C
[19,20]. The intensity of the elemental Si (99.8 eV and
100.3 eV) had also increased in comparison to that of the
thermal hydrosilylation samples (Figure 2¢). Coincidentally,
Si—C was normally observed in the literature at 100.2-100.4 eV
[21,22] and often overlapped with the Si 2p3,, and
Si 2py ), signatures. Therefore the observed increment at the

100.0-100.4 eV in conjunction with assignment at 102.5 eV
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could be taken as an indication that the UV-initiated grafting of
ethynylbenzyl alcohol yielded two linkages, Si—C and Si—O-C.
The increase in oxidation as highlighted by the broad peak at
103.7-104.7 eV may also be explained by the UV-initiated
surfaces being more susceptible towards oxidation.

To study the nucleophilic reaction that gave rise to the Si—-O-C
linkage, high-resolution C 1s spectra were taken after both the
thermal and UV-initiated hydrosilylation of ethynylbenzyl
alcohol. The C 1s scan of the trifluoroalkyne would not serve
any purpose considering the end product would be a Si—-C
linkage and cannot be used to examine the nucleophilic reac-
tions as mentioned. Thus, as shown in Figure 3a, upon thermal
grafting, a broad peak centering at 284.6 eV was attributed to
that of sp?> C—C (as evident from aromaticity of the ethynyl-
benzyl alcohol) as well as adventitious C—C from the exposure
of the surface to air [23-25]. Interestingly, the peak at 286.3 eV
could be attributed to the epoxy type linkage (C—O-R) as previ-
ously reported in literature [26]. In view of the possible Si-O-C
linkage at the surface, this assignment was deemed as represen-
tation of this linkage. The broad peak at 287.7 eV could be
assigned to m—m carbon satellites, possibly arising from the
aromatic stacking of the benzyl rings [27]. On the other hand,
the high-resolution C 1s spectra of the UV-initiated functional-
ization with ethynylbenzyl alcohol yielded several peaks
suggesting the presence of both Si—C and Si—-O—C. While the
peaks at 284.2 eV and 285.3 eV could be attributed to sp?> C—C
and adventitious C—C, the most important peak assignment
belongs to the signal centered at 282.6 ¢V [23,28,29], which
gave the strongest evidence for Si—C linkages [30]. On the other
hand, the peak at 286.3 eV proposed the presence of Si—O—-C
linkages on the same surface. Nonetheless, the Si 2p spectra
suggested that under UV irradiation of ethynylbenzyl alcohol,
due to the reactivity of the surface, an OH-terminated alkyne
might react from both ends to the surface. Furthermore, by
measuring the area under the peaks after a Shirley background
subtraction and an automatically assigned Gaussian—Lorentzian
fit with the XPS peaks software for both Si—~O-C and the Si—C
peaks, we found that the surface had been decorated at a
Si—O-C (286.3) ratio of 2:1 relative to Si—C (282.6 eV). Hence,
only a third of the surface had been functionalized through Si—C
linkages.

High-resolution Ols spectra also helped to explain further the
nature of the oxide on the surface, whether the oxide was
inherent to the silicon surface or whether the oxide is bound to
carbon or silicon as in the Si—-O-C linkage. As shown in
Figure 4a, on the thermally functionalized surface for the
ethynylbenzyl alcohol, the main O 1s peak was observed
centered at 531.9 eV. The main peak of the UV-functionalized
surface (Figure 4b) was positioned at 532.4 eV. This peak can
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Figure 3: High-resolution XPS C 1s spectra of surfaces (a) thermally
functionalized with ethynylbenzyl alcohol and (b) functionalized with
ethynylbenzyl alcohol through UV initiation.

easily be assigned to the characteristic C-OH bond [31-33] of
the hydroxy end groups of the ethynylbenzyl alcohol molecules
that were linked to the surface through the alkyne end. The
upshift of 0.4 eV for the main O 1s peaks between the two
different reactions suggested that the OH-group of the ethynyl-
benzyl alcohol has different environments with respect to the
surface. During thermal hydrosilylation, the lower binding
energy can only suggest that OH had been cleaved to form a
linkage to the surface as previously reported by Shao et al. [34].
Although in both of the mentioned linkages (Si—O-C and
C—OH) in this paper, the carbon atoms are technically
sp> hybridized. Yet, the environment of the bond is considered
to be very different. Compared to the exposed C—OH group of
the ethynylbenzyl alcohol molecule bound to the surface
through the alkyne group, an oxygen atom in the Si-O-C
linkage would experience a difference in electronegativity
(silicon is marginally less electronegative compared to
hydrogen). The arrangement of an oxygen atom sandwiched
between a silicon and a carbon atom would result in an increase
in overall electrostatic repulsion and this will subsequently
decrease the bonding energy, as was reported previously in
literature [35]. From the O 1s spectra, we were able to observe
this reduction in binding energy of O 1s in the thermal hydrosi-
lylation samples and thus concluded that the predominant
oxygen species in these samples had been associated with the
Si—O-C linkage while those produced from UV-initiated
hydrosilylation were C—OH. The secondary peak for the
thermal hydrosilylation (Figure 4a) at 533.3 eV was indicative
of Si0, from oxidation [36] while the secondary peak for the
UV-initiated hydrosilylation (Figure 4b) was centered at
534.3 eV, which was nominally linked to absorbed water on the
surface [37]. What was interesting was that despite the wide
FWHM for both samples (2.81 for thermal hydrosilylation and
2.07 for UV-irradiated surfaces), the absorbance of the water
peak was only observable for the UV-irradiated surfaces.
Considering that the exposed end groups on the surface of the
UV-irradiated samples were C—OH, the reason for the
absorbance of water is considered to be a more hydrophilic

surface.
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Figure 4: High-resolution XPS O 1s spectra of surfaces (a) thermally
functionalized with ethynylbenzyl alcohol and (b) functionalized with
ethynylbenzyl alcohol through UV irradiation.

To further examine the nature of the grafting, contact angle
(CA) measurements were performed and the results were are
shown in Table 1. The values for the trifluoroalkyne, both after
thermal and UV-initiated hydrosilylation, were very similar,
namely (84.0 £ 1.5)° and (83.5 £+ 0.5)° (Table 1). But this was
not the case for the ethynylbenzyl alcohol. After the thermal
hydrosilylation, the CA value was 89.6 + 3.0°, higher than for
the CF3-terminated trifluoroalkyne. One would imagine that the
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trifluoroalkyne would exhibit a higher hydrophobicity due to its
fluoro-group termination while the higher values observed for
the ethynylbenzyl alcohol could only be explained by the for-
mation of Si—O—C bonds, with the free alkyne group exposed
from the surface. On the other hand, upon UV irradiation of the
surface, the CA values for the ethynylbenzyl alcohol were
clearly reduced to (67.4 + 4.1)°. Together with the XPS C 1s
and O 1s high-resolution spectra obtained on these surfaces, the
only sensible explanation for this was that both Si-O—C and
Si—C linkages were formed on the surface, thus creating a
patchy surface with an intimate mixture of moieties exposing
hydroxy or alkyne groups. This would certainly reduce the
surface wettability as reported in previous reports on heteroge-
neous monolayer-like assemblies on surfaces [38,39]. What was
also interesting was that the atomic concentration, listed in
Table 1, had revealed that the level of oxidation (O 1s) was
significantly higher at UV-irradiated surfaces for trifluoro-
alkyne compared to the thermally treated surfaces and one
possible explanation was that the UV-initiated hydrosilylation
was carried out at room temperature while thermally treated

surfaces were performed at 130 °C which would likely exclude

Table 1: Sessile droplet contact angle measurements of the two surfaces hydrosilylated with the two alkynes. The atomic concentration (atom %)
from XPS survey spectra is also as listed below for the two different reaction mechanisms.

contact angle

thermal hydrosilylation

CF; (84.0%15)

;

(89.6 + 3.0)°

%)

OH

atomic concentration (atom %) after thermal hydrosilylation

Ci1s Si2p
}@Cﬁ, 14.63 66.18
:—Q—\ 68.32 15.40

OH

atomic concentration (atom %) after UV-initiated hydrosilylation

C1s Si 2p
:—@—Cﬁ 14.21 50.39
}Q—\ 19.13 34.72

OH

UV-inititated hydrosilylation

(83.5+0.5)°

(67.4+4.1)°

O 1s F1s
15.21 3.97
16.19 —
O1s F1s
32.18 3.22
48.15 —
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water from the reaction system. This may allow for more exten-
sively oxidation to occur since the radicalized surface was
highly susceptible to oxidation. The O 1s spectra from the
ethynylbenzyl alcohol had been already discussed in the
previous section with C—O contributing to the high percentage
of oxygen observed.

Conclusion

From the XPS analysis and the contact angle measurements,
several conclusions can be drawn from this study. Firstly, the
efficacy of the low-temperature thermal hydrosilylation was
heavily dependent on the presence of oxygen species. In the
absence of oxygen carrying organics, it was possible that tri-
fluoroalkyne was grafted through Si—C linkages because of
trace amounts of oxygen. Despite the thorough degassing
method used, it was not possible to remove all oxygen in a non-
vacuum environment. Secondly, it was noticed that the UV-ir-
radiation had created a highly reactive surface that was reacted
with both OH-terminations and alkyne-terminations of the
molecules. In the thermal setup for the ethynylbenzyl alcohol, a
strong predominance of Si-O—C was observed. This suggested
that the role of hydrogen abstraction from the surface through
residual oxygen in the thermal setup is minimal as the absence
of Si—C bonds from XPS also indicated that the reaction only
yielded Si—O—C linkages despite the long reaction time of 18 h.
The results reported here shed light on the issues related to OH
reactivity at low temperatures as well as on the indiscriminate
reactivity of the Si radicals formed at the surface. This informa-
tion is important with regard to the hydrosilylation of OH
bearing species to a silicon surface.

Experimental

Materials

Silicon wafers (111), were boron-doped (resistivity of
0.01-0.018 Q-cm) and were used in this experiment. Sulfuric
acid (Aldrich) and hydrogen peroxide (BDH Prolabo) were of
semiconductor grade. 4-ethynylbenzyl alcohol and 4-ethynyl-
o,0,a-trifluorotoluene were purchased from Sigma-Aldrich. All
other chemicals, unless stated otherwise were used as received

without further purification.

Thermal reaction protocol
Similar to the methodology as described by Ciampi et al [15],

2 were cleaned for

silicon wafers approximately 20 x 20 mm
30 min in hot Piranha solution (95 °C, hydrogen peroxide
(33%)/conc. sulfuric acid, 1:3 (v/v)). The samples were then
submerged in a solution of 2.5% hydrofluoric acid for 1.5 min.
Subsequently, the samples were placed to a degassed (through a
minimum of 20 freeze-pump-thaw cycles) solution of
4-ethynyl-a,a,a-trifluorotoluene (0.3 M in mesitylene). The

sample was kept under a stream of nitrogen while the reaction
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vessel was immersed in an oil bath set to 130 °C for 18 h. After
the reaction, the flask was carefully opened and the functional-
ized surface samples were exposed to the atmosphere and
subsequently rinsed and sonicated in copious amounts of chlo-
roform, ethyl acetate, and then ethanol before being analyzed.

For the 4-ethynylbenzyl alcohol-based layer, the silicon surface
was also functionalized in similar fashion and with the same
molar concentrations. The functionalized surface samples were
rinsed consecutively with copious amounts of chloroform, ethyl
acetate, and then ethanol before being analyzed.

UV-initiated hydrosilylation

Silicon wafers were pre-prepared in similar fashion to that in
the thermal hydrosilylation protocol. Subsequently, the surfaces
were transferred, taking care to completely exclude air from in
the reaction vessel (a custom-made fused silica flask), to a
degassed (through a minimum of 20 freeze-pump-thaw cycles)
sample of 4-ethynyl-a,a,a-trifluorotoluene (0.3 M in mesity-
lene). The surface was irradiated with 254 nm (4.88 ¢V) UV
radiation was provided by a commercial 6 W Hg tube. Any
shorter wavelength component from the lamp (typically the
185 nm line) was filtered out by using a coloured glass filter
with a transmittance of lower than 1% outside the 220—400 nm
band. The choice of custom-made quartz Schlenk flask made of
fused silica ensures a very high transmittance of the 254 nm
light to the sample, up to 90%.

The experimental setup is arranged with the UV lamp held in
vertical position with an adjustable distance from the reaction
vessel, so that the UV light impinges perpendicularly to the
sample surface and the power density can be easily varied.
Vessel and lamp are enclosed in a dark box so that no light
other than that from the UV lamp can reach the sample.

A calibration of the light intensity was performed by using a
large area calibrated silicon photodiode from Hamamatsu
photonics, showing that the experimental setup is capable to
deliver 254 nm UV light intensities from 1.2 mW/cm? down to
100 uW/cm? (lower values can be easily obtained by inserting
other filters). The lamp-to-sample distance was adjusted in
order to have a power density of 700 pW/cm?2. The surfaces
were exposed to the UV irradiation for 2 h, then rinsed consecu-
tively with copious amounts of chloroform, ethyl acetate, and
then ethanol before being analyzed.

Contact angle measurements

The water contact angle (CA) values were acquired on a Data-
physics OCA-20 goniometer setup at room temperature in
ambient atmosphere. This instrument consists of a CCD video

camera with a resolution of 768 x 576 pixels that can take up to
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50 images per second. For each sessile droplet measurement
three separate 5 pL droplets were dispensed onto the selected
sample and the drop images were recorded. All drop images
were then processed by an image analyzer that calculated both
the left and right contact angles from the droplet shape with an
accuracy of +0.1°.

X-ray photoelectron spectroscopy (XPS)

The XPS wide scan spectra were acquired by using an AXIS
Ultra DLD, Kratos, equipped with an Al Ka X-ray source
(1486.6 eV) at 10 mA, 15 kV, analyzing a 300 x 700 pm area
under ultra-high vaccum (3.9-107 Torr). Analyses were
performed in the hybrid lens mode with the slot aperture and the
pass energy of the hemispherical analyzer set to 100 eV for the
survey scan. High-resolution spectra were obtained for the C 1s,
F 1s, Si 2p and O 1s energies for all samples. The spectra were
subsequently analyzed by using the built-in Kratos Vision 1.5
software.
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Non-stoichiometric ceria nanoparticles (NPs) were obtained by a gas aggregation source with a magnetron and were mass-selected

with a quadrupole mass filter. By varying magnetron power, Ar gas flow, and the length of the aggregation tube, NPs with an

average diameter of 6, 9, and 14 nm were synthesized and deposited onto a substrate, thus obtaining NP films. The morphology of

the films was studied with scanning electron microscopy, while high resolution transmission electron microscopy was used to gain

a deeper insight into the atomic structure of individual NPs. By using X-ray photoelectron spectroscopy we analyzed the degree of

reduction of the NPs of different diameters, before and after thermal treatments in vacuum (reduction cycle) and in O, atmosphere

(oxidation cycle) at different temperatures. From this analysis we inferred that the size is an important parameter only at intermedi-

ate temperatures. As a comparison, we evaluated the reducibility of an ultra-thin ceria film with the same surface to volume ratio as

the 9 nm diameter NPs film, observing that NPs are more reducible than the ceria film.

Introduction

The main property of cerium oxide that attracts scientific atten-
tion is its ability to store and release oxygen depending on the
ambient conditions [1]. In particular, ceria in the form of
nanoparticles (NPs) is important in industrial catalysis [2] and

in biomedical applications to prevent the oxidation of human

cells [3]. Doped cerium oxide films are also promising candi-
dates as electrolytes in solid oxide fuel cells [4].

A lot of studies have been performed on ceria NPs while

varying their diameter: NPs with diameter less than 5 nm have

60


http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:mariachiara.spadaro@unimore.it
http://dx.doi.org/10.3762%2Fbjnano.6.7

larger oxygen storage capacity than the ones with higher diam-
eter; this is related to the larger surface area exposed by the
smaller NPs [5].

It is well known that in CeO,_, NPs the lattice parameter
increases when the particle size is decreased. Tsunekawa et al.
[6], analyzing NPs with diameter between 2 nm and 4 nm,
suggested that the reduction of the Ce ion charge from 4+ to 3+
leads to an increase of the lattice parameter because of the
decrease in the electrostatic force. With the assumption that the
increase of the lattice parameter is also due to a higher concen-
tration of oxygen vacancies, Tsunekawa results are complemen-
tary with the ones of Zhou et al. [7], obtained for NP diameters
between 4 and 60 nm. These results led to the conclusion that
the lattice parameter increase is related to the formation of

oxygen vacancies and Ce3" ions.

Following this approach, Deshpande et al. [8] correlated the
lattice parameter expansion with the concentration of Ce> ions
(measured by X-ray photoelectron spectroscopy, XPS),
ascribing it to the higher ionic radius of Ce3*, compared to the
Ce**, and to the introduction of oxygen vacancies, which in
turn induces a distortion of the local symmetry. In the last years
a ‘Madelung model’ has been proposed to describe the prop-
erties of ionic crystals as a function of their surface to volume
ratio. Here, the balance between long range Coulomb attractive
and short range repulsive interactions is broken, leading to an
effective negative pressure and thus to an increase of the lattice
parameter [9]. Actually, a proper combination of all these
factors, namely the increase of concentration of Ce3* ions,
oxygen vacancies and Madelung pressure, can explain the

observed phenomena.

It is not yet clear if the presence of Ce3" ions is an intrinsic
characteristic of the NP [10] or if it is related to the synthesis
procedure. Paun et al. [11] synthesized ceria NPs with different
diameters and identical polyhedral shapes, by means of
different chemical synthesis procedures. The concentration of
Ce3" ions was found to be quite different even for NPs with the
same diameter, showing that the presence of Ce>" ions is also
related to the synthesis procedure and not only to the particle

size.

Few works have been performed with NPs synthetized by
magnetron sputtering, the technique used in this study. Tschope
et al. [12] studied ceria NPs realized by magnetron sputtering
from pure and mixed metal target and inert gas condensation,
observing the high non-stoichiometry of these systems due to
the particular synthesis method. The non-stoichiometry is due to
the presence of Ce3™ ions. Non-stoichiometric NPs grown in

this way exhibit a higher catalytic activity than stoichiometric

Beilstein J. Nanotechnol. 2015, 6, 60-67.

material, mainly because of surface defects and chemisorbed
oxygen [13,14]. A new interpretation for the redox activity of
CeO;,—, NPs has been recently proposed, based on the increase
of electron density in delocalized mixed cerium and oxygen
orbitals, rather than on localized surface reduction of Ce*" to

Ce3" ionic species [15].

In this work we present the results of the study of CeO,—, NPs
produced by combining magnetron sputtering with a gas aggre-
gation source. We investigated NPs reducibility as a function of
their diameter (ranging from 6 to 14 nm) under reduction and
oxidation conditions, and in comparison with a ultra-thin ceria
film of the same surface to volume ratio as the 9 nm diameter
NPs film. The NPs have been characterized with regard to
morphology and structure by scanning electron microscopy
(SEM) and high resolution transmission electron microscopy
(HRTEM). The thermal stability of the NPs was investigated by
XPS. The aim of this work is to investigate the fundamental
relationship between NPs chemical and physical properties, in
order to improve the understanding of the basic processes,

which are fundamental for the ceria NPs applications.

Experimental

The ceria NPs were synthesized at the SESAMo Laboratory
[16-18], with an experimental system composed of three inter-
connected vacuum chambers (schematic view in Figure 1); the
deposition chamber (C) is connected on one side to the NPs
source chamber (A), equipped also with a quadrupole mass
filter (B), and on the other side to the XPS chamber (D) for in
situ chemical characterization. Ceria NPs were obtained by DC
magnetron sputtering and inert gas (Ar) aggregation method,
from a pure Ce target (99.9%).

Figure 1: Sketch of the experimental set up: the NPs are created by
the NC200 source (A), they are mass selected by the QMF (B) and
they are deposited on the substrate in the deposition chamber (C). The
chemical characterization is performed in situ in the XPS chamber (D).
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Most of the clusters were charged, so that they could be mass
selected by the quadrupole mass filter (QMF). The NP beam
reached the deposition chamber, where a NP film was grown on
a Si/SiO, substrate. Depositions were carried out in oxygen
atmosphere (po = 5-107° mbar) and post-oxidation for 30 min
(poa = 4:107° mbar), to fully oxidize the NPs. The nominal film
thickness was fixed to 10 nm (the evaporation rate was
measured by a quartz microbalance in the deposition chamber)
for all samples described in this work. The amount values of
deposited NPs are given in terms of nominal thickness of an
equivalent continuous film with the same density as CeO,. By
changing the length of the aggregation tube, the electrical power
applied to the target and the Ar gas flux, we obtained NPs with

different average lateral sizes: 6, 9 and 14 nm.

In particular the magnetron discharge power (P), Ar flux (f) and
aggregation length conditions (/) used were: 1) 6 nm NPs:
P=67W,f=10sccm, / =50 mm; 2) 9 nm NPs: P =30 W,
f=40 scem; /=50 mm; 3) 14 nm NPs: P=99 W, f'= 56 sccm,
[/ =150 mm. The NPs diameter is controlled by the QMF
monitor during the deposition, in fact it is possible to check the
NPs diameter distribution scanning the quadrupole voltage
whilst monitoring the NPs beam ion current. We also check the
diameter distribution by ex situ SEM measurements, with a dual
beam system (FEI Strata DB235M), in order to perform a statis-
tical analysis and to have information on the mean diameter
value and the full width at half maximum (FWHM) of the size
distribution.

After deposition the samples were analyzed with in situ XPS,
by using a twin anode X-ray source (XR50, Specs), generating
Al Ko photons and a hemispherical electron analyzer (Phoibos
150, Specs). The reduction and oxidation cycles were
performed in a different UHV apparatus, described in the
second part of this section. After transferring the sample to the
second apparatus the Ce3" concentration in the NPs slightly
increased from its original value measured immediately after
growth, because of air exposure (almost 4% for all samples).
We do not expect this modification to affect the oxygen trans-
port in the NPs. For the reduction process the samples were
heated in UHV at T= 520 K, T= 770 K and 7= 1020 K for
30 min; for the oxidation process the samples were heated at
T=1020 K in O, (p = 1077 mbar) for 30 min. To estimate the
contribution to the XPS spectra due to Ce3™ and Ce*" ions we
performed a fit with a linear combination of the Ce3" and Ce**
reference spectra, and by using the fitting equation

a~I(Ce3+)+(1—a)~I(Ce4+) )

Beilstein J. Nanotechnol. 2015, 6, 60-67.

From the fit we evaluated the parameter a, which represents an
estimate of the Ce3" concentration. The error was estimated

through the fitting procedure.

The Ce3" and Ce*" reference spectra were obtained from NP
films treated with the following procedures:

To obtain the Ce*" reference sample the deposited NPs were
oxidized during their growth, injecting oxygen in the aggrega-
tion chamber (A region in Figure 1). The obtained NPs had an
average lateral size <d> = 9 nm. A post-annealing at 1020 K in
a rich oxygen atmosphere (1077 mbar) was also performed. The
reference spectrum for the reduced component /(Ce3™) was
obtained from a film of NPs with <d> = 9 nm grown under high
vacuum conditions, without the presence of oxygen. The ’as
deposited’ sample was then annealed at 7= 1020 K in UHV.

HRTEM experiments were performed by using a JEOL JEM-
2200FS instrument working at 200 keV and equipped with a
Schottky emitter. The instrument has an objective lens spher-
ical aberration coefficient of 0.5 mm, providing a point-to-point
resolution of 0.19 nm. The images were subsequently elabo-
rated by using the STEM_CELL software [19]. Concerning the
ultra-thin films we evaluated the morphology with in situ STM
measurements by using an OMICRON room temperature SPM.
The STM images have been processed by using the Image SXM
software [20].

A second UHV apparatus was used to grow both epitaxial and
non-epitaxial cerium oxide ultrathin films for comparison. The
system is equipped with facilities for substrate preparation, film
growth, in situ XPS, and scanning tunnelling microscopy
(STM) analysis. The substrate used for film growth was a
Pt(111) single crystal prepared by repeated cycles of sputtering
(1 keV, 1 pA) and annealing (1040 K).

A 2 ML cerium oxide epitaxial film with the same surface-to-
volume ratio of the NPs with 9 nm diameter (S/V = 0.6 nm™),
was grown with the procedures described in [21], i.e., reactive
Ce electron-beam deposition in pg, = 11077 mbar at room
temperature and post-growth annealing at 7= 1040 K under the
same O, partial pressure. A non-epitaxial cerium oxide film
grown on Pt(111) with nominal thickness ¢ = 2 ML, was
obtained with the same procedures as the epitaxial film, without
the post-growth annealing in O,, and it was studied for further

comparison.

Reducing thermal treatments were performed by using an elec-
tron bombardment heater. The samples were heated in UHV to
the desired temperature, kept at that temperature for 30 min, and

cooled to room temperature, following [22]. The oxidizing
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thermal treatments were performed under an oxygen partial
pressure of pg> = 1:1077 mbar. XPS measurements were
performed using an Al Ka X-ray source and a hemispherical
electron analyzer. The STM was operated at room temperature
in constant current mode, by using electrochemically etched
tungsten tips, degassed by thermal treatments and sputtered by
ion bombardment before the measurements.

Results and Discussion

Figure 2 shows SEM images of NPs with different size values,
and STM images of the epitaxial and non-epitaxial film. The
9 nm NPs (Figure 2b) are clearly visible and well dispersed, and
it was possible to obtain the lateral size distribution shown in
Figure 2b. The size distribution was obtained by measuring the
area of 125 different NPs from SEM images and by evaluating
the corresponding diameters, which range between 8.5 nm and
10.5 nm. By fitting the diameter histogram with a lognormal
distribution we estimated the mean diameter value to be
<d>=9.19 nm (FWHM = 0.65 nm). Concerning the 6 nm and
the 14 nm samples, the size has been evaluated from
25 different NPs in different areas. These images show that the
density of NPs in the samples is clearly decreasing with
increasing the NPs diameter. This is because for every sample
we deposited an amount of NPs in order to have the same
nominal film thickness of 10 nm. In Figure 2d a STM image of
the non-epitaxial film is shown; the substrate is completely

covered with a disordered film with a structured surface

a)
100 nm

b)

Frequency (arb. un.)

o
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showing grains of a few nanometers in lateral size and a few
angstroms in average height. After annealing the film up to
T =1040 K in O, we obtained an epitaxial ceria thin film as
shown in Figure 2e, in which the islands have atomically flat
surfaces. In this case 45% of the Pt(111) substrate is covered
and the islands have a mean height of 0.6 nm and a lateral size
of 20-30 nm.

To gain a deeper insight into the atomic structure of the NPs,
STEM and HR TEM measurements have been performed on
9 nm NPs deposited on a Lacey support grid, as shown in
Figure 3a and Figure 3b respectively. Ce lattice fringes are also
clearly visible. The NPs on the sample exhibit single crystalline

Figure 3: STEM (a) and HRTEM (b) images of ceria NPs corres-
ponding to the sample with average diameter of 9 nm, the inset in (b)
shows the FFT of the selected area with indicated the corresponding
planes.

100 nm

9 95 10
NPs size (nm)

105

Figure 2: SEM images of NPs films: NPs diameter 6 nm (a), NPs diameter 9 nm (lateral size distribution in the inset) (b) and NPs diameter 14 nm (c).
STM images of the non-epitaxial (d) and epitaxial (e) ultra-thin ceria films acquired at 1.5 V and 0.04 nA.
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structure (cubic CeO,, space group 225, Fm—3m), exposing
frequently {111}, {220} and {100} facets, as evidenced in
Figure 3a and Figure 3b. The (111) surface is indeed the most
stable for cerium dioxide [1] and the (220) has the next lowest
surface energy; at variance, the (100) surface is not as stable as
the (111), but it is the most frequently exposed plane in ceria
NPs after the (111) [23] probably because of the low dimen-

sionality effects.

In Figure 4a a typical Ce 3d XPS spectrum of non-stoichio-
metric ceria NPs, with <d> = 6 nm, after annealing in O, at
T=1020 K, is shown. In the spectrum it is possible to observe
features from both Ce3* and Ce*" ionic species, as already
observed for ceria NPs. In fact a core—shell model was proposed
[24,25] for the oxidation state of the CeO,—, NPs, which
assumes that the core of the nanoparticle is composed of CeO,
while the shell is composed of one layer of Ce;O3. This model
well agrees with the observation in NPs with different size and
shape for every synthesis procedures.

a) : b) ss ,
""" data --%--t=0min
fit --0-- t =30 min
Elc 30 A
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- ~— / /’
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Figure 4: (a) Ce 3d XPS spectra and corresponding fit of the 9 nm
sample acquired at 40 W, in the bottom region Ce3* and Ce** XPS
spectra, respectively, measured on NPs grown without oxygen in the
system and then annealed in UHV at 1020 K, and on NPs oxidized
directly in the aggregation chamber and then annealed in O at
1020 K; (b) Ce3* concentration at different X-ray power acquired on
the sample at the beginning of the acquisition for each X-ray power,
t =0 min, (red circle) and after 30 min (red star) of X-ray exposure,

t =30 min.

In the same figure the Ce 3d Ce3" and Ce*" reference spectra
are also shown. It can be observed that Ce3" reference spec-
trum shows a minor trace of Ce*" related feature: in fact the
peak present at binding energy value BE = 915 eV (see
Figure 4a bottom panel red curve) is related with Ce*" ions
contribution. Because of the presence of this small peak, it was

not possible to obtain an absolute value of the Ce>* concentra-
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tion, but the variation in the amount of Ce3" ions as a function
of size and annealing temperature could be monitored. It is also
important to observe that UHV conditions and exposure to
X-ray can reduce the samples, and thus Ce3* concentration from
XPS analysis can be overestimated [26]. The fitting curve
obtained by using Equation 1 is also shown in the same figure;
it can be observed that it is in good agreement with the experi-
mental data.

As mentioned before CeO,—, NPs can be reduced under X-ray
irradiation [26]. We performed an XPS analysis of the 9 nm
sample while increasing the X-ray power and observed a
progressive reduction of the NPs, and we evaluated the change
of the concentration of the Ce3" ions by performing the previ-
ously described fitting procedure. For each acquisition, the
sample was kept under the flux for 30 min, and the Ce 3d spec-
trum was acquired at the beginning and at the end of each expo-
sure for every value of the X-ray source operating power, in
order to detect if the longer exposure affected the oxidation
state. Fit results are shown in Figure 4b. Five different power
values have been used: 40 W, 100 W, 150 W, 200 W, 270 W,
the last one being the one that was used conventionally to
perform XPS analysis. It is possible to observe that for low
X-ray power contribution to the spectra coming from Ce>" ions
is very small (a = 8%, Table 1), and that it increases with the
X-ray power; in particular for 270 W a value a = 30% was
obtained. This reduction under UHV conditions and X-ray
exposure at increasing power was not observed for the epitaxial
film. In spite of the difficulties in obtaining absolute values of
the concentration of Ce3™, it was possible to monitor the behav-
ior of NPs in reduction and oxidation conditions.

Table 1: Ce3* XPS intensity resulting from the fitting of the XPS
spectra acquired at different X-ray power after different irradiation
times.

power (W) Ce3* XPS intensity (%)
t=0min t=30 min
40 8.24 +1.59 14 +£1.59
100 17.14 £ 1.59 20.09 + 1.59
150 21.81+£1.32 23.93+1.32
200 25.83 +1.39 28.05+1.39
270 28.73 +1.39 30.48 +1.39

In Figure 5a, Ce 3d spectra for a complete reduction and oxi-
dation cycle are shown. One can observe that the Ce-related
features become more evident at increasing annealing tempera-
tures. Performing the previously described fitting procedure, we
monitored the intensity of the Ce3™ component in the XPS data

as a function of the annealing temperature for all samples. Fit
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Figure 5: (a) Ce 3d XPS spectra for a complete reduction (black
curves) and oxidation (red curve) cycle. (b) Intensity of the Ce3*
component at different annealing temperature and after re-oxidation on
NPs of diameter of 6 nm (pink dots), 9 nm (orange dots), and 14 nm
(blue dots), and (c) on the ultra-thin epitaxial (green dots) and non-
epitaxial (violet dots) ceria film.

results are reported in Table 2, and they are plotted in Figure 5b
for the NPs and in Figure 5c¢ for the ultra-thin films.

The intensity of the Ce3™ component strongly depends on the
NP size at room temperature (RT) and after thermal treatments
at temperatures up to 770 K: NPs with average sizes of
<d>= 6 nm and <d> = 14 nm present, respectively, the highest
and lowest values of Ce3" intensity, corresponding to the
highest and lowest Ce3" concentration, while 9 nm NPs with
<d> =9 nm exhibit an intermediate value. The reason for this
behavior can be ascribed to the strong difference in the surface
to volume ratio and to the oxygen vacancy energy formation
[27]. After a thermal treatment at 1020 K, these differences in
the Ce3" component intensities are less significant; in agree-
ment with the results reported in [27], the oxygen vacancy for-
mation energy is related with NPs size, in particular it decreases

with increasing the NPs size. It seems that the dimensionality
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has a strong contribution up to 7= 770 K while at 7= 1020 K

the Ce3* concentration is not related to the size.

In contrast, XPS from epitaxial film shows a very small concen-
tration of Ce3* ions already at RT, which increases with thermal
treatments in vacuum. Moreover, the maximum value obtained
for the intensity of Ce3" component after thermal treatment at
T = 1020 K is significantly lower with respect to the other
samples (NPs and non-epitaxial film). Since the film has been
chosen to have a comparable surface to volume ratio as the
9 nm NP, the lower degree of reduction is possibly due to the
fact that the film exposes mainly (111) surfaces, which are the
most stable ones. The non-epitaxial film instead shows a behav-
ior closer to the NPs for thermal treatments up to 7 = 520 K,
while for higher temperatures the Ce3* concentration is lower
than in the NPs. This significant difference can be ascribed to
structural and morphological changes occurring in the non-
epitaxial film at increasing temperature, as shown in Figure 6 in
which STM images of the non-epitaxial film before and after
the reduction cycle are reported. It is possible to observe that
the as-grown film (Figure 6a) completely covers the substrate as
a granular ultra-thin film (as in Figure 2d). After annealing in
UHYV at 1020 K it is possible to observe that the film becomes
non-continuous with the formation of single quasi-hexagonal

Figure 6: STM images of a cerium oxide ultrathin film on Pt(111) (a)
as grown, acquired at 2.0 V and 0.03 nA, and (b) after annealing in
UHV at 1020 K, acquired at 2.5 V and 0.03 nA.

Table 2: Ce3* XPS intensity resulting from the fitting of the XPS spectra acquired at different annealing temperatures for NPs with different size and

ultra-thin films under reduction and oxidation conditions.

annealing

temperature (K) 6 nm 9nm

RT (UHV) 29.49 +5.87 21.84 + 3.80
520 (UHV) 44.82 £ 6.89 37.16 £6.12
770 (UHV) 70.13+5.43 72.89 +7.60
1020 (UHV) 91.97 £5.12 89.95 + 7.60
1020 (Oo) 11.31+0.23 0+£0.25

Ce3* XPS intensity (%)

14 nm epitaxial film non-epitaxial film
16.6 £ 3.35 7.57 +£0.80 17.90 + 4.33
29.57 +3.78 10.07 £ 1.23 32.47 £ 3.91
53.86 + 4.17 15.64 £ 1.23 43.70 £ 5.21
86.62 +5.35 27.37 £1.23 54.36 + 4.62
2.87£0.40
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islands that cover almost 40% of the Pt(111) surface. So,
because of the UHV annealing, the previously disordered ultra-
thin film arranges in an ordered one exposing mainly the (111)
surface, in analogy with previous studies investigating the
changes of morphology after annealing the granular films in O,
[21].

Conclusion

Non-stoichiometric ceria NPs have been synthetized through
magnetron sputtering with a gas aggregation source. With a
quadrupole filter NPs have been mass-selected obtaining a
narrow size distribution, and three different lateral sizes have
been selected. The morphology and stoichiometry of the NPs
have been investigated and it was demonstrated that the concen-
tration of Ce>" ions decreases as a function of particle size for
this kind of synthesis method. We investigated in detail how the
combination of X-ray power, exposure and UHV conditions
influence the oxidation state of the NPs and observed a partial
reduction of the NPs. The variation of the Ce?" concentration
with thermal treatments was monitored with XPS, performing
an analysis of the line shape of the Ce 3d spectrum. The oxi-
dation state stability after thermal treatments in vacuum and in
oxygen atmosphere has been studied for different particle sizes,
and it has been compared with the epitaxial and non-epitaxial
films. In this way the easier oxygen release in NPs synthetized
by sputtering technique with respect to the films has been
demonstrated. Such reducibility could affect the catalytic prop-
erties of ceria NPs.
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Elastically mediated interactions between surface domains are classically described in terms of point forces. Such point forces lead

to local strain divergences that are usually avoided by introducing a poorly defined cut-off length. In this work, we develop a self-

consistent approach in which the strain field induced by the surface domains is expressed as the solution of an integral equation that

contains surface elastic constants, Sj;. For surfaces with positive Sj; the new approach avoids the introduction of a cut-off length.

The classical and the new approaches are compared in case of 1-D periodic ribbons.

Introduction

The classical approach used to calculate the strain field that
surface domains induce in their underlying substrate consists of
modeling the surface by a distribution of point forces concen-
trated at the domain boundaries [1-3], the force amplitude being
proportional to the difference of surface stress between the
surface domains [3-6]. However, point forces induce local strain
divergences, which are avoided by the introduction of an atomic
cut-off length. Hu [7,8] stated that the concept of concentrated
forces is only an approximation valid for infinite stiff substrates.
Indeed if the substrate becomes deformed by the point forces
acting at its surface, the substrate in turn deforms the surface

and then leads to a new distribution of surface forces so that the

surface forces have to be determined by a self-consistent
analysis. In this paper, we show that when elastic surface prop-
erties are properly considered, the strain field induced by the
surface domains may be expressed as the solution of a self-

consistent integro-differential equation.

Results and Discussion

Let us consider (see Figure 1a) a semi-infinite body whose
surface contains two domains (two infinite ribbons) A and B
characterized by their own surface stress s* and sB. The 1D
domain boundary is located at x, = 0. Note that for the sake of

simplicity only the surface stress components S]i are taken to be
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different from zero (see Appendix I for the Voigt notation of

tensors).

sA sB
- P
(@)
sA sB
- ——— - - >
(b)

Figure 1: (a) Classical model in which each domain is characterized
by its own supposedly constant surface stress. (b) When taking into
account surface elasticity, the surface stress at mechanical equilib-
rium is no longer constant except far from the boundary.

In the classical approach [6-8] the strain field generated in the
substrate is assumed to be generated by a line of point forces
F(F)=(/,0,0)8(x—xq) (with 8(x) being the Dirac function)

and is given by:

g1(x,z2) :JDXX (x/x',z)fx (x')dx', (1)

where D, (x/x',z) is the xx component of the Green tensor and
where the component f,(x) = As| originates from the surface-
stress difference As) = slA - slB at the boundary between the two
surface domains. The Green tensor valid for a semi-infinite
isotropic substrate can be found in many text books [1,2,9] so
that the deformation at the surface €;(x,z = 0) finally reads:

6(x,z = 0) = A5

2

where h = [2(1 - Vgubs)]/(nEsubs) with Egyps and vgyps being
the Young modulus and the Poisson coefficient of the substrate
(supposed to be cubic). The strain at the surface (Equation 2)
exhibits a local divergence at the boundary x = xy = 0. The
elastic energy can thus be calculated after introduction of an
atomic cut-off length to avoid this local divergence [6,10].

However, the concept of point forces is only an approximation.
If the substrate is deformed by point forces acting at its surface,
the substrate in turn deforms the surface and then leads to a new
distribution of surface forces. In the following, we consider
that, due to the elastic relaxation, the surface stress at equilib-
rium exhibits a Hooke’s-law-like behavior along the surface
[9,11,12]:

1 (x):sli+S1ilsl (x,zzO), 3)
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with i = A, B according to whether x lies in region A or B. In
Equation 3, s{ is the surface stress far from the domain bound-
ary (or in other words the surface stress before elastic relaxa-
tion) and Sli | the surface elastic constants properly defined in
terms of excess quantities (see Appendix). The surface force
distribution due to the surface stress variation (see Figure 1b) is
obtained from force balance and reads f,(x,z = 0) = ds/dx.

By using the Green formalism again, we obtain at the surface,
z=0:

0 S ', =0
al(x,z:O)z—hJ de', 4

—o0 x—x'

where g/ = de/dx.

This equation replaces the classical result of Equation 2.
Equation 4 is an integro-differential equation that has to
be solved numerically. At mechanical equilibrium the absence
of surface stress discontinuity at the domain boundary,
51 (xo+ ) =5 (xa ) combined to the constitutive Equation 3 leads
to the following boundary condition

- 4
Shey (xo) ~ Sile (X(J)r) =si' -5l ®)

When the elastic constants of the surface are positive,
Equation 4 can be easily numerically integrated. Figure 2a
shows (black dots) the result obtained by integration of
Equation 4 with the boundary condition

) -l) = 1)

that means for S{% = SlBl =S5);. We also plot in Figure 2a the
classical result calculated from Equation 2 (continuous red
curve). It is clearly seen that the new expression avoids the local
strain divergence that is now replaced by a local strain jump
Asi/S11 at xg = 0.

Since the solutions of Equation 4 depend on the values of /4S5
and Asy we report in Figure 2b the results obtained for different
typical values of 4S|; and As; data obtained from [11]. More
precisely, since the classical expression scales as 1/x, we plot In
€ versus x. As can be seen, in the limit of large x all solutions
tends towards the classical one (common red asymptote in
Figure 2b). Moreover we can clearly see that the classical ap-

proach is recovered in the limit S;;— 0.
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Figure 2: (a) Continuous (red) curve: normalised strain field e/Asq
calculated with Equation 2, Black dots: normalised strain field €/As4
calculated from Equation 4 with As¢/S11 = 0.4 (b) In-In diagram of the
normalised strain field e/Asq calculated from Equation 4 for hSq4
varying from 10~ to 1074 (arbitrary units). The common asymptote is
the classical result calculated from Equation 2.

The elemental solution of Equation 4 enables to describe more
complex experimental configurations as the one that corre-
sponds to the spontaneous formation of 1D periodic stripes by a
foreign gas adsorbed on a surface (as for instance O/Cu(110)
[13]). In the classical model each stripe (width 2d) is modeled
by two lines of point forces one located at d and the other at —d
with the opposite sign f(x) = As1(8(x — d) — 6(x + d))) so that
for a set of periodic ribbons of the period L the elastic field is
obtained by a simple superposition of the elemental solutions
given in Equation 2. In the classical case it reads

Tc(x+d) Tr(x—d)

—cot

& (x,2=0)=hAs, % cot , (6)

whereas within the new approach the elastic field is solution of
the integral equation:

€] (x,Z = O) = h%‘l‘oll/z S1181>x (x',z = O)X

n(x+x') ot Tr(x—x’) dx’.(7)

L L

cot

The results are shown in Figure 3 in which two cases are
reported. In the first case d/L = 1/2, whereas in the second case

d/L = 3/10. Again both solutions (classical and new approach)

Beilstein J. Nanotechnol. 2015, 6, 321-326.

are quite similar since the only difference lies in the local diver-
gences of the classical model (red curves in Figure 3) that are

now replaced by local strain jumps.

0.5 (@)
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B [
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< 0of
W
0.5
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X

Figure 3: Normalised strain fields €/As calculated for 1-D periodic
stripes. (a) d/L = 1/2, (b) d/L = 3/10. In both cases the continuous (red)
curve corresponds to the classical solution of Equation 6 and black
dots to the numerical solution of Equation 7. (Vertical blue lines corres-
pond to the location of the ribbons edges sketched in grey in the upper
part of the figures)

For surfaces with negative surface elastic constants Equation 4
does not present stable solutions. It is quite normal since in this
case, the surface is no more stable by itself but is only stabi-
lized by its underlying layers (see Appendix I). From a physical
point of view it means that, for mechanical reasons, we have to
consider a “thick surface” or, in other terms, that the surface has
to be modeled as a thin film the thickness a of which corre-
sponds to the smaller substrate thickness necessary to stabilize
the body (bulk + surface). It can be shown that this is equiva-
lent to modify the integro-differential equation for S1; < 0, by
changing the kernel:

_ ® N , x—x' ,
& (x) ~ _h.[foOSll (x )SLX (x )(x_x’)z +a2 dx’. 8)
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In Figure 4 we show the result obtained from numerical integra-
tion of Equation 8 for the test value AS;; = —0.01. In this case
a = |2hS11| is the minimum value necessary to stabilize
Equation 8. Since s is positive but Sy; is negative, there is a
sign inversion of € close to the boundary. For vanishing a this
local oscillation propagates on the surface and is at the origin of
the instabilities that do not allow to find stable solutions to
Equation 4. However we cannot exclude that the total energy of
materials with 51S7; < 0 could be reduced by some local
morphological modifications of their surface. In such a case, the
Green tensor used for this calculation should be inadequate.

14
A 1
y'-\.
g 0!_——-—-‘.“ T-li -’l.-—-—'-i—
W !- |
|1
" \r .

Figure 4: Black squares: normalised strain €/Asq solution of

Equation 8 calculated for As4/S11 = 0.5, red squares: classical solution
plotted from Equation 2. (arbitrary units, vertical blue line corresponds

to the location of the ribbons edges sketched in grey in the upper part

of the figures).

In conclusion, the self-consistent approach expressed in terms
of surface elastic constants is more satisfactory than the clas-
sical approach, particularly in the case of stable surfaces (char-
acterized by positive surface elastic constants) for which there
is no need to introduce a cut-off length. In case of unstable
surfaces (negative surface elastic constants) a cut-off length is
still necessary, its value is connected to the minimum substrate
thickness necessary to stabilize the body (surface + underlying
bulk). Even if the model only deals with 1D structures it can be
generalized to other structures such as 2D circular domains. The
so-obtained equations are less tractable but the main result

remains the same (see Appendix II).

Appendix |: Surface elasticity

From a thermodynamic point of view all extensive quantities
may present an excess at the interface between two media (for a
review see [9]). For a system formed by a body facing vacuum

the following excess quantities can be defined [9]:
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the surface 1 bulk
Yo=—— (E lomg —E2 )
49

energy density:
the surface §(0 _ 1| 2E A
Sij ~Y0%
stress components: AO ag;‘j =0
the surface 1 O°E
Sijkl = VOC ikl |»

elastic constants:

AO asl-jaakl =0

where

?’E el ©
| &ijtu
ijkl Gsijﬁskl

e=0

OE 1
E:EO'FZE 81'j+5

l] l] =0

is the second order strain development of the energy of a body
of volume V| limited by a surface of area 4 and

bulk bulk (0)
E u E u +VOZG €ji +—Z ]klgljgkl (10)
ij Ukl

is the second order development of a piece of body of same
volume ¥y but without any surface. In these expressions G( )
are the bulk stress components and Cjj; the bulk elastlc

constant.

The so-defined surface quantities depend on a typical length
scale at which surface effects are disentangled from bulk
effects. Actually, in surface energy calculations, this length is
unambiguoulsy determined by a Gibbs dividing surface
construction [14]. Surface stress and surface elastic constants
values can thus be calculated from strain derivatives of the well-

defined surface energy quantity [11].

In contrast to surface energy density and bulk elastic constants,
surface stress components and surface elastic constants do not
need to be positive. [9,11]. This does not violate the thermody-
namical stability condition since actually a surface can only
exist when it is supported by a bulk material. Hence the stability
of the solid is ensured only by the total energy (surface +

volume).

Finally, in the body of the paper we use the Voigt notation so
that the surface stress can be written as the components of a 3D
VECHOr 8 = (SxxsSyysSay) = (51,52,56), while surface and bulk elastic
constants are written as the components of 3D matrices S;; and

C:

ij» respectively.
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Appendix Il: 2D circular domains

In case of a circular domain of radius R, the classical approach
considers a force distribution f,(7) = Asod(r—R) that generates a
displacement field expressed in terms of complete elliptic inte-
grals K(x) and E(x) as:

,[GE] e
(5)of)] woe

In the distributed force model, we use the stress-strain relations

(11)

valid at the surface expressed in polar coordinates:

N

=S80 T S118, +S12€00 >

(12)

500 = 50,00 T S128 + 511800 » (13)
again with the Voigt notation in polar coordinates 4,,=4,,
Agg=Ay.

By using the classical mechanical equilibrium equation
f+(5,. —Spg/7) +0s,,./or =0 and strain—displacement rela-
tions expressed in polar coordinates we obtain the following

force distribution

wlr) )

, o[ (14)

f(r) =—f. (r) =5 u”(r)+

The displacement can thus be obtained from the self-consistent
equation (which replaces Equation 11)

The necessary boundary conditions, analog to Equation 5, must

now be written for normal and tangential strains

!

(16)

Beilstein J. Nanotechnol. 2015, 6, 321-326.

an

The integral equation for the displacement field, Equation 15,
only needs the surface elastic constant Sy, but the edge condi-
tion introduces the need of the other surface elastic constant Sj,.
Qualitatively the result is similar to the one shown in Figure 2.
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In this work a novel process allowing for the production of nanoporous Ge thin films is presented. This process uses the combina-

tion of two techniques: Ge sputtering on SiO, and dopant ion implantation. The process entails four successive steps: (i) Ge sput-

tering on SiO,, (ii) implantation preannealing, (iii) high-dose dopant implantation, and (iv) implantation postannealing. Scanning

electron microscopy and transmission electron microscopy were used to characterize the morphology of the Ge film at different

process steps under different postannealing conditions. For the same postannealing conditions, the Ge film topology was shown to

be similar for different implantation doses and different dopants. However, the film topology can be controlled by adjusting the

postannealing conditions.

Introduction

Porous materials are of great interest for a large scope of indus-
trial applications dealing with adsorption, catalysis, or molec-
ular filtration and isolation. Furthermore, porous semiconduc-
tors can exhibit interesting properties for optoelectronic applica-
tions. For example, porous Si was shown to exhibit an increased

band gap compared to bulk Si due to quantum (Q) size effects,

related either to the formation of pseudo Q-wires or Q-dots in
the porous structure, depending on the production method [1].

Generally, porous Si photoluminescence data can be inter-

preted either with a Q-wire model, or a model between the

Q-wire and Q-dot models [2]. Porous Si optoelectronic
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properties were shown to be mainly determined by the
“skeleton size” of the material and not by the pore sizes.
However, in some cases, controlling the pore size allows for the
control of the skeleton size, and thus should allow semicon-
ductor band gap engineering, where the aim is the design of
devices able to absorb or emit light at a tunable wavelength.
Efficient visible electroluminescence has been achieved with
porous Si for different wavelengths (red—green). Si and Ge are
indirect gap materials, requiring phonon scattering for optical
absorption/emission to take place. However, Q-size effects
present in porous semiconductors can promote optical transi-
tions without the need of phonons by breaking the momentum
conservation rules and/or by making the material quasi-direct
through the process of Brillouin zone folding [3]. For example,
non-phonon processes were shown to dominate in the case of
porous Si under strong confinement potential [4-6]. In addition,
Q-effects in porous semiconductors can be interesting for
photovoltaic applications, since they can lead to multiple
exciton generation [7]. In particular, multiple exciton genera-

tion has been previously demonstrated in Si nanostructures [8].

Ge has a similar structure to Si, however, it offers several bene-
fits compared to Si such as faster carrier mobility, smaller band
gap and lower process temperatures [9]. In addition, the Ge
exciton Bohr radius (=24 nm) is significantly larger than that of
Si (=4.5 nm), allowing for quantum effects to appear in nano-
structures exhibiting larger sizes [10], and allowing the k-selec-
tion rules to be broken. For example, lasing has only been
observed in Ge for the case of strained [11] and doped [12] Ge
layers. Furthermore, in addition to its small indirect band gap
(=0.66 eV), Ge exhibits a larger direct band gap (=0.80 eV) that
could promote non-phonon optical transitions if n-type doping
of about 1020 cm™3 could be achieved in Ge. Since Ge is
compatible with complementary metal oxide semiconductor
(CMOS) technology, the production of porous Ge thin films
could be used for integration of optoelectronic devices in Si
microelectronic technology.

The production of porous Ge can be performed using several
techniques such as anodization and electrochemical etching,
spark processing or inductively coupled plasma chemical vapor
deposition [13-15].

Ion implantation is a well-known technique used in the micro-
electronic industry to dope the active regions of semiconductor
devices. Generally, implantation leads to the formation of
defects of different nature in the material (vacancy, dislocation,
amorphization, etc.). High-dose implantations in Ge
(>10'3 atoms/cm?) have been reported to induce the formation
of nanoporous structures [16-25]. Thus, ion implantation may

be a simple way to produce a nanoporous semiconductor.

Beilstein J. Nanotechnol. 2015, 6, 336—342.

In the present work, the impact of high dose selenium and
tellurium (3.5 x 10'5 atoms/cm?) implantations on the
morphology of polycrystalline Ge thin films is presented, as
well as the evolution of the film morphology with thermal

annealing conditions (temperature and time).

Results and Discussion

340 nm thick Ge layers were deposited on the native oxide layer
of a silicon substrate at room temperature (RT), under high
vacuum, by magnetron sputtering. Recrystallization was then
performed by rapid thermal annealing at 600 °C under vacuum
(P =3 x 107 mbar) and the Ge layer was implanted under
vacuum (P =~ 2 x 107° mbar). Three types of implantations were
performed: (i) the first set of samples were implanted with a
3.6 x 1015 atoms/cm? dose of Se atoms with an energy of
130 keV, (ii) the second set of samples were implanted with a
3.1 x 10! atoms/cm? dose of Te atoms with an energy of
180 keV, and (iii) the last set of samples were co-implanted
with both Se and Te atoms under the same conditions as previ-
ously mentioned. Figure 1 shows the predicted dopant and
vacancy concentration profiles induced by implantation using
the Stopping and Range of Ions in Matter (SRIM) software.
This software is used in the ion implantation research and tech-
nology community to predict implantation profiles as well as
implantation-induced defect distributions given the implanta-
tion energy, the nature of the implanted species, and the nature
of the substrate [26]. The calculations are based on the classical
theories of the stopping of ions in matter and Monte Carlo
simulations: the energy loss of ions in matter are calculated and
used to provide stopping powers, range and straggling distribu-
tions of implanted ions. In addition, the kinetic effects asso-
ciated with the physics of implantation-mediated defects are
also taken into account, allowing the distribution of point
defects created in the target material to be obtained [27,28].
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Figure 1: SRIM calculations of the implant distribution of Te (red) and
Se (blue) atoms in Ge. The distributions of implanted ions are shown
using straight lines on the right axis and the vacancies distributions are
shown using dashed lines on the left axis.
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Table 1: Surface density and average lateral size of the different implantation-induced defects versus implanted species.

Defect type Property Cluster Hole Porous structure
Se implantation Average size (nm) 360+ 2 70+4 32+2
Density (x10% cm2) 42x10"+35 1x103+£70 5.49 x 104 + 2.5 x 102
Te implantation Average size (nm) 520+ 8 120 £1 33+2
Density (x10% cm2) 3£1 5.7 x 102 £ 90 4.35x10%+2.5x 102
Se and Te Average size (nm) 540+ 3 130£3 40 +£1
co-implantation Density (x10% cm2) 3.7x10"+4 5.69 x 102 + 90 3.70 x 104 + 1 x 102

The dopant distributions follow a Gaussian distribution with a
maximum concentration of 5 x 1020 atoms/cm? located at a
depth of 55 nm. Given that the more Ge-rich, Ge-Se compound
is GeSe [29] and the only Ge-Te compound is GeTe [30], the
presently studied implantations (exhibiting a maximum concen-
tration level of about 1%) are not expected to allow the forma-
tion of a full compound layer. However, the formation of small
Ge-dopant clusters is possible (the Se-Te binary system is fully
miscible, corresponding to an ideal solution [31]). Usually, a
damage energy higher than 5 eV/atoms! corresponding to a

022 vac/cm? leads to Ge

vacancy concentration of =~1.7 x 1
amorphization [32]. Thus, the SRIM calculations predict the
formation of an amorphous Ge layer from the surface of the Ge
film up to a depth of 140 nm. One can observe in Figure 1 that
no dopants and no vacancies are expected to be found at a depth
larger than 220 nm. Consequently, the implantation-induced

defects should be confined in the Ge layer thickness.

Figure 2 presents scanning electron microscopy (SEM) plan-
view images of the as-implanted Se sample. The implantation
induces the formation of three types of defects, randomly
distributed on or in the germanium layer: (i) large clusters of Ge
oxide with an average lateral size of ~400 nm (composition
analyzed by atom probe tomography, not reported here),
(ii) holes with an average lateral size of =100 nm, and (iii) a
nanoporous structure exhibiting pores with an average lateral
size of =35 nm. The same three types of defects are observed in
all the three sets of samples.

The average size and the density of these defects are reported in
Table 1. An increase of the size of holes and of the clusters can
be noticed between the Se-only implanted sample and the other
sets of samples (60% for holes and 70% for clusters). However,
the impact of the co-implantation is limited compared to the
individual implantations. Furthermore, it can be noted that the
porous structure is independent of the implantation type. Thus,
variation in the defects appears to be dependent on the mass and
the energy of the implanted species, but independent of the
implanted dose.

500nm

Figure 2: SEM plan-view images of the as-implanted Se sample:

(1) low resolution view showing the different types of defects; (2) a
single GeOy cluster; (3) the structure of holes; and (4) the nanoporous
structure.

Various thermal postannealing treatments were performed after
ion implantation. For a better understanding of the evolution of
the film morphology with the thermal treatments, the different
annealing treatments are compared using a reference scale
defined as the thermal budget (TB) based on the surface diffu-
sion length of Ge atoms on the silicon (111) surface described
by:

L=D(T)xt, (1)

where L is the Ge surface diffusion length (cm), and D = 0.06 %
exp(—2.47 eV/kT) is the Ge surface diffusion coefficient
(em? 571y on Si [33], depending on both the temperature and the
annealing time, ¢. Table 2 presents the annealing parameters.
One can distinguish three ranges of thermal treatments: (i) a low
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annealing TB with TB = 3.1 pm, (ii) an intermediate TB
between 3.9 pm and 4.8 pm, and (iii) a high TB = 8.7 um.

Table 2: Thermal annealing conditions (temperature and time), and
corresponding thermal budgets.

Thermal budget Low — High
Temperature (°C) 525 625 675 575 725
Time (h) 168 5 1 48 1
Diffusion length (um) 31 39 41 48 87

Figure 3 presents the influence of the thermal annealing on the
morphology of the co-implanted Se/Te sample. Thermal treat-
ments induce large modifications of the implantation-induced
defect morphology. For 4.1 < TB <4.8 um (Figure 3.2 and 3.3),
the GeO, clusters initially observed on the as-implanted film
surface (Figure 3.1) vanished during annealing. Instead, large
holes can be observed (Figure 3.2), with a depth as deep as the
Ge film thickness. These holes exhibit the same size and the
same surface density as the initial clusters, leading to the
conclusion that they are actually located on the surface sites
initially occupied by a GeO,, cluster. The initial holes present in
the as-implanted film still exist after annealing. However, the
initial nanoporous structure experienced a morphology modifi-
cation leading to an increase of the pore size. In addition, new
types of clusters appeared on the surface (Figure 3.3). They are
characterized by a surrounding trench that is typical of crystal
growth which uses the surrounding material and is limited by
atomic surface diffusion. At this thermal budget, a three-scale
porous structure is obtained with (i) large holes linked to the
disappearance of the GeO, clusters (average lateral size
=500 nm), (ii) the holes initially present in the as-implanted
samples (average lateral size ~100 nm), and (iii) the modified
nanoporous structure (average lateral size ~50 nm). For the
highest thermal budget (TB = 8.7 um, Figure 3.4), the structure
of the Ge film is greatly modified. One can observe the disap-
pearance of both the holes and the nanoporous structure.
Instead, the SEM plan-view analysis (Figure 3.4) reveals the
growth of faceted crystallites, with an average lateral size of
700 nm for the Se-implanted sample and of 1600 nm for the
co-implanted sample, and a complex surface structure between
these crystallites. Indeed, some parts of the surface exhibit large
roughness, while some others appear completely flat (black
contrast in Figure 3.4). This phenomenon can be explained
considering that these crystallites result from the Ge dewetting
mechanism occurring on the buried SiO; layer already observed
in Figure 3.3. The general dewetting phenomenon is due to
surface/interface energy minimization between the film and the
substrate, leading to island formation or agglomeration at a

temperature below the melting temperature of the film material.
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This phenomenon is generally undesirable in the field of micro-
or nano-technology [34] yet has been reported to be interesting
for the fabrication of nanocrystals. A wide range of materials
can be used for the fabrication of nanocrystals by dewetting,
such as metals or semiconductors. In addition, the structure of
the dewetted layers can be controlled using several techniques
such as pulsed laser annealing [35,36] or a substrate patterned
by focused ion beam. The study of Ge dewetting on SiO; [37]
has already been reported in the literature, however, only in the
case of very thin amorphous Ge layers (5—15 nm thick) [38-40].
For a large TB, the atomic diffusion length on the surface is
significant, and during dewetting, Ge atoms can form large
crystallites. In this case, between the crystallites, the very flat
parts of the surface correspond to the flat SiO, layer that is
revealed due to the dewetting phenomenon, while the rough
parts of the surface correspond to the surface regions where the
dewetting phenomenon is incomplete.

Figure 3: Thermal annealing effects on the co-implanted Se/Te
sample: (1) as-implanted, (2) TB = 4.1 um; (3) TB = 4.8 ym; and
(4) TB =8.7 ym.

The cross-sectional analysis shown in Figure 4 gives interest-
ing information about the observed implantation-induced
defects, and confirms the evolution of the nanoporous structure
and the holes between the lowest thermal budget (TEM
analysis, Figure 4.1 and 4.2) and TB = 4.8 um (SEM analysis,
Figure 4.3).

A detailed analysis of the images indicates that the brightest

areas (identified as being GeO, clusters) correspond to amor-

phous materials that are in contact with the buried native SiO;
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Figure 4: (1) and (2) TEM cross-sectional view of the Se-implanted
sample after annealing with TB = 3.1 ym. (3) SEM cross-sectional view
of the Se-implanted sample after annealing with TB = 4.8 ym.

layer, present through the entire Ge layer thickness. Therefore,
the disappearance of the GeO,, clusters can be explained by the
complete evaporation of the GeO, during annealing, leaving
deep holes in the Ge film. The image contrast is affected by the
variation of both local diffraction conditions and absorption.
The moiré pattern visible in various areas of the deposited layer
confirms its polycrystalline structure. The pores are difficult to
observe in the cross-sectional view due to the superimposition
of the structure in the analysis and due to the filling of the pores
by the protective Pt layer, however, the various Ge nanograins
(<50 nm) exhibiting different orientations are easily observed.
The SEM cross-sectional view of the sample with a
TB = 4.8 um (Figure 4.3) shows the porosity enlargement of the
porous structure compared to lower TB (Figure 4.2). In addition
to the implantation-induced defects identified in plan-view
observations, cross-sectional observations show the existence of
cavities at the Ge/SiO, interface (Figure 4.1 and 4.2). These
cavities present facets when in contact with polycrystalline Ge,
and present a spherical shape when in contact with amorphous
GeO,. They can be related to the initial Ge dewetting mecha-

nism, and thus, are expected to form during annealing.
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Figure 5.1 presents an SEM plan-view image obtained on a
340 nm thick Ge film without implantation, but annealed in an
RTP furnace at 7= 650 °C for 20 min. One can note that even
without implantation, the Ge film is dewetted on the SiO, layer,
exhibiting a net shape. Consequently, the dewetting phenom-
enon should play a significant role in the atomic redistribution
observed during annealing of implanted films. However, the
structure obtained with the as-deposited Ge films (Figure 5.1) is
quite different from the structure obtained with implanted films
(Figure 3 and Figure 5.2). Consequently, the implantation
process, and possibly the nature of the implanted dopants
(Ge-dopant cluster formation, surface and interface segregation,
etc.) as well as their atomic diffusion mechanism in the bulk
and on the surface of the Ge film, have a significant effect on
the Ge dewetting phenomenon. For example, the cavity forma-
tion at the Ge/SiO; interface could be also related to the diffu-
sion mechanism of Se and Te atoms [41].

Figure 5: SEM plan-view image obtained after annealing a 340 nm
thick Ge layer sputtered on the native Si oxide of a Si(001) substrate:
(1) without implantation and TB = 0.64 ym; and (2) with Se implanta-
tionand TB = 8.7 ym.

Conclusion

The fabrication of highly-doped, porous Ge thin films (which
are of high potential use for optoelectronic device fabrication)
was successfully achieved using experimental techniques
compatible with Si CMOS technology.

High-dose (>10'% atoms/cm?) dopant implantations (Se and Te)
have been performed in polycrystalline Ge films deposited on
the native Si oxide. These implantations induced the formation
of three types of defects in the Ge film: (i) large GeO, clusters,
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(ii) holes, and (iii) nanopores (=35 nm wide). Under thermal
annealing (i) the large GeO, clusters disappear leaving large
pores (=400 nm wide) in the film, (ii) the initial holes stay
quasi-unchanged in the film, forming =100 nm wide pores, and
(iii) the size of the nanopores increases (=50 nm wide). In
addition, cavities can form at the Ge/SiO, interface with a
lateral size of between 100 and 200 nm. At high thermal budget,
the film is completely fragmented with the formation of large
Ge islands (=1 pm wide). These phenomena can be explained
by the combination of several mechanisms. Among them, the
Ge dewetting on the SiO;-buried layer is the most obvious.
However, the influence of the nature of the implanted dopants
(bulk and surface diffusion) and the possible formation of
Ge-dopant nanoclusters can also have a significant effect on the
observed atomic redistribution. The careful control of thermal
annealing conditions should allow the control of the size and of
the distribution of the pores, allowing for the production of Ge
nanoporous films exhibiting characteristic skeleton sizes
smaller (=10 nm, without annealing) or larger (=50 nm,
annealing at 675 °C for 1 h) than the Ge-exciton Bohr radius,
depending on the desired applications.

Experimental

The Ge layers were deposited on the native silicon oxide of a
(001) silicon wafer by magnetron sputtering in a commercial set
up with a deposition chamber exhibiting a base pressure of
~1078 mbar. The first thermal annealing executed after Ge
deposition was performed in a commercial Jetfirst 600 Rapid
Thermal Annealing furnace under a vacuum of 2 x 10™> mbar at
T'=600 °C for 20 min. The samples were implanted with a dose
of 3.6 x 105 atoms/cm? using the industrial implanter IMC200
developed by the company IBS. The implantations were
performed under a pressure of 2 x 107 mbar at an angle of 7°
with respect to the normal of the sample surface, and with an
ion beam energy of 130 keV for Se™ ions and of 180 keV for
Te" ions. After implantation, the samples were annealed in
different conditions (1 <7< 168 hand 525<7<725°C)ina
custom-built furnace under a pressure of 1 x 1077 mbar during

annealing.

TEM images were performed using a FEI Titan 80-300
Cs-corrected microscope operating at 200 kV under multibeam
conditions with the Ge substrate aligned along the <110> crys-
tallographic direction. The spherical aberration was tuned to
—15 pm to both optimize the spatial resolution and reduce the
spatial delocalization [42].

SEM images were performed using a FEI Helios 600 Nanolab
microscope in the secondary electron (SE) mode with an accel-
erating voltage of 5 kV, using either an Everhart-Thornley
Detector (ETD) located below the objective lens for imaging at
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low magnifications, or using a through lens detector (TLD)
placed within the objective lens for capturing high-resolution
images. In this mode, the image contrast is mainly affected by
topographic variations allowing the presence of holes and asper-
ities at the sample surface to be evidenced. The lateral size and
the density were analyzed manually from the SEM images
using the ImagelJ software developed at the National Institute of
Health. The errors in the measurements can be estimated with

the original SEM image resolution.
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One of the most important goals in the field of renewable energy is the development of original solar cell schemes employing new

materials to overcome the performance limitations of traditional solar cell devices. Among such innovative materials, nanostruc-

tures have emerged as an important class of materials that can be used to realize efficient photovoltaic devices. When these systems

are implemented into solar cells, new effects can be exploited to maximize the harvest of solar radiation and to minimize the loss

factors. In this context, carrier multiplication seems one promising way to minimize the effects induced by thermalization loss pro-

cesses thereby significantly increasing the solar cell power conversion. In this work we analyze and quantify different types of

carrier multiplication decay dynamics by analyzing systems of isolated and coupled silicon nanocrystals. The effects on carrier

multiplication dynamics by energy and charge transfer processes are also discussed.

Introduction

An important challenge in modern day scientific research is the
establishment of clean, inexpensive, renewable energy sources.
Based on the extraction of energy from the solar spectrum,
photovoltaics (PV) is one of the most appealing and promising
technologies in this regard. Intense effort is focused on
increasing solar cell performance through the minimization of
loss factors and the maximization of solar radiation harvesting.
This is accomplished by improving the optoelectronic prop-
erties of existing devices and by realizing new schemes for
innovative solar cell systems. For optimal energy conversion in

PV devices, one important requirement is that the full energy of

the solar spectrum is used. In this context, the development of
third generation nanostructured solar cells appears as a
promising way to realize new systems that can overcome the
limitations of traditional, single junction PV devices. The possi-
bility of exploiting features that derive from the reduced dimen-
sionality of the nanocrystalline phase, and in particular, features
induced by the quantum confinement effect [1-5] can lead
to a better use of the carrier excess energy, and can increase
solar cell thermodynamic conversion efficiency over the
Shockley—Queisser (SQ) limit [6]. In this context, carrier multi-
plication (CM) can be exploited to maximize solar cell perfor-
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mance, promoting a net reduction of loss mechanisms. CM is a
Coulomb-driven, recombination process that occurs when a
highly excited carrier (excess energy of the excited carrier is
higher than the band gap energy, E,) decays to a lower energy
state by transferring its excess energy to generate extra e—h
pairs. When CM involves states of the same nanostructure, the
effect is termed one-site CM. Because of the restrictions
imposed by energy and momentum conservation and by fast
phonon relaxation processes, CM is often inefficient in bulk
semiconductors. On the nanoscale, CM is favored (a) by
quantum confinement that enhances the carrier—carrier
Coulomb interaction [7], (b) by the lack of restrictions imposed
by the conservation of momentum [8] and, in some cases, (c) by
the so-called “phonon bottleneck™ effect [9,10] that reduces the
probability of exciton relaxation by phonon emission. These
conditions make the formation of multiple e-h pairs after
absorption of high energy photons more likely to occur in low-
dimensional nanostructures. Consequently, at the nanoscale CM
can be as fast as (or faster than) phonon scattering processes
and Auger cooling mechanisms [11]. Therefore, CM represents
an effective way to minimize energy loss factors and consti-
tutes a possible route for increasing solar cell photocurrent, and
hence, to increase solar cell efficiency. Effects induced by CM
on the excited carrier dynamics have been observed in a wide
range of systems, for instance PbSe and PbS [12-16], CdSe and
CdTe [17-19], PbTe [20], InAs [21], InP [22] and Si [23]. These
effects have been studied using different theoretical approaches
[21,24-30] although only recently was a full ab initio interpreta-
tion of CM proposed [31]. Recently, a relevant photocurrent
enhancement arising from CM was observed in a PbSe-based,
quantum dot (QD) solar cell [32], which proves the possibility
of exploiting CM effects to improve solar cell performance. In
this context, the possibility to use the non-toxic and largely
diffused silicon instead of lead-based materials can be advanta-
geous to the future development of QD-based solar cell devices.
A new CM scheme was recently hypothesized by Timmerman
et al. [33-35] and by Trinh et al. [36] in order to explain results
obtained in photoluminescence (PL) and induced absorption
(IA) experiments conducted on dense arrays of silicon nano-
crystals (Si-NCs, NC-NC separation < 1 nm). In the first set of
experiments, the authors proved that although the excitation
cross-section is wavelength-dependent and increases for shorter
excitation wavelengths, the maximum time-integrated PL signal
for a given sample saturates at the same level independent of
the excitation wavelength or the number of generated e—h pairs
per NC after a laser pulse. In this case, saturation occurs when
every NC absorbs at least one photon. This process was
explained by considering a new energy transfer-based CM
scheme, space-separated quantum cutting (SSQC). CM by
SSQC is driven by the Coulomb interaction between carriers of
different NCs and differs from traditional CM dynamics

Beilstein J. Nanotechnol. 2015, 6, 343-352.

because the generated e—h pairs are localized onto different
interacting NCs. By distributing the excitation among several
nanostructures, CM by SSQC represents one of the most suit-
able routes for solar cell loss minimization. Subsequent experi-
ments conducted by Trinh et al. [36] pointed out the lack of fast
decay components in the IA dynamics for high energy excita-
tions (hv > 2E,). For such photoexcitation events, the intensity
of the IA signal was proven to be twice that recorded at an
energy below the CM threshold (hv = 1.6E); this argument was
used to prove the occurrence of CM effects in dense arrays of
Si-NCs. Experimental results were interpreted by hypothe-
sizing a direct formation of e—h pairs localized onto different
NCs by SSQC. The measured quantum yield was proven to be
very similar to that measured in the PL experiments conducted
by Timmerman et al. [33-35], pointing to a similar microscopic

origin of the recorded PL and IA signals.

In this work, we investigate effects induced on CM dynamics
using first principles calculations. One-site CM, Coulomb-
driven charge transfer (CDCT) and SSQC processes are evalu-
ated in detail and a hierarchy of CM lifetimes are noted.

Theory

In this work we investigate CM effects in systems of isolated
and interacting Si-NCs. Structural and electronic properties are
calculated within the density functional theory (DFT) using the
local density approximation, as implemented in the Quantum-
ESPRESSO package [37]. Energy levels are determined by
considering a wavefunction cutoff of 20 Hartree. Following
Rabani et al. [29], CM rates are calculated by applying first
order perturbation theory (Fermi’s golden rule, impact ioniza-
tion decay mechanism) by separating processes ignited by elec-

trons (h spectator) and holes (e spectator), that is:

. cond. val. 1BZ ) )
R (E)=| X 2 2 dn| Mpf Mgl +

neong my Kpokeokg (1)

Mp —MEﬂzs(Ei +E, —E, —Ed)}

and

" val. cond. 1BZ ) )

RG(E)=| 2 D 2 an|[Mpf M +
neng ny KpiKekg )

M —ME|2}6(Ei +E, —E, —Ed)}

where the superscripts “e” and “h” identify mechanisms ignited
by relaxation of an electron and a hole, respectively. In

Equation 1 and Equation 2, the rates are expressed as a func-
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tion of the energy of the initial carrier, without considering the
lattice vibration (a detailed ab initio calculation of phonon-
assisted CM processes currently represents, for the considered
systems, an unattainable task that goes beyond the scope of this
work). The label nik; denotes the Kohn—Sham (KS) state of the
carrier that ignites the transition, while npky, ncke and ngky
identify the final states (see Figure 1). Mp and Mg, are the two
particle direct and exchange Coulomb matrix elements [38]
calculated between KS states. Energy conservation is imposed
by the presence of the delta function (it is implemented in the
form of a Gaussian distribution with a full width at half
maximum of 0.02 eV). The screened Coulomb potential, which
is the basis of the calculation of both M and Mg, is obtained
by solving Dyson’s equation in the random phase approxima-
tion, as implemented in the many-body YAMBO code [39]. In
reciprocal space, the Fourier transform of the zero-frequency
screened Coulomb potential is given by:

47

Wee' (a)= arGl dgg +

4n
Sx6e (9.0= O)W, A3)

4n
la+G

where G and G’ are vectors of the reciprocal lattice,
q = (k¢ — Kj)1BZ, and g’ is the reducible, zero frequency,
density—density response function. The first term on the right-
hand side of Equation 3 represents the bare part of the Coulomb
potential, and the second term defines the screened part. The
presence of off-diagonal elements in the solution of Dyson’s
equation is related to the inclusion of local fields. CM lifetimes

are then obtained as a reciprocal of rates, that is

)y 1
’tn?ki (Ei)_ R(e/h)(E-) @)

k- i
nik;

found by calculating the inverse of the sum of all CM rates able
to connect the initial njk; state with the final states, satisfying
the energy conservation law within 0.05 eV. Spurious Coulomb
interactions among nearby replicas are avoided thanks to the

use of the box-shaped, exact cutoff technique [40].

When two NCs are placed in close proximity, wavefunctions
are able to delocalize on the entire system and new CM effects

o
d? C
CDCT
bO

2

i i

| ld < |

| Qc
b

| |

1 1

Figure 1: A schematic representation of one-site CM, SSQC and
CDCT (for more details see [41]). When SSQC occurs, a highly excited
carrier decays to lower energy states, transferring its excess energy to
a close NC where an extra e-h pair is generated.
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emerge from NC-NC interaction. In this condition, the total
CM rate can be split in two parts: (a) one-site CM processes,
where initial and final states are localized onto the same NC and
(b) two-site CM effects, where initial and final states are local-
ized onto different NCs, that is, SSQC and CDCT. SSQC is a
Coulomb-driven, energy transfer process that occurs when a
high energy electron (hole) decays toward the conduction
(valence) band CB (VB) edge by promoting the formation of an
extra e-h pair in a nearby NC. CDCT, instead, is a Coulomb-
driven, charge transfer mechanism that occurs when an electron
(hole) decays toward the CB (VB) of a nearby NC where an
extra e—h pair is generated (see Figure 1).

One of the simplest way to represent a system of interacting
NCs is to place two different NCs in the same simulation box,
at a tunable separation, d. In our work, the largest NC is placed
in the left part of the box while the smaller NC is placed into the
right part of the cell. The NCs are equidistant with respect the
center of the cell. In order to quantify both the one-site and
two-site CM lifetimes, we introduce a new parameter, the
spill-out parameter s, j , which defines the localization of a
specific KS state nyky onto the smaller NC. This parameter is
obtained by integrating the wavefunction square modulus
|V ke, (3,2) ? over the volume of the cell that is occupied by
the smaller NC, that is:

L, L L
_ (x y z 2
Sk, = ILX/de-[O dy‘[o dz| ‘I’nxkx (x,y,2) ]|

where L,, Ly, and L, are the box cell edges. When the electronic
state s, ) is completely localized on the smallest (largest) NC
then s, =1 (s, i = 0). Otherwise, when the state nyky is
spread over both NCs, then 0 < s, j < 1. For a system of inter-
acting NCs, the one-site CM rate is given by

(e/h) 1 = z z z |:Siliki S}’lbkbsnckc sndkd +
one-site ( i) nmpky nck ngky
(1 - sniki )(1 - S}’lbkb )(1 _s}'lckC )(1 _sndkd ):| X (5)
1

/h ’
Tgie,b))—>(c,d) (E; )

where ‘cg;he_site (E;) is the one-site CM lifetime for a process
ignited by a carrier of energy Ej. l/rgie’/g))_)(c’d) (El) is the total
CM rate for the generic, single, CM decay path (i,b) — (c,d)
(see Figure 1).
1 2 2 2
) :4n[\MD\ +HME| +Mp —Mg]| }5(& +E,—E,—Eq)

(e/h)
T(ib)»(c,d)( i
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and the weighting factors Snk;s Snpkys Snoks and s, kg are the

spill-out parameters of the states i, b, ¢ and d.

Equation 5 is obtained by weighting the single CM rate
I/T?i?,/l})l;a(c,d) (E;) of a permitted CM decay path (i,b) — (c,d)
with the product of the spill-out parameters and by summing
over all possible final states [42]. At the same time the SSQC
rate is obtained by considering the portion of the wavefunctions
of the states i and c that are localized onto the smallest (largest)
NC and the portion of the states b and d that are localized onto
the largest (smallest) NC, that is:

=X = X

TssQcC () npky ncke ngkg

|:S”ckc (l—sndkd )+Sndkd (1—5nckc ):| ng/l)},)) o (E)
1,b)—(c, 1

[(1 ~Snik; )Snbkb + Snik; (1 ~Snpky ):| X

| ©)

The CDCT rate can be trivially obtained by:

1 1 1 1
_ _ _ .
woer (B) T (B) t6e(B) e (B) O

In our work, we consider four different isolated Si-NCs:
(Si35H36, Si87H76, Si147H100 and Si293H172), and a couple of
interacting NCs (Sig7H7¢ * Sipg3H{77). For all of the systems
considered, the NCs are always assumed in vacuum.

Results and Discussion

CM effects in isolated and interacting Si-NCs were investi-
gated for the first time by first-principles calculations by
Govoni et al. [31], who simulated CM decays in systems of
isolated and interacting Si-NCs. CM lifetimes were calculated
in four different spherical and hydrogenated systems, that is the
Si3sHyg (E5 35136 =3.42 eV, 1.3 nm of diameter), the Sig7Hg
(E8137H76 = 2.50 eV, 1.6 nm diameter), the Sij47H g0
(E fa7ti00 — 5 1 eV, 1.9 nm diameter) and the Sirg3H{72
(Egi293Hl72 = 1.70 eV, 2.4 nm diameter).

Systems of strongly coupled Si-NCs (Si3sH3zg x SizgzH 7, and
Sij47H 00 % Sipg3H|72) were then analyzed in order to define
effects induced by NC interplay on CM effects.

In this work we investigate new aspects of CM dynamics in
both isolated and interacting Si-NCs. For the first step, we
reconsider the systems SizsHs3g, Sig7H7g, Sijg7H oo and
Sizg3H 77 and we analyze the dependence of CM lifetimes on
NCs size. The role played by local fields (and in general by the
screened part of the Coulomb potential) on CM dynamics is
successively analyzed. The system of strongly coupled NCs

(Sig7H76 * Sizg3Hi77) was then studied to investigate effects
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induced by NC interplay on CM decay processes. The resulting
CM lifetimes are then compared with those obtained in [31] for
the systems SizsH3zg x SizgsH 72 and Sij47H g9 % Sipg3H; 72 in
order to investigate the dependence of the two-site CM effect on
NC size. The role played by reciprocal NCs orientation is
finally briefly analyzed.

CM lifetimes calculated for the isolated Si-NC systems are
reported in Figure 2 as a function of both the energy of the
initial carrier ((b) absolute energy scale) and the ratio between
the energy of the initial carrier and the energy gap of the system
(EV/Eg, (d), relative energy scale). In both cases, CM lifetimes
are obtained by omitting vacuum states, which are conduction
levels above the vacuum energy.The calculated CM lifetimes
for Si-NCs are then compared with those obtained for Si-bulk
(yellow points). The results of Figure 2 indicate that CM is
forbidden when the excess energy, E®*°, of the initial carrier is
lower than Eg4. On the contrary, when [E°*¢| > |Ey|, CM is
permitted and the calculated CM lifetime, after initial fluctua-
tions, decreases when the energy of the initial carrier increases.
When an absolute energy scale is adopted (Figure 2b) and
low energy dynamics are analyzed, CM is strongly influenced
by the energy gap of the system and is faster in systems with
lower Eg, that is, the Si-bulk (energy range of approximately
—2.5 eV < E; < 2.5 eV). However, under these conditions, CM
is generally not sufficiently fast to dominate over concurrent
decay mechanisms and can only weakly affect the time evolu-
tion of the excited carrier. For Si-NCs, thermalization pro-
cesses are expected to range from a few picoseconds to a frac-
tion of a picosecond [43,44]. In the ranges —3.8 eV < Ej
<-2.5eVand 2.5 eV <E; <3.8 eV, the CM lifetimes calcu-
lated for the Sipg3H 7, are lower than those obtained for the
Si-bulk. For the remainder of the plot, that is, approximately for
E;<-3.8 eV and E; > 3.8 eV, CM is faster in Si-NC systems
than in Si-bulk and is observed to be independent of the NC
size. In this range of energies, CM is sufficiently fast to
compete with concurrent non-CM processes and, playing a
fundamental role in the determination of the excited carrier
dynamics, can be exploited to improve solar cell performance.
Analysis of high energy, CM decay paths is therefore funda-
mental and can have a strong impact on the engineering of new
PV devices. The behavior recorded at high energies (where CM
lifetimes are independent of the NC size) can be interpreted by
reformulating Equation 1 and Equation 2 in order to point out
the dependence of the CM rate on the density of final states.
Following Allan et al. [24]:

1 21 2
Mg (B (B)
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Figure 2: Electronic structures of SizsH3g, Sig7H76, Si147H100 and SixgsH172 are reported in (a). CM lifetimes calculated for the considered Si-NC
systems and for the Si-bulk are reported in (b) and (d). Both mechanisms which are ignited by electron relaxation (positive energy) and hole relax-
ation (negative energy) are considered. In (b), CM lifetimes are given as a function of the energy of the the initial carrier, E;. In (d) CM lifetimes are
expressed in terms of the ratio Ei/Eg. The zero of the energy scale is set at the half band gap for each NC system. Dashed horizontal lines in (b) and
(c) denote the vacuum energy level. In our calculations, we omit vacuum states, that is, conduction band states with an energy higher than the
vacuum energy. The calculated density of final states are reported in (c). The results were obtained considering a broadening of 5 meV. The effective
Coulomb matrix elements are given in (e). The filled circle data points represent results obtained by including both bare and screened terms in

Equation 3 and colored crosses represent only the bare terms of Equation 3.

where |Mqe(E;)| is the effective two-particle, Coulomb matrix
element and pf;i ki(Ei) is the density of final states. Calculations
of p-”:iki(Ei) and |M¢p(E;)| are reported in Figure 2c and
Figure 2¢ for both Si-NCs and Si-bulk (Coulomb matrix ele-
ments are calculated for both by including and neglecting the
screened term, indicated by the dot-type and cross-type points,
respectively, of Figure 2¢). Our results indicate that, while the
effective Coulomb matrix elements (and therefore their squared
modulus) decrease with increasing NC size, the density of final
states increases with increasing NC size. Far from the acti-
vation threshold (approximately —3.8 eV < Ej and E; > 3.8 eV)

we observe a sort of exact compensation between the trends of
|Mege(E;) [* and of pnfi kj(Ei) that make 7, (E;) almost NC-size-
independent. Again, from Figure 2e, we observe that due to the
strong discretization of NC electronic states near the VB and
CB, the effective Coulomb matrix elements scatter among
different orders of magnitude when they are calculated at ener-
gies near the CM thresholds. Such oscillations strongly affect
the CM lifetimes at low energies and generate fluctuations that
are clearly visible in both the plots of Figure 2b and Figure 2d.
Instead, at high energies, the effective Coulomb matrix ele-
ments stabilize at constant values that depend only on the NC
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size. Therefore, in this portion of the energy range, the typical
trend of T”iki(Ei)’ which decreases when the energy of the
initial state increases, is only ascribable to the monotonically

increasing behavior of p{l_k_(Ei).
11

A realistic estimation of CM lifetimes requires a detailed evalu-
ation of the carrier—carrier Coulomb interaction. Due to the
required computational and theoretical efforts necessary to
solve Equation 3, the Coulomb potential is often approximated
by considering only the bare term. The inclusion of the screened
part of the Coulomb potential, which requires a detailed estima-
tion of the many-body interacting polarizability, is often
neglected in order to make the procedure that leads to the calcu-
lation of the dielectric function more manageable. In order to
quantify the role played by the screened part of the Coulomb
potential, we calculate effective Coulomb matrix elements by
adopting two different procedures: firstly, by omitting and then,
by including the second term on the right-hand side of
Equation 3. The results of Figure 2e¢ illustrate that the inclusion
of the screened part of the Coulomb potential leads to effective
Coulomb matrix elements that are up to one-order of magni-
tude smaller that those obtainable by only considering the bare
Coulomb interaction. As a consequence, a simplified procedure
that avoids the complete calculation of Equation 3 (and there-
fore also neglects the inclusion of local field effects) leads to an
overestimate of the efficiency of CM decay mechanisms and
does not allow for a realistic determination of high energy,
excited carrier dynamics. It is thus evident that a detailed esti-
mation of tniki(Ei) requires an accurate description of the atom-
istic properties of the systems that, especially for nanostruc-
tures, can be obtained only through a parameter-free, ab initio
investigation of the electronic properties of the considered

materials.

A clear dependence of CM lifetimes on NC size appears when a

Beilstein J. Nanotechnol. 2015, 6, 343-352.

when the CM lifetimes are related to Ei/Eg. As proven by Beard
et al. [45], this scale is the most appropriate to predict the
possible implication of the CM for PV applications. Thus,
from this perspective, there are clear advantages which are
induced by size reduction, that is, when moving from the
Si-bulk scale to the nanoscale for SizsH3g, as supported by
results of Figure 2d.

In order to study the effects induced by NCs on the interplay
of CM dynamics, we consider the system Sig7H7¢ x SizgzH|72
that is obtained by placing in the same simulation box (box
size 9.0 x 4.8 x 4.8 nm) two different NCs placed at a
tunable separation. As illustrated in Equation 5, Equation 6 and
Equation 7, the wavefunction delocalization plays a funda-
mental role in the determination of one-site CM, CDCT and
SSQC lifetimes when systems of strongly interacting NCs are
considered. As discussed in [31], the wavefunction delocaliz-
ation processes (and the effects induced by them) become rele-
vant for NC-NC separations of d < 1.0 nm. As a consequence,
we analyze the effects induced by NC interplay on CM decay
processes by only considering NC-NC separations that fall in
the sub-nm regime, and in particular by assuming d = 0.8 nm
and d = 0.6 nm. In our work, the NC-NC separation is the dis-
tance between the nearest Si atoms that are localized on
different NCs. The calculated CM lifetimes obtained by
summing the contributions of Equation 5, Equation 6 and
Equation 7 are reported in Figure 3a as a function of the energy
of the initial carrier and of the NC-NC separation, d (total CM
lifetimes).

The calculated SSQC and CDCT lifetimes (mathematically
characterized by Equation 6 and Equation 7) are depicted in
Figure 3b and Figure 3c. Only mechanisms ignited by
electron relaxation are considered. The analysis of the results of
Figure 3 leads to the conclusions which are outlined in the

relative energy scale is adopted (plot of Figure 2d), that is, following.
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Figure 3: Calculated total CM, SSQC and CDCT lifetimes are reported in (a), (b) and (c), respectively, for the system Sig7H7g % Sixg3H172, where
NC-NC separations of 0.8 and 0.6 nm (blue and red points, respectively) are given. Eé'}zgusz and Eg}WHm denote the CM energy threshold of the

isolated NCs, that is for the SizgzH172 and the Sig7H7g NCs.
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First, by changing the separation from d = 0.8 to d = 0.6 nm,
some changes emerge in the plot of the CM lifetimes
(Figure 3a). As a result of the improved NC-NC interaction, we
observe the drift of some points toward reduced lifetimes. Such
changes essentially concern the portion of the plot delimited by
the energies E§?293H172 and E§?87H76 (i.e., the CM energy
threshold of the isolated NCs) and by the lifetimes of 1-100 ps.
At d = 0.6 nm, the distribution of the points is less scattered
than for d =0.8 nm and moves toward that of an isolated,
unique, large system (a similar behavior also characterizes the
system Sij47H g0 * SizgzHj72, see [41]).

Additionally, NC interplay does not significantly alter the faster
CM decay processes. This conclusion can be obtained by
analyzing the region of Figure 3a that takes into account the
CM relaxation mechanisms with a lifetime less than 0.1 ps.
Here we observe that blue (4 = 0.8 nm) and red (d = 0.6 nm)
points are almost identical. The number of CM decay paths
recorded in this region of the plot does not improve when we
move from d = 0.8 nm to d = 0.6 nm.

When the NC-NC separation is reduced, the NC interplay
increases, and two-site CM mechanisms become fast. At high
energy, Tcpct ranges from tens of ps to a fraction of a ps, while
Tssqc ranges from hundreds of picoseconds to a few tens of
picoseconds. Both the CDCT and SSCQ lifetimes decrease
when the NC separation decreases, as a consequence of both the
augmented Coulomb interaction between carriers of different
NCs and the increased delocalization of wavefunctions.

Another conclusion reached is that CDCT processes are in
general faster than SSQC mechanisms. In order to be efficient,
CDCT requires a noticeable delocalization of only the initial
state while SSQC requires a significant delocalization of all the
states involved in the transition; as a consequence, the CDCT
decay processes are in general favored with respect to the
corresponding SSQC mechanisms.

Finally, despite the fact that NC interplay can enhance the two-
site CM processes, the Sig7H7¢ x Sipg3H|7, satisfies the typical
hierarchy of lifetimes Tope-site < TcpCT < TssQe expected. As a
consequence, the system Sig7H7¢ X Sizg3H;7, also follows this
recently identified trend for the SizsH3¢ * Sizg3H; 7, and the
Sij47H 00 % Sipg3H|72 systems. Thus, for a given energy of
the initial state, one-site CM mechanisms result faster than
CDCT processes, and CDCT processes result faster than SSQC

mechanisms.

Remarkably, the relevance of the two-site CM processes are
expected to benefit from experimental conditions where the for-

mation of minibands (the presence of molecular chains that
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interconnect different NCs and for multiple interacting NCs)
amplify the importance of both the energy and charge CM
dynamics. Again, by comparing the results of Figure 3b with
the corresponding CM lifetimes calculated in [31], we can say
that the efficiency of SSQC processes tends to increase with
increasing NC size. In general, experiments are conducted on
nanostructured systems that are larger than those considered in
this work. As a consequence, in a realistic system, both SSQC
and CDCT dynamics could be faster than those computed
herein, although these effects should not give rise to changes in
the previously discussed hierarchy of lifetimes. The CM is
driven by Coulomb interaction and therefore its relevance is
maximized when the effect involves carriers localized onto the
same NC.

To support the general validity of our results, we analyzed CM
effects considering two different additional systems. The first
one is obtained by assuming a different configuration
of Sig7H7¢ * Sipg3H |77, where the Sig7H7¢ is rotated around
one of axis of symmetry. In this new setup, denoted as
Si87Ht7iged xSiyg3H;7,, the NCs show a different reciprocal
surface orientation that affects both wavefunction delocaliz-
ation and spill-out parameters. The second one is obtained
by placing in the same simulation box two identical
Si-NCs, that is, Sig7H7¢ % Sig7H7¢, placed at a tunable
separation (d = 0.9, 0.7, 0.5, 0.3, 0.1 nm). Calculated
total CM, SSQC and CDCT lifetimes for the system
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