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Abstract
Zn-tetraphenylporphyrin (Zn-TPP) was deposited on a single layer of metal oxide, namely an Fe(001)-p(1×1)O surface. The filled

and empty electronic states were measured by means of UV photoemission and inverse photoemission spectroscopy on a single

monolayer and a 20 monolayer thick film. The ionization energy and the electron affinity of the organic film were deduced and the

interface dipole was determined and compared with data available in the literature.
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Introduction
Thin organic films can be realized by depositing single mole-

cules on surfaces, which is the first step for the so-called

bottom-up assembly of devices based on organic compounds.

The molecule–surface interaction, however, can alter the elec-

tronic properties of the organic compound and/or the function-

ality of the electronic device. This effect is enhanced in mole-

cules showing catalytic activity when the catalytic sites directly

interact with the substrate [1]. A characteristic example is

offered by metal-tetraphenylporphyrins (M-TPPs). These mole-

cules have been studied in many research fields [2-6] because a

specific change in their peripheral groups or inner metal ion can

induce enormous variations in the porphyrin reactivity [1]. In

particular, the metal atom is placed in the middle of the main

cavity of the porphyrin, which has a planar structure, allowing

the metal atom to interact from both sides of the molecule. The

molecule–substrate interaction can be interpreted in terms of a

bond between a special ligand (the surface) and the porphyrin

(the so-called surface trans effect (STE)) [1,7]. In order to avoid

this problem, porphyrin films are usually grown on passivated

surfaces [1] or, conversely, thick (on the order of a few nano-

meters) films are exploited [8]. A possible alternative is the use

of ultrathin metal oxide (MO) films [9]. Here, a single layer of

oxygen atoms can decouple, or at least reduce, the interaction

between the grown molecules and the buried metal substrate.
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The mechanisms involved during the film growth on the oxide

layer are still under debate. In this respect, we have recently

studied the growth of Zn-TPP (the molecular structure is re-

ported in Figure 1), a well-characterized and studied porphyrin,

on a prototypical ultrathin MO substrate, namely Fe(001)-

p(1×1)O [10]. On this surface, oxygen atoms are placed be-

tween four metal atoms, slightly above the Fe(001) uppermost

layer, making an ultrathin Fe monoxide layer. From our data we

observe an increase of the porphyrin diffusivity on the MO

layer [12]. This allows molecules to assemble in an ordered

square super-lattice showing a (5 × 5) reconstruction, as ob-

served by low-energy electron diffraction. An X-ray photoemis-

sion analysis proves that Zn-TPP molecules are deposited flat

on the surface and the molecular skeleton is not significantly

distorted, as observed when Zn-TPP is grown on other sub-

strates for comparison.

Figure 1: The structure of the Zn-tetraphenylporphyrin molecule. The
main inner cavity of the porphyrin (ring) as well as the four phenyl
groups have been marked in the image.

In this paper, we investigate the electronic structure of a

Zn-TPP film, studying both normally occupied and unoccupied

molecular levels by using ultraviolet photoemission (UPS) and

inverse photoemission spectroscopy (IPES), respectively. A

comparison between filled and empty states can help to reveal

the creation and the value of an interface dipole, which shifts

the sample vacuum energy level with respect to the pristine

Fe(001)-p(1×1)O substrate. The determination of such an inter-

face dipole, its direction with respect to the sample surface, and

its dependence on the porphyrin film thickness are important in

view of possible applications in electronic device prototypes. In

such devices, the band alignment between molecular levels and

substrate bands plays a key role in the transport properties.

Results and Discussion
From a technological point of view, the 1 monolayer (ML) thick

sample is the most interesting and appealing, due to its ordered

(5 × 5) reconstruction [10] that can be exploited (i) as a tem-

plate for the deposition of other organic molecules or (ii) as a

buffer layer in flat organic devices. On the other hand, a

detailed analysis of the electronic properties of the porphyrin

single layer requires a reference sample for comparison. Gener-

ally, as well as in this paper, a thick (typically 20 ML) porphy-

rin film is used for this purpose [10,11]. There, the substrate is

almost completely covered by porphyrins. The spectra acquired

on thick films can be considered representative of the elec-

tronic properties of a hypothetical isolated molecule, since mol-

ecule–molecule interactions are limited to weak van der Waals

forces [11]. Consequently, changes in the energy position of the

different spectroscopic features of the 1 ML film with respect to

the reference layer are usually interpreted in terms of intensity

strength of the molecule–substrate interaction.

In Figure 2, we report the filled (black line) and empty (red

line) states of the Fe(001)-p(1×1)O substrate. The filled states

are characterized by an intense peak at about 4.5 eV, due to the

O 2p states of the oxygen layer [12]. On the other hand, the

empty states are dominated by two peaks, close to the Fermi

energy level, which are distinctive structures well known for

their spin-polarized character [13]. The small feature at about

4.0 eV is usually attributed to an image state resonance that

demonstrates the very good quality of the surface preparation

[14].

The 20 ML thick sample shows the main features of the Zn-TPP

molecule, where the different peaks are visible in the filled

states. The first structure, close to the Fermi energy, is related to

the HOMO level of the main molecular ring (at 1.76 eV with

respect to the Fermi level and labelled R in the figure), while

the intense structures at 4.0 eV and 6.7 eV are linked to the

phenyl groups (Ph) of the molecule [10]. In the empty states, we

recognize two features, one at about 1.5 eV (onset at 0.75 eV),

and the second at 3.7 eV. We ascribe them to R-LUMO and

Ph-LUMO, respectively. These results, and the states assign-

ments, are in close agreement with data reported on a compa-

rable molecule, Zn-phthalocyanine (Zn-Pc) [14]. In the Zn-Pc

film, a gap of about 1.94 eV [14] is measured between the onset

of the R-HOMO peak and the onset of the R-LUMO feature, in

very good agreement with our data (1.95 eV). As discussed in
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Figure 2: Filled (black lines) and empty (red lines) states acquired on
freshly prepared Fe(001)-p(1×1)O for 1 ML and 20 ML thick Zn-TPP
samples.

detail in [10], the porphyrin R-HOMO and Ph-HOMO are

already visible in the 1 ML thick sample. The empty states of

the ultrathin layer are affected however by the signal arising

from the buried substrate. The IPES spectrum of the 1 ML thick

sample is dominated by structures close to the Fermi energy,

which are similar to the two peaks of the clean substrate. At

3.6 eV, a quite large feature appears. Considering the observed

energy shift of the Zn-TPP peaks between 1 ML and 20 ML

structures [10], we attribute this structure to the Ph-LUMO

state.

From the data acquired with UPS and IPES measurements, the

ionization energy (the difference between the vacuum level,

Evac, and the leading edge of the HOMO) and the electron

affinity (the difference between Evac and the LUMO) of the

condensed organic film can be deduced. For this purpose, we

have measured the sample work function from the energy posi-

tion of the low-energy secondary electron cutoff edge that, com-

pared with the work function (WF) of the pristine Fe(001)-

p(1×1)O (4.50 eV [13]), allows the determination of the inter-

face dipole, as reported in Figure 3.

Figure 3: Energy of molecular levels near the interface between
Fe(001)-p(1×1)O and the (a) 20 ML thick Zn-TPP film and (b) 1 ML
thick Zn-TTP film. The interface dipole, work function of the bare sub-
strate, and Zn-TPP ionization energy are indicated.

The results obtained for the 20 ML film are in good agreement

with those reported for Zn-Pc [14] deposited on a gold sub-

strate. The measured ionization energy (5.25 eV, see Figure 3a)

is directly comparable with the value obtained for Zn-Pc

(5.28 eV) [14], confirming that Zn-TPP and Zn-Pc have a

comparable electronic as well as chemical structure. Converse-

ly, the interface dipole of the Zn-TPP film (0.45 eV, see

Figure 3a) is about 300 meV smaller with respect to the Zn-Pc

film (0.76 eV, as reported in [14]), suggesting a different

(lower) molecule–substrate interaction. The sample belongs to

the large organic/metal interface group at which the vacuum

level alignment rule breaks down [15] and chemical bonds play

a key role in tuning the barrier height [16]. With these inter-

faces, the sign of the dipole is deduced from the decreasing sub-

strate work function and interpreted in terms of a (partial) elec-

tron transfer from the organic material to the Fe(001)-p(1×1)O

surface [14]. In this picture, the direction of the dipole vector

points from the substrate into the (positive) organic film. In

Figure 3b, a similar analysis is reported for the 1 ML sample. In

this case, an interface dipole of about 0.32 meV is found. This

means that its value increases as a function of the deposited

organic film thickness (0.32 meV at 1 ML vs 0.45 meV at

20 ML) in agreement with data reported in the literature [17].

The determination of the LUMO level is here more critical,

because, as mentioned above, the IPES spectra are partially

affected by the substrate photoemission signal. The LUMO

energy position has been assessed after an analysis of the

acquired spectra, the details of which are reported in Support-

ing Information File 1. As recently reported by the authors [10],

the Zn-TPP sample undergoes a phase transition (from a (5 × 5)

to a (√5 × √5) reconstruction) for film thicknesses larger than

1 ML. Generally speaking, a change in the molecular packing

could influence the energy levels of the film. However, the band
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alignment at the molecule/substrate interface is mainly due to a

charge transfer between the organic layers and the substrate and

a consequent modification of the electron density, as reported in

the literature [18]. The changes of the interface dipole, as a

function of the film thickness, can thus give a first characteriza-

tion to evaluate possible barriers that affect the transport proper-

ties of the junction. Finally, we summarize in the Table 1 the

main energy positions of the R/Ph-HOMO and R/Ph-LUMO

molecular levels as measured and/or deduced from our data.

Table 1: Binding energy position of both filled and empty molecular
levels as a function of the porphyrin film thickness.

1 ML thick sample 20 ML thick sample

R-HOMO 1.50 ± 0.01 eV 1.76 ± 0.01 eV
Ph-HOMO 3.80 ± 0.01 eV 4.00 ± 0.01 eV
R-LUMO 0.6 ± 0.3 eV 0.8 ± 0.3 eV
Ph-LUMO 3.6 ± 0.3 eV 3.7 ± 0.3 eV

Conclusion
An organic Zn-TPP film was grown under UHV conditions in a

special chamber devoted to the sublimation of molecules. The

porphyrin films were deposited at RT on a freshly prepared

Fe(001)-p(1×1)O substrate, whose topmost layer can be consid-

ered prototypical of the wide class of thin MO films. The ultra-

thin oxide layer is able to decouple the molecules from the

buried iron substrate. The reduced molecule–substrate interac-

tion allows preservation of the main electronic properties of the

Zn-TPP porphyrins. This means that the HOMO and LUMO

levels of the organic film are placed close to the characteristic

energy values of the unperturbed molecule. In this paper, the

filled and empty states of the organic film were studied and the

formation of the interface dipole was analyzed. These results

are interesting in view of applications of ultrathin Zn-TPP films

in organic devices, where the alignment of the HOMO and

LUMO levels of the molecule with the substrate bands play a

crucial role in charge transport.

Experimental
The experimental apparatus consists of a multichamber ultra-

high vacuum (UHV, base pressure in the 10−8 Pa range) system

described elsewhere [19], coupled to a chamber devoted to

organic molecular beam epitaxy (OMBE). The OMBE chamber

was designed and built in collaboration with 5Pascal srl. (via

Boccaccio 108, 20090 Trezzano sul Naviglio, Milano, Italy).

The OMBE system is equipped with four Knudsen cells, whose

crucibles are controlled within 0.5 °C. One of the cells is filled

with Zn-TPP molecules provided by Sigma-Aldrich and puri-

fied in vacuum by several cycles of annealing at 150 °C and

flashes at 310 °C, until the pressure in the OMBE chamber was

stable in the low 10−7 Pa range. The molecule sublimation was

achieved at a temperature of 300 °C and the molecular flux

(0.5 ML/min, where 1 ML is 3.06 Å [11]) was measured by a

quartz microbalance. The Fe(001) substrate was kept at room

temperature during the porphyrin sublimation.

The Fe(001)-p(1×1)O fresh surface was prepared by exposing

the clean Fe(001) surface to few Langmuir of molecular oxygen

followed by annealing at 630 °C, as reported in the literature

[20,21].

Ultraviolet photoemission spectroscopy (UPS) was performed

by exciting electrons out of the sample at normal emission with

a UV radiation (hν = 21.2 eV) and detecting them by means of a

150 mm hemispherical analyzer (SPECS GmbH) [11], having

an energy resolution of about 50 meV. A GaAs(001) photo-

cathode, prepared according to standard procedures [22,23],

was used for inverse photoemission spectroscopy (IPES), oper-

ating in the isochromatic mode, by detecting 9.6 eV photons

with a band-pass detector [24-26]. The IPES energy resolution

is about 700 meV. All the experiments reported here were

achieved under negligible charging conditions during electron

spectroscopy data acquisition. The position of the vacuum level

was obtained by adding the photon energy to the low-energy

secondary electron cutoff acquired with the sample at negative

bias (−10 V).

Supporting Information
Supporting Information File 1
Additional experimental information.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-7-146-S1.pdf]
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Abstract
Due their excellent chemo-physical properties and ability to exhibit surface plasmon resonance, silver nanoparticles (AgNPs) have

become a material of choice in various applications, such as nanosensors, electronic devices, nanobiotechnology and nanomedicine.

In particular, from the environmental monitoring perspective, sensors based on silver nanoparticles are in great demand because of

their antibacterial and inexpensive synthetic method. In the present study, we synthesized AgNPs in water phase using silver nitrate

as precursor molecules, hydrophilic thiol (3-mercapto-1-propanesulfonic acid sodium salt, 3MPS) and sodium borohydride as

capping and reducing agents, respectively. The AgNPs were characterized using techniques such as surface plasmon resonance

(SPR) spectroscopy, dynamic light scattering (DLS), zeta potential (ζ-potential) measurements and scanning tunneling microscopy

(STM). Further, to demonstrate the environmental application of our AgNPs, we also applied them for heavy metal sensing by

detecting visible color modification due to SPR spectral changes. We found that these negatively charged AgNPs show good

response to nickel (II) and presented good sensibility properties for the detection of low amount of ions in water in the working

range of 1.0–0.1 ppm.
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Introduction
Nanomaterials have become very popular in the last years in

many fields because of their unique electronic, optical, magnet-

ic and photocatalytic properties and for their large surface-to-

volume ratio, which allows very good interaction with the

external environment [1-6]. These properties can be exploited in

the field of sensors for specific analytes [7-10]. In particular,

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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given their flexible and easy preparation, large specific surface

area, and surface plasmon resonance (SPR) properties, metal

nanoparticles are excellent candidates for a wide variety of ap-

plications ranging from catalysis [11,12], energy [13-15], opto-

electronics [16,17] and biomedicine [18] to sensors [19,20].

A very promising field of application is chemical sensing,

which includes gas detection, safety and environmental moni-

toring [21-25].

Moreover, the need for developing highly sensitive and selec-

tive sensors for the detection of very low amounts of heavy

metal ions from biological and environmental samples has

greatly increased [26]. The metal-ion toxicity depends on their

physical state, chemical form as well as the oxidation state.

Many groups have studied fluorescent chemosensors with

fluorescence enhancement and quenching for the detection of

metal ions [27-32].

The most studied nanoparticles are those based on gold, howev-

er many studies have revealed that a suitable functionalization

of silver nanoparticles can significantly improve their sensing

performance [17-22]. The presence of specific functionality on

the particle surface can increase the adsorption of the analytes,

resulting in an enhancement of sensitivity or selectivity. An

interesting application of functionalized AgNPs is reported by

Contino et al. [33] where synthesized AgNPs were capped by

tyrosine and the heavy metal sensing performance was

measured by observing the shift of SPR band. In this case the

low detection limit for Cu(II) is attributed to the high quality of

the AgNPs.

From the perspective of optimizing the properties of metal

nanoparticles, research groups have focused on the control of

the size and shape of nanoparticles [34,35], which is crucial in

tuning their physical, chemical and optical properties [36-38].

Electrochemical, photochemical, sonochemical and chemical

reduction methods can be used for the synthesis of metal nano-

particles [39-43]. On the other hand, the wet reduction is the

most common synthetic technique for the fabrication of metal

nanoparticles, using sodium borohydride as a reducing agent

and thiols as a capping agent to prevent nanoparticles aggrega-

tion [44-46].

In the present article, we report the fabrication and characteriza-

tion of AgNPs stabilized by sodium 3-mercaptopropane sulfo-

nate (AgNP-3MPS). A new preparation was optimized to

improve the optical sensing performances based on SPR spec-

tral changes. The AgNP-3MPS nanoparticles have been tested

as optical sensors in water solution towards different metal ions

at concentration of 1 ppm at room temperature. Our system

showed sensibility mainly to nickel (II) ions. For this type of

ion, we tested the sensitivity as a function of the ion concentra-

tion in the range 1.0–0.1 ppm and we estimated a limit of detec-

tion (LOD) of 0.3 ppm.

Results and Discussion
Silver nanoparticle synthesis
AgNPs were synthesized by wet reduction, using sodium boro-

hydride as a reducing agent and 3-mercapto-1-propanesulfonic

acid sodium salt as a capping agent. The water solubility of the

thiol induces a strongly hydrophilic character with respect to the

nanoparticles, which present the sulfonate groups on the sur-

face [47]. The presence of these negatively charged groups also

guarantees the stability of the colloids over time, as was con-

firmed by the ζ-potential measurements [48,49]. Moreover, to

improve the monodispersity of the AgNPs two different synthe-

tic approaches were used. In the first one (synthesis a) the pro-

cedure was developed in analogy with previous work [22] and

is reported in Scheme 1. This step leads to the hydrophilic char-

acter of silver nanoparticles.

At the end of the synthesis and purification, the reaction prod-

uct was analyzed by UV–vis spectroscopy to confirm the pres-

ence of AgNPs by means of the measurement of the SPR spec-

tra with a peak at 425 nm in the absorption spectrum, as shown

in Figure 1a. The full with at half maximum (FWHM) was

found to be about 170 nm. The DLS data are reported in

Figure 1b,c. They show the diameter and ζ-potential of

Ag-3MPS NPs obtained after the purification of the crude reac-

tion by centrifugation in H2O. Here we obtained well-dispersed

AgNPs with an average diameter (<2RH>) of 8 ± 2 nm and a

ζ-potential of −34 ± 5 mV.

The nanoparticle diameter measured in water solution and in

dry conditions are statistically different because in the water

dispersion the hydrodynamic diameter is is measured and

includes solvent layers. This therefore creates a potential on the

surface of the particles (the ζ-potential) that induces negative

charges on AgNPs surface due to sulfonate groups.

The sensitivity of the AgNPs to heavy metal ions was tested in

water solution by monitoring the optical absorption changes in

the presence of metal ions. A weak dependence of the peak

wavelength as a function of the ion concentration was found.

However, the large broadening of the SPR band and the high

background of the absorption hindered the observation of a net

effect of the presence of the ion. In this regard, since our main

goal was the exploitation of the possible changes of the SPR

band as a function of the external environment, a sharp and

narrow absorption band was mandatory. For these reasons, we

tuned and optimized a second, modified procedure (synthesis b)
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Scheme 1: Synthetic scheme of AgNP-3MPS nanoparticles (synthesis a).

Figure 1: Characterization of AgNP-3MPS nanoparticles in H2O (synthesis a): (a) UV–vis spectrum; (b) DLS measurements: <2RH> = 8 ± 2 nm;
(c) ζ-potential measurements: ζ = −34 ± 5 mV.

for the synthesis of the AgNPs. In this case, the molar ratio be-

tween silver nitrate, sodium borohydride and 3-MPS was

varied. The reaction was conducted at 3 °C and the final purifi-

cation was avoided in order to prevent possible aggregation

with a consequent broadening of the SPR band. For these

reasons, we worked with very dilute AgNP solutions to mini-

mize the residual unreacted chemical products. In particular,

the concentration of the 3MPS was optimized to the ratio

AgNO3/3MPS 1:0.1 to ensure good coverage of the particles

with 3MPS molecules, and thus increase the sensitivity of the

sensor as much as possible.

Figure 2 shows the absorption spectra of the AgNP-3MPS solu-

tion. It shows a sharp peak at 404 nm. Its FWHM is 92 nm

instead of 170 nm as obtained by the first synthetic method

(synthesis a). It should be noted that the FWHM of the AgNP

solution without capping agent (not reported) was about 60 nm.

The broadening of about 30 nm can be ascribed to the surface

functionalization of the AgNPs with 3MPS.

Figure 2: Absorption spectrum of AgNP-3MPS nanoparticles
(synthesis b). The SPR exhibits a sharp peak at 404 nm with a FWHM
of 92 nm.

We characterized the AgNP-3MPS nanoparticles via STM spec-

troscopy. Figure 3a,b shows the morphology and the profile of

the nanoparticles, respectively. We estimated the average diam-
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Figure 3: a) STM morphology measurements of AgNP-3MPS (synthesis b) and b) the height profile of one nanoparticle.

eter using about thirty nanoparticles with a resulting value of

2.5 ± 0.3 nm.

Figure 4 shows the results from the dynamic light scattering

(DLS) measurement on the AgNP-3MPS material (synthesis b).

The distribution indicates good monodispersity of the NPs and

an average diameter of <2RH> = 5 ± 2 nm, in good agreement

with the STM analysis.

Figure 4: DLS of the AgNP-3MPS solution (synthesis b). The hydrody-
namic diameter was <2RH> = 5 ± 2 nm.

The SPR absorption was monitored as a function of the time in

order to check the long term stability of the NPs. As shown in

Figure 5, the solution presents the same optical spectra 15 days

after the preparation, indicating that no aggregation of the nano-

particles occurred.

Metal ion detection
We investigated the optical sensing properties of the AgNP-

3MPS material via absorption spectroscopy. Each solution of

AgNP-3MPS/ion was prepared in spectroscopic cuvettes that

were carefully cleaned to avoid contamination. To a specific

amount of AgNPs contained in a fixed volume of water, a fixed

volume of water was added containing the ions with the specif-

ic final concentration. After the mixing, we waited for five

minutes before measuring the absorption spectra in order to

allow for the complete interaction with the NPs.

Figure 5: SPR absorption spectroscopy of the AgNP-3MPS solution
(synthesis b) taken immediately after the synthesis and after 15 days,
indicating good long term stability.

The sensitivity of the AgNPs-3MPS system was tested with dif-

ferent metal ions: Ni2+, Cr3+, Nd3+, Cu2+ and Ca2+. We found

different behavior for the various ions. In Figure 6 the SPR

bands are reported relative to all the tested ions for a fixed value

of the concentration (1 ppm).

Figure 6: Absorption spectra of the AgNP-3MPS (synthesis b) solu-
tion with 1 ppm ion concentration.
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Figure 7: a) Absorption spectra of the AgNP-3MPS system (synthesis b) as a function of the Ni2+ concentration. b) Peak absorption wavelength as a
function of the ion concentration.

The system shows a good response to Ni2+ since the absorption

spectrum is strongly different with respect to that obtained from

the solution without ions (reference). With the Cr3+ ions, only a

small shift in the peak wavelength and an increase in the inten-

sity is observed, while for the Ni2+ ions, a larger shift, a broad-

ening and a reduction of the maximal value were detected in the

plasmonic feature. The presence of Cu2+, Nd3+ and Ca2+ on the

contrary does not produce any substantial modifications in the

plasmonic absorption neither in the intensity nor in the position

and shape.

To quantitatively test the properties of the NPs we performed

absorption measurements as a function of concentration of

nickel ions. Figure 7a shows the optical absorption spectrum of

the AgNP-3MPS solution with nickel for different ion concen-

trations in the range 1.0–0.1 ppm. Figure 7b presents the

maximum wavelength of the absorption peak as a function of

the concentration of metal ions.

In Figure 8 we report the normalized intensity, the peak wave-

length and the FWHM of the absorption spectra obtained with

different nickel ion concentrations (from 0–1 ppm). The reduc-

tion of intensity with the increase of the ion concentration can

be ascribed to the reduction of the apparent number of NPs due

to aggregation induced by the Ni2+ ions. The red shift and

broadening of the SPR peak is a clear indication of the increase

of the average size of the NPs and their size distribution and is

fully compatible with the aggregation hypothesis.

At high ion concentrations (higher than 1 ppm), the shape of the

SPR is sharper than that of the 1 ppm concentration and does

not present sensitivity to different ion concentrations. This is

probably due to the ratio between the number of ions and the

number of silver nanoparticles. In the ion concentration range

from 1 to 25 ppm, the number of ions exceeds the number of

Figure 8: Normalized intensity, absorption maximum (λmax) and
FWHM as a function of the nickel ion concentration.

nanoparticles at least by a factor of 1000. Under these condi-

tions, small changes of the number of ions do not affect the SPR

band since all the external thiols present on the NP surface are

saturated. On the other hand, for lower ion concentrations in the

range 0.1–1 ppm the number of ions for each NP is on the order

of a few tens and therefore a decrease in their number can

strongly affect the optical properties of the solution. We can

thus conclude that for high ion concentrations, the NPs are com-

pletely screened and a positive stabilization of the colloidal

suspension occurs. In the intermediate region (0.3 to 1 ppm) the

number of ions is comparable with the number of thiols sur-

rounding the metal NPs and aggregation between NPs can

easily occur. Finally, in the region below 0.3 ppm, the ions do

not cause aggregation, but only a slight shift of the position of

the surface plasmon.

On the basis of these considerations, we propose a simple

model to explain the observed behavior reported in Figure 9.

We estimated the concentration of the AgNP-3MPS solution,
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Figure 9: Model of the interaction of AgNP-3MPS and metal ions.

the average number of surface thiols present for each NP, and

the number of nickel ions for each concentration. For a concen-

tration greater than 2 ppm, the value of the ratio (number of

ions/number of NPs) is in the range 100–200. In this case, the

metal ions are able to totally screen the NP signal, since the sul-

fonate groups of the 3MPS on a single nanoparticle are on the

order of a few tens. Under this condition, a positive stabiliza-

tion occurs. When the number of metal ions decreases to a few

tens (and is therefore is comparable with the number of avail-

able surface thiols) the positive shell is not dense enough to

totally screen the nanoparticle and aggregation occurs since the

ions themselves can act as bridges between adjacent AgNPs.

Finally, when the number of metal ions is lower than the num-

ber of surface thiols, the metal ions do not cause aggregation,

but the only effect is a slight shift of the SPR peak wavelength

position.

Conclusion
In this work AgNP-3MPS nanoparticles with an average diame-

ter of 2.5 ± 0.3 nm were synthetized with a narrow distribution

range and negative charge on the surface. These particles were

fully characterized by means of different techniques, such as

STM, DLS and UV–vis spectroscopy. The SPR signal of the

AgNP-3MPS sample in water solution demonstrated a spectral

response to the presence of metal ions. This showed a sensi-

tivity and selectivity to Ni2+ ions with a sensitivity as low as

0.3 ppm. A quantitative determination of these species in the

concentration range of 0.3–1.0 ppm was provided. This ap-

proach seems very promising for the development of an analyti-

cal sensor system based on optical methods to detect metal ions

in actual water samples.

Experimental
Materials and sample preparation
Silver nitrate (AgNO3, Sigma-Aldrich, 99.5%), sodium borohy-

dride (NaBH4, Sigma-Aldrich, 98%) and 3-mercapto-1-

propanesulfonic acid sodium salt (C3H7S2O3Na, 3MPS, Sigma-

Aldrich, 98%) were used as received. Deionized water (elec-

trical conductivity less than 1 μΩ/cm at room temperature) was

obtained from a Millipore Milli-Q water purification system.

Synthesis a: silver NPs (AgNPs) were prepared at room temper-

ature in a single phase system, following a procedure reported

elsewhere [22,47,50]. AgNP-3MPS nanoparticles were pre-

pared using a Ag/3MPS molar ratio of 0.25:1. In a typical syn-

thesis, 0.100 g of AgNO3 were dissolved in 10 mL of de-

ionized water and a solution of 3MPS in deionized water

(0.840 g in 10 mL) was added; the mixture was maintained

under argon flux for deoxygenating the reactions and vigorous

stirring for 10 min at room temperature. Finally, NaBH4 solu-

tion in deionized water (0.223 g in 10 mL) was added dropwise.

The reaction mixture was allowed to react for 2 h and the ob-

tained suspension was centrifuged with deionized water several

times (10 min, 15 000 rpm).

Synthesis b: sodium borohydride and silver nitrate solution

(in deionized water) was mixed with concentration ratio

NaBH4/AgNO3 2:1. The NaBH4 solution was cooled to 3 °C

under vigorous stirring, then the AgNO3 solution was added

dropwise at approximately one drop per second. The volume

ratio of the two solutions was NaBH4/AgNO3 15:1. When all of

the AgNO3 solution was added, the stirring was stopped. Then

the 3MPS was added to reach the final ratio of AgNO3/3MPS
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1:0.1. While adding the 3MPS, the solution was stirred for few

seconds, then the AgNP-3MPS solution was stored at 4 °C.

For samples obtained with both synthesis methods, UV–vis

spectra were run with a Varian Cary 100 Scan UV–visible spec-

trophotometer and Perkin-Elmer Lambda 19 from water suspen-

sions. A Malvern Zetasizer Nanoseries instrument (Malvern,

UK) equipped with a 10 mW HeNe laser at a 632.8 nm wave-

length was used to obtain the DLS measurements on the AgNP

aqueous suspensions (0.2 mg/mL) at T = 25.0 ± 0.2 °C. The

correlation functions were collected at 90° relative to the inci-

dent beam, and delay times from 0.8 µs to 10 s were explored.

Non-negative least-squares (NNLSs) [51] or CONTIN [52]

algorithms, supplied with the instrument software, were used to

fit the correlation data. The average hydrodynamic radius of the

diffusing objects was calculated, as reported in previous studies

[53,54]. The ζ-potential was calculated from the measured elec-

trophoretic mobility by means of the Smolukovsky equation

[55]. The scanning tunneling microscope (Tops System, WA

Technology) consists of a UHV attachment with an antivibra-

tion stacking and a piezoelectric tube with 2 mm maximum

scanning area for the tip movement. The lateral resolution of the

microscope is ±1 Å and the accuracy in the lateral displacement

is ±0.05 Å. Tungsten tips were chemically etched in a solution

of NaOH and glycerol.
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Abstract
In this work, the synthesis and characterization of functionalized platinum nanoparticles (PtNPs) have been investigated. PtNPs

were obtained by a wet redox procedure using 2-diethylaminoethanethiol hydrochloride (DEA) as capping agent. By varying the

Pt/thiol molar ratio, monodispersed and stable particles with diameters in the range of 3–40 nm were isolated. The amino function-

ality allows neutral particles to be obtained in basic water solution and positive charged nanoparticles in neutral or acidic water

solution (pH 7–2), as confirmed by DLS and ζ-potential measurements. FTIR spectroscopy, FE-SEM, DLS and ζ-potential

measurements confirmed the size and showed long term water stability (up to three months) of the colloidal system.

1822

Introduction
Metal nanoparticles (MNPs), in particular, platinum nanoparti-

cles (PtNPs) offer a wide range of chemico-physical properties

that can be of interest for many technological applications [1,2].

For example PtNPs are of interest due to their catalytic activity

[3,4], electrochemical applications [5], chemical sensing [6-9]

and optical features related to surface plasmon resonance (SPR)

that occurs in the ultraviolet range of electromagnetic spectrum.

It has been observed that the SPR band of PtNPs generally

occurs at about 220 nm and exhibits a broad peak [10]. More-

over, the presence of high atomic number atoms makes MNPs

likely candidates as innovative radiosensitizers for treatment in

radiotherapy [11,12]. The role of the functionalizing layer

around MNPs is of primary relevance; in fact, not only solu-

bility but also optical properties and reactivity are strongly de-

pendent on the external layer surrounding the MNPs [13]. The

functionalization of MNPs determines their interaction with the

external environment and affects their colloidal stability; hydro-

phobic or hydrophilic thiol-based ligands have been deeply

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:ilaria.fratoddi@uniroma1.it
https://doi.org/10.3762%2Fbjnano.7.175
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Scheme 1: Reaction scheme for Pt-DEA nanoparticles.

exploited [14,15]. Among others, 2-diethylaminoethanethiol

hydrochloride (DEA) has been used as a stabilizing thiol for

gold nanoparticles used for the immobilization of lipase [16].

Among others, hydrothermal and solvothermal techniques are

well favored for the synthesis of PtNPs, together with sol–gel

methods [17]. They give rise to colloidal suspensions although a

fine control of the size, dispersity and the surface functionaliza-

tion is quite difficult to reach. Poly(N-vinyl-2-pyrrolidone)

(PVP) has been used as a stabilizer to protect the platinum

nanoparticles [18]. However, an efficient separation of the col-

loid from solution could be difficult to reach [19]. Among the

synthetic approaches, wet chemical synthesis offers the oppor-

tunity to introduce a selected functionalization onto the NP sur-

face and generally give rise to monodisperse nanoparticles

[20,21].

PtNPs are generally obtained from reduction of Pt(II) or Pt(IV)

ions, starting from [PtCl4]2− or [PtCl6]2− precursors, in the pres-

ence of a strong reducing agent, to obtain the chemical reduc-

tion to Pt(0) atoms that starts the nucleation process. If a ligand,

such as an organic thiol, is present in solution, it gives rise to a

passivation layer that hinders the coalescence and precipitation,

allowing the colloidal suspension to remain stable [22]. Among

reducing agents, hydrazine and sodium borohydride are the

most commonly used but also natural-origin reducing agents

such as nanocrystalline cellulose from cotton or bacterial cellu-

lose matrixes are currently being studied [23,24].

Thiol ligands have been thoroughly investigated [25-27] and

particular attention has been devoted to hydrophilic ligands that

confer to the PtNP stability in water suspensions and the poten-

tial applications in biotechnology, for example, in the case of

mercaptosuccinic acid [28] and ammonium bearing thiols, such

as trimethyl(11-mercaptoundecyl)ammonium [29]. Pt nanopar-

ticles stabilized with 11-mercaptoundecanoic acid were de-

veloped for the detection of volatile organic compounds

(VOCs) [30].

In this study, the synthesis and characterization of functionali-

zed platinum nanoparticles has been investigated. PtNPs were

obtained by a wet redox procedure, using 2-diethylamino-

ethanethiol hydrochloride (DEA) as a capping agent. By

varying the Pt/thiol molar ratio, stable, monodisperse nanoparti-

cles with diameters in the range of 3–40 nm were isolated. The

amino functionality allows acid–base equilibria [31], and with

this system, it is possible to obtain neutral particles in basic

water solution and positive charged nanoparticles in acidic

water solution.

Results and Discussion
PtNP synthesis and characterization
The procedure used for the synthesis of PtNPs stabilized with

DEA is reported herein. It was based on a wet reduction with

water as a solvent [32] at room temperature. The formation

process of thiol-protected Pt nanoparticles (Pt-DEA) synthe-

sized in water solution is herein presented as a representative

example, and the reaction scheme is reported in Scheme 1. Dif-

ferent Pt/DEA molar ratios have been used and the reduction

products were analyzed in order to study the effect of this pa-

rameter on the nanoparticle diameter.

The Pt(II) starting complex solution is pale yellow before

mixing and shows a peak at 220 nm in the UV–vis spectrum
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due to the ligand-to-metal charge-transfer transition of the

[PtCl4]2− ions [33]. This is shown in Figure 1 together with the

absorption features of DEA thiol.

Figure 1: 1 UV–vis spectra in H2O of: K2PtCl4 (red); DEA (green);
Pt-DEA (black).

As the NaBH4 reducing agent is added, the peak at 220 nm

decreases and disappears within 30 min, indicating that the

[PtCl4]2− ions are completely reduced in 30 min according to

Equation 1.

(1)

The color of the solution rapidly turns from yellow into dark

brown, and the absorption of the mixture in the visible region

increases, until a broad tailing peak appears at about 264 nm

(see Figure 1), suggesting that the band structure of the Pt nano-

particles is formed [34].

After careful purification by centrifugation, the colloidal prod-

uct was characterized by DLS, UV–vis spectroscopy, FTIR, and

ζ-potential measurements. A FESEM study was carried out on

selected samples.

In Figure 2, the trend of the DLS hydrodynamic diameter

<2RH> as a function of the Pt/DEA molar ratio used during the

synthesis is reported, where a fixed Pt/NaBH4 molar ratio of 1:5

was maintained. It can be observed that a general decrease of

the DLS-measured diameter is observed, from 40 ± 4 nm to

11 ± 2 nm ranging from 1:1 to 1:0.25 Pt/DEA molar ratio. The

influence of the metal/ligand molar ratio has been thoroughly

investigated in the literature for Au and Ag NPs [35] and is

herein reported for the first time for Pt in the presence of the

DEA ligand. Here, a complex effect can be envisaged, deriving

from the presence of the thiol functionality and the ammonium

end group [36] that undergoes to acidic–base equilibrium in

aqueous solution.

Figure 2: 2 Influence of Pt/DEA molar ratio: DLS results in water.

The role of the reducing agent has been studied and the effect of

the widely used NaBH4 has been compared with ammonium

formiate (HCOONH4) [37,38]. With this aim, maintaining the

Pt/DEA ratio fixed at 1:0.5, the molar ratio between metal and

reducing agent has been varied as follows: Pt/NaBH4 1:5, 1:10,

1:20, 1:30, 1:40 and the results were compared with the effect

of HCOONH4. From results reported in Figure 3, it can be ob-

served that a similar behavior has been obtained for the used

reducing systems, and as a general trend, the DLS-measured di-

ameter increases, increasing the amount of reducing agents.

Figure 3: 3 Influence of Pt/reducing agent molar ration in the forma-
tion of Pt-DEA nanoparticles: DLS results in water.

The ζ-potential of Pt-DEA has been studied and values denoting

a stable colloidal suspension of nanoparticles was found

(±30 mV, indicating a stable colloid [39]). As observed in the
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literature, the role of the stable negative counter-ion is under-

lined from the negative values observed [40]. Measurements

carried out up to three months confirmed the long-term stability

of the colloidal suspension for all the samples.

The FTIR spectrum of Pt-DEA nanoparticles (Pt/DEA 1:1) is

reported in Figure 4, where the intense peaks at 2927 and

2854 cm−1 can be attributed to the symmetric and antisym-

metric stretching of –CH2 and –CH3 groups of the DEA ligand,

and the peak at 3346 cm−1 arises from the ammonium group of

DEA. The absence of the S–H stretching mode of free thiol at

about 2500 cm−1 can be due to the absence of free unreacted

thiols. In the far infrared spectrum, as reported in Figure 5, the

presence of the Pt–S stretching bands at about 330 cm−1

confirms the functionalization on the Pt surface with DEA thiol

[41,42].

Figure 4: FTIR spectrum of Pt-DEA (Pt/DEA 1:1) nanoparticles (film).

Figure 5: Far-IR spectrum of Pt-DEA (Pt/DEA 1:1) nanoparticles
(Nujol).

FESEM images of Pt-DEA nanoparticles (reported in Figure 6

for different regions of the Pt/DEA 1:0.25 sample) evidenced

the presence of small and uniform PtNPs, with diameter ≈5 nm,

having a smaller diameter with respect to the DLS data, as

already observed for similar compounds [43]. In fact, the hydro-

dynamic diameters given by DLS are usually larger than the

number average diameter of the particles, and DLS overesti-

mates the average particle sizes [44]. While FESEM is a solid

state technique, in this case carried out on dried samples, DLS

results take into account the dynamic equilibrium in a solution

of nanoparticles [45].

Role of pH on aggregation
The role of pH on aggregation phenomena has been investigat-

ed for Pt-DEA nanoparticles with a Pt/DEA 1:0.33 molar ratio.

In particular, at pH 7, the nanoparticles are more aggregated

(18 ± 2 nm) than pH 2 (3 ± 1 nm). A chemical sketch of the

aggregation phenomenon together with the DLS data are re-

ported in Figure 7. The role of the ammonium end group could

be a critical attributor to this behavior. In fact, at low pH values,

the end group becomes positively charged and tends to disag-

gregate vicinal nanoparticles, whereas at higher pH values, the

amine group becomes predominant in the acidic–base equilib-

rium and aggregation occurs.

Conclusion
In this work stable, monodisperse PtNPs with small diameter

have been obtained. Among the various Pt/DEA molar ratios,

the 1:0.25 sample was studied in detail. The FTIR and far IR

measurements confirmed the formation of the Pt–S bond on the

PtNP surface. The DLS characterization demonstrated the long-

term stability of the colloidal system up to three months and the

possibility to tune the aggregation phenomenon of the PtNPs by

varying the pH due to modulation of the metal surface charge.

Experimental
Instrumentation
UV–vis spectroscopy was performed in H2O solutions using

quartz cells with a Varian Cary 100 Scan UV–vis spectropho-

tometer. The diameter and the diameter distribution of MNPs in

H2O solution were investigated at 25 ± 0.2 °C (pH 7 and pH 2)

by means of dynamic light scattering (DLS) technique by using

a Malvern Nano ZS90 scattering apparatus (Malvern Instru-

ments Ltd., Worcestershire, UK). The correlation functions

were collected at  = 90° relative to the incident beam, and

delay times from 0.8 µs to 10 s were explored [46,47]. Non-

negative least-squares (NNLSs) [48] or CONTIN [49] algo-

rithms, supplied with the instrument software, were used to fit

correlation data. The ζ-potential was calculated from the

measured electrophoretic mobility by means of the

Smolukovsky equation [50]. FTIR and far IR spectra were re-
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Figure 6: FESEM images of Pt-DEA nanoparticles (Pt/DEA 1:0.25).

Figure 7: Sketch of the aggregation phenomenon together with DLS data of Pt-DEA nanoparticles (Pt/DEA 1:0.33) at different pH.

corded on cast-deposited films from Nujol using KRS-5 cells

with a Bruker Vertex 70 spectrophotometer. Field emission

scanning electron microscopy (FE-SEM) images and energy

dispersion spectroscopy (EDS) were acquired with the Auriga

Zeiss instrument (resolution 1 nm, applied voltage 6–12 kV) on

freshly prepared films drop-cast from H2O solution on a

metallic sample holder. A MiniSpin (Eppendorf) centrifuge was

used for purification of PtNP samples (13000 rpm, 20 min,

15 times with deionized water). Deionized water was obtained

from Zeener Power I Scholar-UV (18.2 MΩ).
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Materials
Potassium tetrachloroplatinate (K2PtCl4 98.5%, Sigma-

Aldr ich) ,  2-die thylaminoethanethiol  hydrochlor ide

(HS(CH2)2N(CH2CH3)2·HCl, 98% Sigma-Aldrich, DEA), sodi-

um borohydride (NaBH4, 99% Sigma-Aldrich) were used as

received.

PtNPs were prepared at room temperature in a single-phase

system by modifying previous literature reports [51]. In particu-

lar, PtNPs-DEA were prepared with Pt/DEA molar ratios

ranging from 1:1 to 1:0.25. In a typical procedure, 0.200 g of

K2PtCl4 (4.8 × 10−4 mol) were dissolved in 10 mL of de-

ionized water at pH 2 and mixed with a solution of DEA in de-

ionized water (0.0815 g, 4.8 × 10−4 mol in 10 mL for the 1:1 Pt/

DEA molar ratio). After stirring the mixture under argon for

10 min at room temperature, a NaBH4 solution in deionized

water (0.177 g, 4.8 × 10−3 mol in 10 mL) was added dropwise.

The reaction mixture was allowed to react for 20 h and the ob-

tained suspension was centrifuged with deionized water ten

times (10 min, 15000 rpm), recovering the black solid from the

supernatant (48 wt % yield ).

The following are the experimental data for the various PtNPs-

DEA samples:

• PtNPs-DEA 1 (Pt/DEA 1:1): DLS (2RH [nm], H2O):

40 ± 4; IR (ν [cm−1], Nujol): 3346, 1006, 948

(Et3N*–H), 325, 350 (Pt–S); ζ-potential ([mV], H2O):

−27.

• PtNPs-DEA 2 (Pt/DEA 1:0.65): DLS (2RH [nm], H2O):

34 ± 4; IR (ν [cm−1], Nujol): 3345, 1008, 950, 323, 350

(Pt–S); ζ-potential ([mV], H2O): −25.

• PtNPs-DEA 3 (Pt/DEA 1:0.5): DLS (2RH [nm], H2O):

30 ± 6; IR (ν [cm−1], Nujol): 3342, 1006, 950; ζ-poten-

tial ([mV], H2O): −27.

• PtNPs-DEA 4 (Pt/DEA 1:0.33): DLS (2RH [nm], H2O):

18 ± 2; IR (ν [cm−1], Nujol): 3344, 1008, 948; ζ-poten-

tial ([mV], H2O): −25.

• PtNPs-DEA 5 (Pt/DEA 1:0.25): DLS (2RH [nm], H2O):

11 ± 2; IR (ν [cm−1], Nujol): 3342, 1007, 948; ζ-poten-

tial ([mV], H2O): −27.
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Abstract
Near the point of equiatomic composition, both FeRh and FeCo bulk alloys exhibit a CsCl-type (B2) chemically ordered phase that

is related to specific magnetic properties, namely a metamagnetic anti-ferromagnetic/ferromagnetic transition near room tempera-

ture for FeRh and a huge magnetic moment for the FeCo soft alloy. In this paper, we present the magnetic and structural properties

of nanoparticles of less than 5 nm diameter embedded in an inert carbon matrix prepared by mass-selected low-energy cluster-beam

deposition technique. We obtained a CsCl-type (B2) chemically ordered phase for annealed nanoalloys. Using different experimen-

tal measurements, we show how decreasing the size affects the magnetic properties. FeRh nanoparticles keep the ferromagnetic

order at low temperature due to surface relaxation affecting the cell parameter. In the case of FeCo clusters, the environment drasti-

cally affects the intrinsic properties of this system by reducing the magnetization in comparison to the bulk.
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Introduction
Magnetic bimetallic nanoparticles (NPs) are very attractive

systems not only from a fundamental point of view but also

because of their various areas of use [1,2]. In particular, the

binary phase diagrams of bulk materials of iron and transition

metals show a wide range of different properties, in particular

magnetic properties [3].

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:Veronique.Dupuis@univ-lyon1.fr
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Figure 1: (a) Bulk magnetic FeRh phase diagram. Notice that metamagnetic transitions in bulk B2 FeRh are expected from the anti-ferromagnetic
(AFM) to the ferromagnetic (FM) state at 96 °C and to the paramagnetic (PM) state at 380 °C. (b) Bulk FeCo phase diagram showing the different
chemical and crystallographic orders for equiatomic concentration (adapted from [4]).

Interestingly, near the point of equiatomic composition, both

FeRh and FeCo bulk alloys present a CsCl-type (B2) chemical-

ly ordered phase at room temperature (Figure 1) with the

competition between several magnetic orderings for FeRh and a

huge magnetic moment for soft FeCo according to the

Slater–Pauling graph.

It is interesting to examine the chemical and magnetic ordering

at the nanoscale in both FeRh and FeCo alloys for their poten-

tial applications in heat-assisted magnetic recording and spin-

tronics [5,6]. Several routes have been developed to produce

such bimetallic nanoparticles during which annealing is gener-

ally necessary to give the nanoalloy enough energy to reach its

thermodynamic equilibrium [1]. Considering chemical synthe-

ses, Jia et al. [7] have shown that the coalescence of initially

4–5 nm FeRh NPs to structures of 20 nm in diameter after

annealing is necessary to observe AF–FM transition in chemi-

cally ordered NPs. Recently, a strong correlation between mor-

phology and magnetism has also been predicted from theoreti-

cal density functional theory calculations in agreement with ex-

periments on FeRh nanoparticles prepared by co-sputtering [8].

In addition, for FeCo nanoparticles generated in the gas phase

by means of an arc cluster ion source, a wide distribution of

magnetic energy barriers has been obtained in a mass-filtered

ensemble of particles with a mean diameter of 12 nm and size

distribution lower than 15% [9].

In this paper, we present a comparative study performed on

FeRh and FeCo nanocrystal assemblies prepared by mass-

selected low-energy cluster-beam deposition (MS-LECBD) em-

bedded in a carbon matrix. Notice that most of this work is

based on the results of the PhD theses of A. Hillion [10] and

G. Khadra [11] at Lyon, France. The structural and magnetic

properties of as-prepared and annealed nanoalloys were investi-

gated using various experimental techniques [4]. Here, we focus

on anomalous X-rays diffraction (AXD) and X-ray magnetic

circular dichroism (XMCD) performed by using well-adapted

synchrotron radiation beamlines. We show how the competi-

tion between the stable bimetallic NPs structure and their chem-

ical affinity with the environment affects their intrinsic magnet-

ic properties compared to their bulk counterparts.

Results
Synthesis and structure
The clusters are synthetized in the gas phase in the low-energy

cluster-beam deposition (LECBD) regime. Briefly, a pulsed

laser beam is focused on a mixed equiatomic target while a con-

tinuous flow of helium allows the formation of the cluster

beam. After isentropic expansion in vacuum, ionized species

can be size-selected thanks to a quadupolar electrostatic devi-

ator [4].Then, the mass-selected clusters are simultaneously

co-deposited in an ultra-high vacuum (UHV) deposition

chamber, with an independent atomic carbon beam. Notice that

the strong asset of this experimental technique is the possibility

to prepare nearly identical clusters in any matrix, with the possi-

bility to vary the volume concentration of the magnetic phase.

According to the Wulff construction [12], we have been able to

systematically show that our clusters are nanocrystallized and

well-faceted (Figure 2).

In order to avoid magnetic interactions among the NPs, the

samples are prepared with a cluster concentration of less than

1 vol %. Notice that the amorphous carbon matrix is chosen to

protect the sample from oxidation but also to allow vacuum

high-temperature annealing and so to reach the equilibrium

phase without coalescence of the NPs.

To characterise the structure of the clusters by transmission

electron microscopy (TEM), we prepared discontinuous thin
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Figure 2: Stable shape for a face-centred cubic (fcc) truncated octahedron (a) and a body-centred cubic (bcc) rhombic dodecahedron (b) [11].

Figure 3: Size histogram (a), TEM observations (b) and corresponding EDX analysis (c) of annealed mass-selected FeRh nanoparticles with an aver-
age diameter of 4.5 nm. HRTEM images for annealed FeRh nanoparticles with 2 nm in diameter (d).

layers of NPs deposited on an carbon-coated grid and then

capped it with a thin carbon film. We obtained nanoparticles

with selected diameters from 2 to 5 nm, a Gaussian size distri-

bution and a relative dispersion of around 0.15 (Figure 3).

In addition, several nanoparticles were analyzed using EDX

(energy dispersive X-ray analysis) as shown in Figure 3c. In

all cases, the EDX analysis showed no sign of oxidation

of the nanoparticles and a roughly equiatomic composition
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Figure 4: HRTEM images for as-prepared (a) and annealed (b) FeRh nanoparticles with their respective FFT corresponding to fcc (A1) (a) and CsCl-
type (B2) phase (b). Figure 4a is a slightly changed reproduction from [13], copyright 2013 American Physical Society.

for both FeRh and FeCo cluster samples conserved after 2 h

annealing at 500 °C under ultra-high vacuum (UHV) condi-

tions [10,11].

High-resolution TEM (HRTEM) observations on as-prepared

FeRh samples revealed a clear fcc (A1) structure with no sign

of chemical ordering (Figure 4a). In the Figure 3d and

Figure 4b, chemically ordered CsCl-type (B2) nanomagnets

have been clearly evidenced on annealed FeRh NPs as small as

2 nm in diameter.

Even though the CsCl (B2) structure is the equilibrium bulk

structure for equimolar FeCo alloys, it was not possible to

distinguish a chemical ordering by HRTEM for annealed NPs

because the electron density contrast between iron and cobalt is

too low.

Generally, conventional diffraction measurements are used to

determine the degree of chemical ordering in the B2 phase for

equiatomic AB alloys. The B2 structure can be seen as the

imbrication of two simple cubic sub-lattices, each occupied

by either A or B atoms (with A = Fe and B = Rh/Co for

FeRh/FeCo). Indeed, the structure factor is expected to present

two maxima at fA + fB (main reflection, with even h + k + l

value for the sum of Miller indices, as in bcc structures) and at

fA − fB (secondary or superlattice reflection, only for B2 struc-

tures with odd h + k + l values related to the atomic number

difference ΔZAB for X-rays and electrons). The supplementary

reflections (100) and (012) are clearly visible on the FFT of

Figure 4b for annealed FeRh (ΔZFeRh = 19). While in the case

of FeCo alloy, the secondary minima are negligible due to the

small value of the atomic contrast (ΔZFeCo = 1). Because the

nuclear scattering factors for iron and cobalt differ consider-

ably, neutron diffraction is generally preferred over X-ray

diffraction to determine the degree of long-range order in FeCo

alloy [14]. However, neutron diffraction is not applicable for

the low quantities of matter in our samples.

Moreover, at finite size we also have to take into account the

shape factor that enlarges the Bragg–Dirac peak distribution ex-

pected only for infinite crystals. So for both systems, a the

CsCl-type (B2) structure was assumed for the simulations by

using the Debye formula as previously developed on mass-

selected L10 CoPt nanoparticles with truncated-octahedron

shape, as shown in Figure 2a [15]. Figure 5 shows the simu-

lated curves expected for the FeRh and FeCo assemblies of

perfect rhombic dodecahedrons (as in Figure 2b) with different

sizes governed by the number of atoms per edge m (m = 12 cor-

responds to nanoparticles with a size of around 5 nm) [11].

In the case of FeRh nanoparticles (ΔZFeRh = 19), the CsCl-type

(B2) phase signature, in red in Figure 5a, should be identifiable

in our range size for FeRh nanoparticles but progressively

vanishes as the size decreases. While in the case of FeCo, it

should be impossible to extract the superlattice reflection peaks

for small nanoparticles up to m = 12, our largest size.

To go a step further in the investigation of the chemical

ordering in FeCo, we used anomalous X-ray diffraction (AXD)

in order to experimentally overcome the low “Z-contrast” be-

tween Fe and Co. This was achieved by changing the X-ray

wavelength (or photon energy) by using synchrotron radiation

techniques, allowing for chemical selectivity and high photon

flux. Indeed, for X-ray diffraction, the atomic scattering

factor f is a complex number and can be written as follows:

f = f0+ f′(λ) + if″(λ), where f0 ~ Z while f′ and f″ are wave-

length-dependent especially around the absorption edge for

heavy atoms [16]. From Figure 6, we found that a photon
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Figure 5: Simulated X-ray scattering curves for CsCl-type (B2) phase (a) FeRh and (b) FeCo nanoparticles with different sizes [11].

Figure 6: Anomalous scattering f′ and f″ coefficients as a function of photon energy for Fe, Co and Rh elements in the range of Fe and Co K edges.

energy of 7.108 keV just before the Fe K absorption edge gave

a maximum of anomalous contrast for the atomic scattering

factor equal to nine for FeCo, larger than the atomic contrast

(ΔZFeCo = 1).

Thus, mass-selected 5 nm-FeCo nanoparticles were measured

with AXD after annealing at 500 °C for 2 h. The measurements

were performed on the BM02-D2am French CGR beamline at

the ESRF (Grenoble, France) at an X-ray energy fixed at

7.108 keV. The incidence angle was optimized after calibra-

tions so as to have a good compromise between low signal from

the Si substrate and maximum intensity of the Bragg (110)

peak. The Figure 7 shows the measured X-ray scattering where

we can see three peaks which correspond to the main Bragg

peaks common to the B2 and bcc structures.

These three peaks, showing the very good crystallinity of the

annealed FeCo nanoparticles embedded in the carbon matrix,

were isolated and fitted with a Lorentz-type function. Using the

Debye–Scherrer equation [17], the size of the nanoparticles is

estimated based on the width of the scattered peaks:
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Figure 7: Measured X-ray scattering at 7.108 keV on annealed FeCo
nanoparticles with 5 nm in diameter.

where D is the diameter of the nanoparticle, K is a dimension-

less shape factor (approximated as K ≈ 0.9), λ is the X-ray

wavelength, β is the full width at half maximum (FWHM) of

the peak and θ is the Bragg angle. The corresponding values ob-

tained for both the Lorentz fit and the obtained estimated diam-

eters are presented in Table 1.

Table 1: Values obtained for the Scherrer diameter (DScherrer) as well
as the peak position and width for the X-ray scattering spectrum on
annealed FeCo nanoparticles with 5 nm in diameter [11].

peak 2θ (°) FWHM (°) DScherrer (nm)

(110) 50.7 4.83 4.13
(200) 76.1 3.46 6.60
(211) 96.5 5.36 5.04

Averaging the diameter values obtained from the three peaks

we obtain DScherrer = 5.25 nm, which is consistent with the

results obtained from TEM microscopy for our mass-selected

annealed FeCo nanoparticles. But again it was not possible to

find evidence of any superstructure B2 peaks in our largest

FeCo nanoparticles from AXD.

Therefore, we have performed a series of extended X-ray

absorption fine structure (EXAFS) measurements on FeCo sam-

ples, at both Fe and Co K edges, to describe local order at each

atomic site for different cluster sizes. We have had to develop a

specific strategy, more complex than for our previous analysis

in bimetallic clusters [18]. As shown in [11], the B2 phase is

confirmed for the larger FeCo NPs while a detailed study will

be published elsewhere. As a conclusion, the stable B2 chemi-

cal ordering is mainly conserved in both FeRh and FeCo

nanoalloys. In the next section, we report on the magnetic be-

haviour of our nanoalloys.

Magnetic characterization
First, the magnetic properties of Fe-based clusters embedded in

a carbon matrix have been studied by superconducting quan-

tum interference device (SQUID) magnetometry experiments

and simulations [4,19-21].

As illustrated in Figure 8a, the zero-field-cooling (ZFC) and

field-cooling (FC) susceptibility curves show a transition from

the superparamagnetic to the blocked regime for the as-pre-

pared NPs with a maximum ZFC temperature (Tmax). Tmax is

connected to the energy barrier (ΔE = KeffV, with Keff the effec-

tive anisotropy constant and V the magnetic volume) that a

macrospin has to overcome to switch from one stable state to

another one. We use our recently developed accurate “triple fit”

method, where the ZFC/FC susceptibility curves and a high-

temperature magnetization curve are fitted entirely simulta-

neously (Figure 8a). This simultaneous-fit protocol allows us to

determine with good accuracy the parameters of our samples.

Indeed, ZFC, FC and m(H) at high temperature can be

expressed in a system of equations with common parameters,

which are the total number of NPs, the magnetic diameter, the

diameter dispersion, and the effective magnetic anisotropy con-

stant. As demonstrated [21], only one set of parameters can fit

the three curves at the same time. This “triple fit” method thus

reduced the solution range of the different parameters and the

uncertainty on their values. Alternating-current magnetic-

susceptibility and ferromagnetic resonance measurements have

not been used in our case because they are incompatible with

the low quantities of matter in our samples. Then, we verified

that the magnetic interactions are negligible in all our

1%-diluted samples. Based on the Wohlfarth relation [22],

we can define the “well-known” parameter δm [23-25] as

follows:

where DcD(H) is the direct-current demagnetization, mr is the

remanent magnetization and IRM(H) is the isothermal rema-

nent demagnetization.

If there are dipolar interactions in the sample, the Henkel plot

will not be a straight line as provided through the Stoner–Wohl-

farth model. Thus, this deviation in the Henkel plot is related to

the interaction between NPs. We verified this parameter for our

samples and found it to be equal to 0 regardless of the applied

magnetic field (see Figure 8b,c). The magnetization loop and

the IRM curves at 2 K have been simulated with a modified
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Figure 8: (a) ZFC/FC and m(H) experimental data for mass-selected as-prepared FeCo clusters with 4.3 nm in diameter along with their best fits;
(b) IRM experimental data at 2 K with the corresponding biaxial contribution simulation; (c) IRM/DcD and δm curves; (d) hysteresis loop at 2 K along
with the corresponding simulation.

Figure 9: XMCD signal of as-prepared mass-selected FeCo samples at Co L2,3 edge (a) with their corresponding nominal diameter histogram com-
pared to the whole TEM dispersion without selection (b).

Stoner–Wohlfarth model combined with the geometrical ap-

proach of the coherent rotation of magnetization [26]. We intro-

duced a bi-axial contribution to completely describe the effec-

tive magnetic anisotropy energy (MAE) [27]. For all samples,

we have reached a reliable determination of all the magnetic

characteristic parameters such as the magnetic particle diameter

Dm identical to that of the TEM distribution and the normal

evolution of the Keff distribution upon annealing.

In order to obtain the atomic magnetic moments and to corre-

late them to the finite-size effect in nanoalloys, we use XMCD

spectroscopy experiments at each specific Fe and Rh M edge

(respectively the Co L edge), at the “X-Treme” beamline at the

Swiss Light Source for the FeRh sample and at the “DEIMOS”

beamline at the SOLEIL synchrotron for FeCo for various

nanocluster sizes (Figure 9); before and after annealing of the

same sample at both edges (Figure 10 and Figure 11).
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Figure 10: XMCD signals at Fe L2,3 edge (left) and at Rh M2,3 edge (right) measured at 3 K under 5 T before (top) and after annealing (bottom) on
FeRh sample with 2 nm in diameter.

Figure 11: Magnetization curves obtained from XMCD signals measured at 3 K as a function of the applied magnetic field on as-prepared and
annealed FeRh sample with 2 nm in diameter at Fe L3 edge (left) and only after annealing at Rh M3 edge (right).
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In the following section, we discuss the main results concern-

ing the magnetic behaviour of the different samples. Notice that

the MAE is mainly determined by semi-analytical models of all

the SQUID magnetizations curves and that the spin and angular

magnetic moments measured from XMCD are reached by using

the sum rules [28,29].

Discussion
At first, it is to notice that FeRh and FeCo samples are all ferro-

magnetic at low temperatures. In contrast to the anti-ferromag-

netic order expected for the B2 phase in the bulk FeRh phase

diagram (Figure 1a), we obtained the experimental persistence

of high ferromagnetic magnetization down to 3 K for size-

selected chemically ordered B2-like FeRh nanocrystals up to

5 nm in diameter. In particular, magnetic measurements on

annealed 3.3 nm FeRh samples, have demonstrated ferromag-

netic alignment of Fe and Rh at low temperatures with respec-

tive values of 3μB and 1μB [13]. The ferromagnetic order in-

creases slightly for smaller nanoparticles as confirmed from

XMCD measurements on annealed 2 nm FeRh (see Figure 10).

It should be noted that the total magnetic moment of Rh which

is expected to be non-magnetic in bulk, increases up to 1.5μB in

2 nm FeRh sample (see Figure 11). While it has long been

known that the bcc FeRh unit cell volume expands upon trans-

forming to the FM order [30], we use EXAFS experiments to

determine the local iron environment before and after

annealing. From a quantitative FEFFIT analysis at the Fe K

edge on FeRh nanoparticle, we confirmed the systematic transi-

tion upon annealing from the chemically disordered fcc (A1)

phase to the ordered CsCl-type (B2) structure for 3 nm FeRh

clusters assemblies embedded in a carbon matrix [13]. In the

latter case, the unit cell size has been found compatible with

those of B2 FeRh bulk material with a Debye–Waller (DW)

factor decreasing with chemical ordering. However, possibly

due to relaxation effects at the nanoscale (as already observed in

CoPt nanoalloys [31]), the DW parameter is still large upon

annealing. This does not allow a perfect crystal with a homoge-

neous B2 structure, which would be expected to exhibit AFM

magnetic order as in the bulk phase.

For FeCo, Tmax is in the range of 10–50 K for as-prepared FeCo

samples and increases upon annealing especially for larger mag-

netic diameters (D > 4 nm) in relation with a slight enhance-

ment of Keff [11]. For smaller sizes, MAE is rather constant

(with Keff ≈ 130 kJ/m3 as in FeRh NPs [10]). This is in agree-

ment with the fact that MAE in NPs is dominated by the effect

of additional facets with a large ωK dispersion increasing with

the number of possible chemical arrangements [32].

Contrary to what is expected for free 3D transition metal clus-

ters [33] the magnetic signal of FeCo clusters increases with

size for as-prepared and annealed FeCo clusters embedded in a

carbon matrix. Moreover, the reduced magnetic moments in the

FeCo nanoparticles, which could be due to the formation of a

non-collinear structure at the interface with the matrix [34]

remains below the threshold of 50% of the bulk average mag-

netic moment per atom. From a qualitative overview of the

measured data on the annealed samples, we generally observed

an enhancement of the spin and orbital moments at the Co L

edge for the FeCo systems as expected for chemically ordered

phase and metastable interface carbon demixing as observed in

pure Co clusters [18]. Contrarily, at the Fe-L edge, especially

for small size, the reduction of magnetic moment is probably

related to a progression of non-magnetic stable iron carbide

upon annealing. Further systematic analysis will be published in

a near future on collected data on FeCo as well as both Fe and

Co reference samples prepared by MS-LECBD [11].

Conclusion
As a conclusion, we have obtained completely opposite thermal

evolutions for the magnetic moments in CsCl-type (B2) chemi-

cally ordered FeRh and FeCo nanocrystal assemblies prepared

by MS-LECBD. We have previously calculated that a Fe-based

nanoparticle ranging from 2 to 5 nm in diameter (a few 100 to

6000 atoms per cluster) count, respectively, from 60% to 25%

of the atoms at the interface between metallic atom cluster and

carbon matrix atoms [10,11].

So on the one hand, because of the low chemical affinity of

FeRh for carbon in the surrounding matrix, we have a strong

proportion of relaxed first-neighbour distances at the surface of

clusters in favour of FM order at low temperatures with uncom-

pensated spins in the small FeRh nanoalloy, incompatible with

AFM order at finite size. We are now preparing by the same

MS LECBD technique, CsCl-type (B2) chemically ordered

FeRh nanoparticles larger than 5 nm in diameter embedded in

such inert carbon matrix, in order to determine the transition

size for the temperature-dependent transition between FM to

bulk-like AFM order.

On the other hand, even if some theoretical papers [35] predict

that bulk FeCo alloys doped by carbon can lead to an enhanced

magnetocrystalline anisotropy energy of up to 0.75 MJ/m3 by

conserving 70% of the FeCo average magnetic moment per

atom, we have shown that for FeCo nanoalloys in carbon envi-

ronment especially for sizes smaller than 4 nm in diameter, the

drawback of carbide formation is in competition with the

benefit of tetragonal distortion expected for improving their

magnetic properties. In this case, we have shown that the chem-

ical reactivity of FeCo clusters with their environment can

profoundly affects their structure and magnetic properties in

complete contradiction with thermodynamic predictions [36].
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More generally, the binary phase diagram and Néel/Curie tem-

perature interplay, observed in bulk materials, still complicate

the predictions of the size-dependent phase diagrams and mag-

netic behaviour in nanoalloys.
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Abstract
Phosphoric acid is an inorganic acid used for producing graphene sheets by delaminating graphite in (electro-)chemical baths. The

observed phenomenology during the electrochemical treatment in phosphoric acid solution is partially different from other acidic

solutions, such as sulfuric and perchloric acid solutions, where the graphite surface mainly forms blisters. In fact, the graphite sur-

face is covered by a thin layer of modified (oxidized) material that can be observed when an electrochemical potential is swept in

the anodic current regime. We characterize this particular surface evolution by means of a combined electrochemical, atomic force

microscopy and Raman spectroscopy investigation.

1878

Introduction
Sulfuric (H2SO4), perchloric (HClO4) and phosphoric (H3PO4)

acid in aqueous solutions have been used traditionally for the

intercalation of anions in graphite in order to produce graphene

[1]. At a given electrochemical potential, suitably defined for a

given acid, the layer–layer interaction in the graphene crystal is

reduced, facilitating a delamination. In general, after the electro-

chemical (EC) treatment, graphite is carefully ultrasonicated to

ease the exfoliation process. After that single- or multi-layer

graphene sheets with a size of about 1 μm can be retrieved from

the electrochemical bath. The electronic and mechanical proper-

ties of the graphene sheets [1-6] and the main characteristics of

the graphite crystals subjected to EC delamination [6,7] have

been studied extensively. This allows one to shed light on the

correlation between the modifications induced on the graphite

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:rossella.yivlialin@polimi.it
https://doi.org/10.3762%2Fbjnano.7.180
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Figure 1: CV in H3PO4 at different EC potential ranges (scan rate = 150 mV/s). a) First (continuous line) and second (dash-dotted line) scan from
0.3 V to 1.6 V. b) First (continuous line) and second (dash-dotted line) scan from 0.3 V to −1.6 V. c) extended CV from −1.6 V to 1.6 V; the dashed
lines mark the original position of the anodic and cathodic peaks.

crystal and the structure of the exfoliated graphene sheets.

H2SO4 produces blisters at the micrometer scale, i.e., local

swellings of the surface caused by the production of gases (O2,

CO and/or CO2) due to the oxidation processes occurring at

high anodic potentials [7]. At the nanometer scale, protrusions

have been observed together with an increase of the surface

roughness caused by graphite oxidation [7,8]. HClO4 solutions

show a similar phenomenology during intercalation of anions

[7]. In particular, the evolution of blisters as a function of time

has been analyzed in the past [9,10], supporting the theoretical

model proposed by Murray [11]. H3PO4 is another solvent that

allows for successful graphite exfoliation, as reported quite

recently [12,13]. However, a detailed analysis of the surface

modification of a graphite crystal subjected to EC processes in

phosphoric acid solution is still missing. In a recent work [7],

we have shown that the EC characterization of the system, i.e.,

the cyclic-voltammetry (CV) curve, presents a single feature

during the first EC potential sweep, but it disappears during the

second scan. On the other hand, EC atomic force microscopy

(EC-AFM) measurements, performed in situ in the EC cell,

reveal a significant increase of the surface roughness. This

result suggests that, despite of the good graphite delamination

yield, the microscopic processes occurring at the solid–liquid

interface could be different from those described in the case of

H2SO4 and HClO4 solutions.

In this paper, we focus our investigation on the processes occur-

ring at the graphite surface during EC treatment in H3PO4, by

using both (EC-)AFM (ex situ and in situ) and Raman spectros-

copy (ex situ). A correlation between the observed morphology

and spectroscopic properties of the surface helps to clarify the

effects of phosphoric acid on graphite.

Results and Discussion
Graphite acts as working electrode (WE) in the EC cell (see Ex-

perimental section for further information). The EC potential is

initially fixed at about +0.3 V with respect to the Pt reference

electrode (RE). At this potential, the current flowing through

the WE is negligible and EC processes do not occur. When the

EC potential is swept towards more positive values, the anodic

current increases and a clear feature in the cyclic voltammetry

(CV) curve is observed at about +1.48 V (Figure 1a), indicating

that a charge transfer process is activated at the graphite elec-

trode.

Interestingly, no CV peaks are observed during the second

anodic sweep, despite the fact that an enhancement of the oxi-

dation current is always measured. A similar behavior is ob-

served when the CV is confined in the negative EC potential

range (see Figure 1b). If the CV is extended from negative to

positive EC potentials, both the anodic (in the positive potential

range) and cathodic (in the negative potential range) peaks are

visible, suggesting that these two EC processes are coupled.

The positions of the anodic (at 1.48 V in panel a) and cathodic

peak (at −1.25 V in panel b) change when the CV is acquired on

the whole range from negative to positive EC potentials. In this
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Figure 2: Optical microscopy image (magnification 50×) acquired ex situ on a) pristine graphite and b) graphite after 15 CVs from 0.3 to 1.6 V. Three
different areas are observed: a) a thick brown film is recognized, b) a thinner region of the film where interference fringes are clearly visible, C) areas
where no modifications can be observed.

case, see panel c, the anodic feature is placed at about 1.40 V,

while the cathodic peak is at −0.75 V suggesting that the pro-

cesses require a lower activation energy.

Aiming at a first investigation of the sample by optical micros-

copy, we confined the CV in the positive EC energy range

(from 0.3 V to 1.6 V), where oxidation phenomena occur (in

close comparison with the case of sulfuric and perchloric solu-

tions [7]). We also cycled graphite fifteen times to enhance the

peculiar surface changes induced by the phosphoric acid solu-

tion. Optical microscopy reveals an irregular surface, where

three main regions can be identified (Figure 2). The majority of

the surface is covered by an apparently thick brown film (label

A in Figure 2).

Between these A-areas, we observe characteristic interference

fringes (B-regions), which suggests that a thinner film is grown

there with respect to the darker A-regions. Considering that

(1) the EC process induces an oxidation of the graphite surface

(anodic currents), (2) the refractive index of graphene oxide is

about 1.85 [14,15] and that (3) the light used to acquire the

image reported in Figure 2 is in the visible range, it is possible

to roughly estimate that the film thickness in the B-areas is of

the order of hundreds of nanometers. From this initial optical

analysis of the sample, areas labeled as C seem not to be

affected by any surface modification.

A deeper morphological analysis has been conducted on the

same regions by ex situ AFM experiments. Figure 3a shows that

the A-area, where the modified film is unquestionably present,

is characterized by a high surface roughness (Rq = 0.3 nm from

AFM analysis, which is about five times higher than character-

istic mean square root values measured on pristine graphite),

conversely to what is observed when sulfuric and perchloric

acids are used in the electrolytic solutions. In the latter cases,

(nano-)protrusion and blisters characterize the graphite surface

after the EC intercalation [7].

Figure 3: AFM topography images of the HOPG surface after the acti-
vation of the electrochemical process in H3PO4 described in the text.
a) Characteristic topography image acquired over the A-region (see
text for details), after positioning the AFM tip with the help of a CCD
camera. The dotted line highlights the area covered by a rough film. At
the bottom of the image, part of a blister is visible; b) characteristic to-
pography image acquired over the C-region (see text for details).

Nevertheless, some blisters, randomly distributed on the sur-

face, also occur after the treatment with H3PO4 acid, as shown

in Figure 3a. No differences are observed between A- and



Beilstein J. Nanotechnol. 2016, 7, 1878–1884.

1881

B-areas by AFM. C-areas (see panel b) seem to be not affected

by the presence of a surface film, but the surface is far from

being clean, appearing seriously damaged and dusty.

To get further insight, we succeeded in following in situ the

graphite degradation in these regions during the EC treatment

by means of an EC-AFM. Figure 4 compares the surface topog-

raphy before (panel a) and after (panel b) a single EC potential

sweep in the positive potential range. The graphite steps are

eroded during the EC process as well as the terraces, suggesting

the occurrence of graphite dissolution at these high EC poten-

tials.

Figure 4: AFM topography images of the HOPG surface a) before EC
treatment in phosphoric acid and b) after a single EC potential sweep
in the positive energy range. The surface is damaged and eroded
because of the EC process. The arrows help to recognize the original
graphite step.

Turning back to the A- and B-areas, a chemical/structural analy-

sis of the film surface requires a spectroscopic characterization

carried out by Raman. Hence, we recorded ex situ several

micro-Raman spectra with different excitation wavelengths to

get information about the different regions of the sample. We

analyzed the HOPG sample after fifteen CV cycles in the posi-

tive potentials range (see Figure 1a), focusing the 457.9 nm

laser at the A, B and C regions. The four spectra compared in

Figure 5 are representative of the pristine HOPG and of the A-,

B-, C-regions displayed in Figure 2.

Similar observations can be made, independently on the excita-

tion energy adopted. Indeed, spectra recorded with 632.8 nm

and 784.5 nm excitations show a qualitative behavior similar to

that observed with 457.9 nm excitation and are not reported in

Figure 5. The three different analyzed regions display the

typical spectral pattern of graphitic materials characterized by

structural disorder [16-18], showing Raman features in the

G-band region (1570–1650 cm−1), in the D-band region

(1250–1400 cm−1) and several features belonging to the

second-order Raman spectrum. However, the intensity pattern

and/or band shapes are different in the three regions analyzed,

in particular:

Figure 5: Raman spectra (excitation wavelength of 457.9 nm) of the
HOPG sample subjected to 15 CV cycles in the range from +0.3 V to
+1.6 V (see Figure 1a). From the top: spectrum of region A (red line);
region B (blue line); region C (magenta line). The Raman spectrum
drawn with the black line has been taken from a region of the sample
not affected by the EC process and it can be considered as a repre-
sentative reference spectrum of the pristine material (HOPG).

• In the spectra of the A-region the D band dominates and,

close to the sharp G line at 1582 cm−1 typical of HOPG,

a rather strong and broad new component appears (here-

after referred as G* band) at higher Raman shifts.

• Similar features can be observed in the B-region. How-

ever, in this case both the D line and the G* components

are less pronounced than in the A-region. Moreover, an

additional new line is observed at 913 cm−1. In analogy

to the experimental findings reported in [19], this line

may be tentatively assigned to Raman modes character-

istic of a hydrogen bonded network involving phospho-

ric acid, its anions and water molecules adsorbed on the

graphite surface.

• The C-region, which displays an optically smooth sur-

face, has a remarkably different spectrum, with a strong

G line and weak D and G* bands.

The above observations clearly indicate that the signals ob-

served in the spectra originate: i) from a complex disordered

material made by several components, differently modified by

the EC process and ii) from coexisting pristine HOPG. Hence,

the results from Raman experiments can be better discussed by

subtracting the spectrum of pristine HOPG from the spectra of

the A-, B-, and C-regions (Figure 6). This was done by means

of the standard procedure for spectral subtraction. The differ-

ence spectra have been obtained by suitably weighting the

spectrum of the pristine HOPG, in such a way that the sharp G

line assigned to the HOPG phase disappears (optimal compen-

sation).
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Figure 6: Spectral subtraction of the spectrum of the pristine HOPG
from the Raman spectra of: A-region (red line), B-region (blue line) and
C-region (green line) (see also Figure 5). Excitation at 457.9 nm.

The difference Raman spectra of regions A and B (Figure 6) are

characterized by a very strong D feature at 1366 cm−1 and by

the broad G* feature with a maximum at 1604 cm−1. This is

blue-shifted by 22 cm−1 with respect to the G line of HOPG.

Moreover, also the sharp 2D feature at 2750 cm−1 typical of

HOPG turns out to be fully compensated by the subtraction pro-

cedure. However, after subtraction we still observe other

second-order features, which are commonly found in disor-

dered carbon materials or graphene molecules [20]. The Raman

features of the disordered phase show remarkable analogies to

the Raman spectra of samples of graphene oxides subjected to

chemical reduction [21]. This analogy suggests that the materi-

al formed at the graphite surface is the result of the EC oxida-

tion of graphene sheets, possibly followed by partial reduction.

Interestingly, the difference Raman spectrum of the B-region is

practically superimposable to that of the A-region, with the only

exception of the sharp feature at 913 cm−1.

We report in Figure 7 the difference Raman spectra of the

A-region obtained with the same procedure described above but

at different excitation wavelengths. It is evident that modified

graphitic species contribute to the spectra of Figure 7, indepen-

dently of the chosen excitation wavelength. The position of the

D line progressively red-shifts with increasing the laser wave-

length, as usual in graphitic materials [16,22]. The observed be-

havior is often interpreted in the framework of the double reso-

nance theory [23], firstly developed for the interpretation of the

frequency dispersion observed in multi-wavelength Raman

spectra of microcrystalline graphite [22]. However, the sample

under investigation contains chemically modified material,

probably consisting in a mixture of different, variously defected

sp2-hybridized layers. In this case the observed frequency

dispersion of the D line should be rationalized as the conse-

quence of the Raman response of graphitic domains of different

size/perfection, which is selectively intensified by resonance

effects [18,24,25].

Figure 7: Spectral subtraction of the spectrum of the pristine graphite
from the Raman spectra of the A region. From top to bottom: Raman
excitation at 784.5 nm (black line), 632.8 nm (red line) and 457.9 nm
(blue line). The D peak shows a dispersion of 44 cm−1/eV, similar to
that observed in microcrystalline graphite [19,22].

We may thus conclude that the A- and B-regions consist of a

strongly modified graphitic component, which forms the highly

rough surface measured with AFM. This film is grown on the

HOPG surface, which is simultaneously probed by Raman spec-

troscopy. Notice that the difference spectra reported in Figure 6

are normalized, while comparing A with B in Figure 5 shows

that the contribution of the disordered phase is lower in B. The

last observation supports the idea that the modified film is

thinner in the B-region, also in agreement with the interference

fringes observed in optical microscopy (Figure 2).

A completely different result is obtained by subtracting the

reference pristine HOPG spectrum from the Raman spectrum

recorded over the optically smooth C-region (Figure 6). In this

case a very sharp component of the G line persists, close to the

characteristic line of HOPG, but red-shifted by 4 cm−1. On the

high frequency wing of this G line a rather complex G* feature

appears, which does not correspond to the G* band observed

over the regions A and B. This feature could be ascribed to

some ion intercalation process, by analogy with Raman spectra

reported in the literature [26,27]. However, HOPG samples

affected by ions intercalation usually show very sharp charac-

teristic lines in the G band region, whose peak position can be

correlated to the intercalation stage [26,27], while in this case

we observe a broad and structured feature with a peak at about

1622 cm−1. Alternatively, we may interpret this spectral feature

as partially exfoliated graphene sheets, characterized by struc-

tural defects as edges and/or holes. These two hypotheses
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should be carefully validated by further experiments carried out

in different CV regimes and cycling.

Conclusion
The effect of phosphoric acid solution (2 M) on the surface of

HOPG submerged in an EC bath has been studied by conven-

tional cyclic voltammetry (CV). The EC characterization

reveals the presence of both anodic and cathodic peaks at

1.48 V and −1.25 V, respectively. The crystal oxidation process,

generally exploited for graphite delamination, occurs in the pos-

itive potential range (anodic). Optical microscopy investigation

reveals the presence of a thick layer deposited on the surface.

The topographic analysis of this film has been performed ex situ

by means of AFM, while the changes induced by phosphoric

acid on the surface of graphite, during the very first stages of

the EC treatment, have been monitored in situ by an EC-AFM,

which reveals a clear erosion of the surface as a consequence of

the high anodic potentials used in the cycle.

A detailed ex situ Raman analysis with three different excita-

tion energies has been carried out on a HOPG sample after

fifteen CV cycles in the anodic region. The Raman results

corroborate the conclusions derived from the inspection of the

sample with optical microscopy and AFM topography. A- and

B-regions consist of pristine HOPG material co-existing with a

surface layer of highly modified and disordered graphitic phase.

The Raman spectra suggest that the disordered component is

less abundant over the B-region, where optical microscopy indi-

cates a thinner modified surface layer. The C-region is compati-

ble with incipient anion intercalation and/or exfoliation of small

graphene sheets. However, a wider EC-AFM/Raman analysis

on samples subjected to different CV treatments is required in

order to definitely assess the ability of phosphoric acid to give

HOPG intercalation, especially in relation with the exfoliation

mechanism.

Experimental
Sample and electrochemistry
As working electrode (WE) Z-grade highly oriented pyrolytic

graphite (HOPG, 10 × 10 mm2, Optigraph©) crystal is used

inside a three-electrode electrochemical cell. The graphite is

exfoliated by an adhesive tape along an edge of the sample. The

2 M H3PO4 solution has been purified by bubbling Ar gas

(5.0 grade pure) inside a separator funnel for several days. A Pt

wire is used both as counter electrode (CE) and reference elec-

trode (RE). Further information on Pt electrodes is reported in

[7].

After the electrochemical treatment, the sample is dried under

pure nitrogen (N2 5.5 grade) for several seconds. The nitrogen

flux is directed perpendicularly to the sample surface. The N2

vessel outlet is set to 0.25 bar above the atmospheric pressure.

Following this procedure, we always recognize three morpho-

logical regions (labeled as A, B and C) on the HOPG surface by

optical microscopy.

Optical microscopy analysis
An Olympus© BX41 optical microscope is used to characterize

different areas of the sample after the intercalation process. The

sample was removed from the EC cell, dried with nitrogen and

placed below the microscope.

Electrochemical atomic force microscopy (EC-AFM)
A commercial (Keysight© 5500 apparatus) AFM is used in

these experiments in air and in the electrochemical cell (EC-

AFM). The EC-cell is placed on the WE, where a Viton O-ring

ensures the seal of the acid solution. The EC-cell and the AFM

can be placed inside a protected Ar environment to avoid a

progressive degradation of the solution. AFM images are

collected in contact mode.

Raman spectroscopy
Raman spectra were recorded with a Jobin Yvon Labram

HR800 Raman spectrometer coupled with an Olympus BX41

microscope. Spectra were acquired in backscattering geometry

using a 50× objective with different excitation lines (457.9 nm

Ar+ laser, 632.8 nm He–Ne laser, 784.5 nm diode laser).
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Abstract
In this work we present a novel route to produce a graphene-based film on a polymer substrate. A transparent graphite colloidal

suspension was applied to a slat of poly(methyl methacrylate) (PMMA). The good adhesion to the PMMA surface, combined with

the shear stress, allows a uniform and continuous spreading of the graphite nanocrystals, resulting in a very uniform graphene

multilayer coating on the substrate surface. The fabrication process is simple and yields thin coatings characterized by high optical

transparency and large electrical piezoresitivity. Such properties envisage potential applications of this polymer-supported coating

for use in strain sensing. The electrical and mechanical properties of these PMMA/graphene coatings were characterized by bending

tests. The electrical transport was investigated as a function of the applied stress. The structural and strain properties of the polymer

composite material were studied under stress by infrared thermography and micro-Raman spectroscopy.

21

Introduction
Many materials have been proposed for strain sensing applica-

tions including metals, silicon, carbon nanotubes and graphene.

The unique thermal, mechanical and electrical properties of

graphene [1] have inspired new and appealing applications in

different fields. Its exceptional mechanical robustness and

ability to withstand elastic strain (up to 25% for tensile in-plane
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stretching) make this material interesting for use in advanced

technological systems subjected to critical stresses and oper-

ating in harsh environments. The large piezoresitivity of

graphene is attributed to the charge tunneling mechanism occur-

ring between neighboring platelets, and it critically depends on

the composition, density and interconnection properties of the

graphene components [2]. Polymers have been used as sub-

strates to support strips of strain sensing components to make a

flexible strain gauge. These compounds have received signifi-

cant interest not only for their high sensibility and tunability,

but also for the potential for gauging strain that they offer in

several biological systems. A highly stretchable and sensitive

strain sensor based on reduced graphene oxide or graphene on

polymer were also recently reported [3].

In this work we describe a simple and direct fabrication process

based on a new micrographite colloidal suspension to produce

thin coatings with large electrical piezoresitivity. When applied

to a slat of poly(methyl methacrylate) (PMMA), the adhesion to

the PMMA surface, combined with the shear stress, allowed for

the uniform and continuous spreading of the graphite nanocrys-

tals on the substrate surface with formation of a very uniform

graphene multilayer coating.

The electrical response to the mechanical deformation of a

strain sensor is generally quantified by the gauge factor (GF),

that is, the ratio of the relative change in electrical resistance, R,

to the mechanical strain, ε, namely the GF is given as ΔR/(εR0),

where R0 is the unstrained resistance. The values of GF for

graphene range from 1.9–2.4 [2,3]. The GF has been consider-

ably improved by using instead of single graphene layers, self-

assembled arrays of nanostructures based on graphene, such as

carbon nanotubes [4,5] or graphene nanoplatelets [6-8]. The

values of GF on the order of 100 or larger can be obtained in

these systems, approaching and in some cases exceeding the

value 200, which constitutes the maximum achievable perfor-

mance of silicon-based sensors.

The electrical resistance and mechanical properties of

the graphene-coated PMMA slat were investigated by

current–voltage (I–V) measurements and micro-Raman spec-

troscopy (μ-RS) during bending tests. Moreover, infrared ther-

mographic technique (IRT) was used to assess the sensitivity of

the PMMA/graphene slats to bending deformation.

Experimental
The graphite used for this strain sensor was prepared according

to [9,10] as follows. Expandable graphite flakes (Faima S.r.l.,

Milano, Italy) were subjected to a thermal shock at 750 °C for

3 min in a muffle furnace to produce expanded graphite. The

expanded graphite filaments were converted to nanostructured

graphite by ultrasonic treatment in acetone, using a horn soni-

cator (Bandelin Sonopuls, model UW2200, 20 kHz, 200 W,

Berlin, Germany). The suspension (800 mL) was sonicated for

30 min in a glass cylindrical beaker at room temperature (the

beaker was placed in a refrigeration bath). The final product

was a concentrated colloidal suspension (the nanostructured

graphite concentration in this paste was ≈33 g/dm3), which was

dried in air at room temperature to give the nanostructured

graphite powder. Then a concentrated nanostructured graphite

colloid was prepared by accurately dispersing the graphite in

ethanol (Sigma-Aldrich, 99.9%) under sonication. The nano-

structured graphite colloid was gently rubbed on the surface of a

slat of PMMA, by hand, using a low-density polyethylene

(LDPE) film to achieve a very uniform coating of the substrate

surface. The adhesion to the PMMA surface, combined with the

applied shear stress, allowed a uniform and continuous

spreading of the graphite nanocrystals on the substrate surface

with formation of a very uniform graphene multilayer coating.

The obtained PMMA slats coated by this very thin and opti-

cally transparent layer of graphene were rinsed in acetone and

dried in air at room temperature.

The graphene compound layer on the top of the PMMA surface

is clearly visible in the images of Figure 1, obtained by scan-

ning electron microscopy (SEM) of the slat section. A 0.5 μm

thick layer drapes over the PMMA surface (Figure 1a). At high

magnification, the granular nature of the coating is evinced

from the waviness of the slat surface at the neighboring frac-

ture edge (Figure 1b).

Figure 1: (a) SEM images of the slat section of the graphene/PMMA
interface; (b) SEM image of the graphene surface at high magnifica-
tion.

The bending stress was applied to the sample by tuning a screw

located on one side of the specimen as reported in Figure 2. In

this way the quasi-static loading was applied perpendicular to

the sample surface as a function of bending. A sketch of the

sample under test is reported in Figure 2a.
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Figure 2: (a) Sketch of the setup used for bending tests; F represents the force produced by the screw S used to apply the bending stress and f is the
vertical displacement of the sample surface from the horizontal position. (b) Schematic view of the geometry of the sample under test. The sample
dimensions are: 150 × 20 × 3 mm.

An estimate of the applied load during the bending test can been

obtained by using the follow relation [11]:

(1)

where f is the displacement induced by the applied force F. E is

the Young modulus and Ics the moment of inertia of the cross

section. The lengths l and b are defined in Figure 2.

In our case a force of 6 N is enough to induce a slat deflection f

= 10 mm, that corresponds to the maximum bending of the slat

during the experiment. The force F was estimated by assuming

E = 3.8 GPa for the Young’s modulus value of PMMA [12],

and a moment of inertia Ics = wh3/12, where w = 0.02 m and

h = 3 × 10 −3 m are the width and thickness of PMMA/graphene

sample, respectively, and l = b = 75 mm.

The upside surface of the PMMA/graphene material was moni-

tored with an infrared camera (Flir ThermaCam, SC6000),

equipped with a quantum well infrared photon detector working

in the 8–9 μm infrared band cooled at 70 K by a Stirling cooler,

a noise equivalent differential temperature <35 mK, spatial

resolution of 640 × 512 pixels (full frame) with pixel size

25 × 25 μm. In the present application, thermal images in time

sequence at 60 Hz were collected and after were subjected to

postprocessing procedures [13].

Firstly, to account for thermal changes with respect to the

ambient temperature, the first image (t = 0) of the sequence

(i.e., the temperature of the unloaded specimen surface) was

subtracted from each subsequent image in order to determine a

map of temperature variations:

(2)

where i and j are the pixel indices (1 ≤ i ≤ 240; 1 ≤ j ≤ 320).

Therefore, a time sequence of ΔT(i,j,t) images are created.

These images are further analyzed to bring out information on

the temperature variations along the specimen surface and to

provide structural analysis of the material under investigation.

Infrared thermographic tests (IRT) were carried out on the

PMMA/graphene coatings and compared to the IRT measure-

ments performed on the various composite polymer-based

systems. A sketch of the setup for the thermographic measure-

ments is shown in Figure 3.

Figure 3: Sketch of the setup used for the thermographic analysis of
the PMMA/nanocomposite sample.

The composites under test include: glass-reinforced plastic

(GRP), nanocomposites, and PMMA. The nanocomposite sam-

ple is made using an epoxy resin EC01 and filled with multi-

walled carbon nanotubes (MWCNT) provided by Nanocyl with

a purity grade >95% with an average diameter ≈10 nm and an

average length of 1.5 μm. Further details on the nanocomposite

fabrication are reported elsewhere [14,15]. The electric trans-

port measurements have been carried out under unload and

maximum load conditions. For this purpose a two-probe config-

uration based on a picoammeter (Keithley, 6487) has been used

to measure the current−voltage (I−V) curves between the elec-

trodes located on A1 and A2 areas, as shown in Figure 4.
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Figure 4: Sketch of the top view of the sample; A1, A2 are the
(10 × 10 mm) areas on the sample monitored by the infrared camera
during the bending tests. The positions of the voltage (V+, V−) and cur-
rent (I+, I−) probes are indicated.

The same setup was used to monitor time changes of the cur-

rent for F = 0 and F = 6.9 N. Structural deformation of

graphene induced by bending the PMMA slat has been investi-

gated by means of micro-Raman Spectroscopy (μ-RS). The

μ-RS measurements were performed by using a Jobin-Yvon

system from Horiba ISA, with a TriAx 180 monochromater,

equipped with a liquid nitrogen-cooled charge-coupled detector.

The grating with 1800 grooves/mm allows for a final spectral

resolution of 4 cm−1. The spectra were recorded in air at room

temperature using a 17 mW He–Ne (λ = 632.8 nm) laser source.

The laser light was focused to a 10 μm spot size on the samples

through an Olympus confocal microscope with a 50× optical

objective.

Results and Discussion
During the bending stress cycles between unload and maximum

load conditions, the temperature variation on the sample sur-

face is measured by the IRT technique over a surface area of

(10 × 10 mm) as illustrated by A1 and A2 in Figure 3. It can be

seen that the maximum change in temperature occurs for the

area A1 at the edge of the slat where the force is applied. As

already observed in previous work [14], the temperature varia-

tion correlates well with strain modifications: the increase or

decrease in ΔT depends on the sign of strain.

Indeed, using the thermoelastic effect [16,17] under reversible

and adiabatic conditions (i.e., in the elastic regime and

neglecting heat transfer within the body and to the

environment), for isotropic materials, it is possible to relate the

temperature change ΔT to the amplitude variation of mean

applied stress Δσ (pressure) by the simple relation ΔT = −ΓTασ

where T is the absolute temperature of the sample, Γ is the

material thermoelastic constant, given by Γ = α/ρcp where α

is the thermal expansion coefficient, ρ the density and cp the

specific heat at constant pressure. For graphene we obtain

ΓTα = 0.19 GPa−1 at room temperature (Tα = 300 K) using the

thermal expansion coefficient α = −3 × 10−6 K−1 [18],

ρ = 2.25 × 103 Kg m−3 and cp = 2.125 × 103 J·kg−1·K−1 [19].

The negative sign of the thermal expansion coefficient implies

that subjecting the graphene slat to positive dilatation (traction)

results in heating whereas a compression gives rise to cooling of

the sample. The maximum value of temperature change ob-

served (ΔT ≈ 0.1 °C) corresponds to a maximum value of

applied stress Δσ of about 0.53 GPa. Accordingly, we obtain

Δε/Δσ ≈ 0.28% GPa−1 which turns out to be about 0.1% higher

than the value reported in [18], probably because of the soft-

ening of the PMMA/graphene compound with respect to pure

graphene.

In the Figure 5 the maximum temperature variation ΔT for

several composites is reported. Here, the different thermal be-

havior of the new material measured by the IRT technique is

shown. The carbon nanotubes (CNTs) can be used as a filler in

the polymer composite system to obtain ultralight structural ma-

terials (nanocomposites) with enhanced electrical, thermal and

optical characteristics. Glass-reinforced plastic (GRP) is used

for the realization of the components for use in the automotive

and aerospace industry.

Figure 5: Comparison of the IRT temperature changes. The measure-
ments were performed on various composite materials.

Thermographic measurements were carried out across the area

A1 (see Figure 3) in the same experimental conditions as those

of PMMA/graphene composite. Noticeably, the change in tem-

perature of the graphene/PMMA sample is higher than that of

the other considered functional materials, indicating a larger

sensitivity of the graphene-based composite in terms of temper-

ature response to external stimulus. In particular, the graphene-

coated PMMA substrate exhibits higher temperature changes

compared to that of PMMA substrate alone, and a lower ther-

mal noise, as shown in the Figure 5. It is interesting to stress

here that this result is obtained on a graphene/PMMA sample
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Figure 8: Schematic view of strain induced degenerate vibrational modes E2g shown on the left. The uniaxial strain is directed along the x axis. The
graphene lattice is turned with respect to the x axis at angle φS. On the right, the Raman spectrum of the PMMA/graphene sample is shown as
measured (a) and after subtraction of PMMA Raman components (b).

where the graphene layer is about 1 μm thick. This behavior can

be ascribed to the high thermal conductivity of graphene com-

pared to the other materials reported in Figure 5.

The effect of the bending on the electrical properties of

the PMMA/graphene compound were investigated by

measuring the current–voltage (I–V) using the electrical connec-

tion shown Figure 4. The measurement was performed in pres-

ence of a voltage of 5 V. Figure 6 reports the results of the cur-

rent–voltage measurements of the PMMA/graphene sample

with and without tensile stress.

Figure 6: Electrical current variation due to the mechanical stress as
measured on a PMMA/graphene sample.

Noteworthy, the graphene/PMMA sample exhibits a good

Ohmic behavior with a linear increase in electrical resistance to

value of about 0.3 MΩ upon application of load up to F = 6.9 N.

The time dependence of the electrical resistance of the PMMA/

graphene sample during loading cycles for a fixed voltage bias

V = 5 V is shown in Figure 7. The cycle was performed be-

tween unload (F = 0) and maximum load (F = 6.9 N) condi-

tions. Even after several cycles between the unload and loaded

state, the electrical resistance value show no hysteretic effect,

i.e., the PMMA/graphene does not store stress and the

maximum load implemented can be considered as a reversible

stress condition.

Figure 7: Time dependence of the electrical current for PMMA/
graphene. A constant voltage bias V = 5 V is applied to the sample
while the applied force varies cyclically between unload (F = 0 N) and
load (F = 6.9 N).

In order to evaluate the microscopic effect of applied stress on

sample micro-Raman spectroscopy (μ-RS) has been performed

in the region A2 (see Figure 4) during the bending test. The

Raman spectrum of the PMMA/graphene structure at rest (i.e.,

without applied force) is displayed in Figure 8. The Raman

spectrum exhibits many peaks, mainly due to the presence of
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the polymer substrate. The Raman components due to polymer

are removed (Figure 8b) by comparing the data with the spec-

trum acquired on the bare substrate using a numerical data treat-

ment based on a wavelets algorithm and linear regression [19].

The relative variation of electrical resistance ΔR/R0 is plotted as

a function of the applied strain ε (Figure 9), where the data refer

to two sets of bending tests. The strain values measured by

μ-RS are consistent with those obtained by the IRT analysis, as

their variation range is of the order of 0.15%. Noticeable in

Figure 9 is that a significant strain, on the order of 0.45%,

affects the graphene lattice for the equilibrium position of the

slat (no bending) due to intramolecular forces occurring be-

tween graphene and PMMA substrate. The GF results were on

the order of 40– 50. Note that this value is too high to account

for the observed resistance change solely in terms of electronic

modifications of the graphene itself [3].

Figure 9: Dependence of the normalized electric resistance variation
ΔR/R0 on strain ε. The bars indicate the relative measurement error
estimated at 1% and 8% for ε and ΔR/R0, respectively. The solid line
shows the best fit to the experimental data as calculated from the theo-
retical prediction given by Equation 3 with τ = 53 ± 11.

An intergrain electrical transport mechanism should be taken

into account, yielding a dependence of the conductivity on the

configuration of overlap area and contact resistance of the

platelets. The graphene-based layer can be considered as a gran-

ular system consisting of metal grains embedded in an insu-

lating matrix and its electrical conduction properties can be de-

scribed assuming a simple electron hopping mechanism [20]. In

this case the dependence of the electrical resistance on the strain

can be expressed by the simple relation:

(3)

where τ is a parameter proportional to the tunnel barrier depth,

d, between graphene platelets, R0 is the value of the electric

resistance in unstrained conditions and ε0 is the residual strain

occurring in the unload sample when resistivity value R0 is

measured.

The data reported in Figure 9 have been fit with Equation 3

using τ as the fit parameter, resulting in τ = 53 ± 11. The param-

eter τ is proportional to the square root of the actual energy

barrier Ec between grains, which can be approximated by the

energy of an electron transfer between a charged platelet to a

neutral one as:

(4)

where  is the Plank constant and the energy barrier Ec is given

by

(5)

where the average grain size is s and ε is the effective relative

dielectric constant of the layer. The value of τ found by the

fitting procedure implies that for Ec ≈ 100 meV, an intergrain

distance d of few nanometers is found, consistently with the

adopted model.

From Equation 3, and taking into account the definition of

gauge factor, it can be easily see that the GF is approximately

50. Due to this value of the GF, we can conclude that in a

microscopic level, a large value of the intergrain separation dis-

tance results in improving the sensitivity of the polymer/

graphene supported strain sensor.

Conclusion
In this work we have described a simple fabrication process to

produce a low-cost graphene film on a PMMA substrate. The

process makes use of the direct application of a nanostructured

graphite colloidal suspension to a PMMA slat. Bending tests

have been performed on this structure in order to study its

piezoelectric response. Electrical, infrared thermography and

micro-Raman spectroscopy have been carried out in order to in-

vestigate the behavior of the composite system as a local strain

sensor. The experiments demonstrated the high piezoresitivity

of the system. The electrical resistance changes with applied

stress with a gauge factor on the order of 50. The electrical fea-

tures are consistent with an intergrain electrical transport mech-

anism among graphene platelets undergoing strain solicitations.
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The tensile strain of the PMMA/graphene structure during the

bending test was confirmed by IRT and μ-RS measurements.

The strain magnitude was evaluated by the wavenumber split of

the Raman G-mode. The system was modelled as a granular

system consisting of metal grains (nanoplatelets) embedded in

an insulating matrix and its electrical conduction properties

were analyzed within the framework of a simple electron

hopping mechanism. The high sensitivity in addition to high

stability of the graphene/PMMA structure and the high thermal

sensitivity in the infrared wavelength region are interesting

aspects that enable us to propose this polymer/graphene sup-

ported coating as a new kind of stress sensor useful for applica-

tions in different fields from civil, to automotive and aerospace

engineering.
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Abstract
Thin anodic porous alumina (tAPA) was fabricated from a 500 nm thick aluminum (Al) layer coated on silicon wafers, through

single-step anodization performed in a Teflon electrochemical cell in 0.4 M aqueous phosphoric acid at 110 V. Post-fabrication

etching in the same acid allowed obtaining tAPA surfaces with ≈160 nm pore diameter and ≈80 nm corresponding wall thickness to

be prepared. The tAPA surfaces were made SERS-active by coating with a thin (≈25 nm) gold (Au) layer. The as obtained

tAPA–Au substrates were incubated first with different thiols, namely mercaptobenzoic acid (MbA) and aminothiol (AT), and then

with phospholipid vesicles of different composition to form a supported lipid bilayer (SLB). At each step, the SERS substrate func-

tionality was assessed, demonstrating acceptable enhancement (≥100×). The chemisorption of thiols during the first step and the

formation of SLB from the vesicles during the second step, were independently monitored by using a quartz crystal microbalance

with dissipation monitoring (QCM-D) technique. The SLB membranes represent a simplified model system of the living cells mem-

branes, which makes the successful observation of SERS on these films promising in view of the use of tAPA–Au substrates as a

platform for the development of surface-enhanced Raman spectroscopy (SERS) biosensors on living cells. In the future, these

tAPA–Au-SLB substrates will be investigated also for drug delivery of bioactive agents from the APA pores.
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Introduction
Anodic porous alumina (APA) is a layered material usually ob-

tained in thick form (≈10 µm thickness scale) from electro-

chemical anodization in the acidic aqueous electrolyte of alumi-

num (Al) foils [1]. In APA, the control of pore size, pore densi-

ty and porosity is achieved by changing the anodization voltage

during the fabrication and the etching parameters during the

post-fabrication treatment [2]. It is widely recognized that the

APA surface is biocompatible with practically all cell types and
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provides a means of controlling the surface roughness [3,4], the

latter of which can play an important role in the adhesion and

proliferation of cells [5-7]. The self-ordered nano-structured

APA, also demonstrated recently as a possible nanolitho-

graphic mask [8,9] and for chemical sensors and biosensors

[10], after coating with noble metals can be used for plas-

monics-based enhanced spectroscopy such as in surface-en-

hanced Raman spectroscopy (SERS) [11-14].

In recent years, the thin form of APA (tAPA), resulting from

anodization of Al films of less than 1 µm thickness, has been

increasingly used because it can be better integrated into appli-

cations involving optical microscopy inspection, which requires

flat planar substrates. Moreover, it allows to move toward a

more robust engineering of APA surfaces by exploiting the

standard microtechnology of photolithography, thereby

paving the way to large scale fabrication in possible future

devices.

The enhancement factor in APA-based SERS can be as high as

1000, which means that the technique may detect molecules

[15]. Additionally, the pores in tAPA can potentially serve as

nano-wells for localized drug delivery [16,17]. In fact, while

lower in loading capacity with respect to thick APA [18],

500 nm tAPA can still allocate a significant amount of bioac-

tive compounds, representing a trade-off between the former

case of maximized loading and the case of ultra-thin APA

showing the highest SERS enhancement [19]. Finally, the con-

trolled roughness of APA could also improve the physisorption

of coating layers of functional materials [20,21].

The main component of the biological membrane that separates

and protects the interior of all living cells from the outside envi-

ronment is a phospholipid bilayer. For this reason, as well as for

the complexity of real samples of living cells, we decided

to test the tAPA–Au SERS-active substrates on SLBs in

phosphate-buffered saline (PBS) buffer solution, which provide

an excellent model system to mimic the native cellular

membranes [22].

In the present work, the fabrication and modification of tAPA

aiming at its exploitation as a functional substrate for

biosensing based on SERS effect are presented. In particular, it

is reported on SERS effect on SLBs obtained from spontaneous

lipid vesicle fusion and representing a simplified model of

living cells membrane. Since the vesicle fusion is not trivial to

achieve on Au surfaces, we first functionalized the Au with

self-assembled monolayers (SAM) of thiols, to provide the

appropriate surface condition to allow SLB formation. SERS

effect was tested and proved for each fabrication step of the

system.

Experimental
tAPA fabrication and modification to achieve
SERS-activity
An ≈500 nm thick Al layer was first coated on a silicon wafer

by an electron-beam evaporation system PVD75 (Kurt J. Lesker

Ltd., UK) working at a base pressure of 10−6 Torr with a depo-

sition rate of 0.5–1 Å/s. tAPA was fabricated in a single-step

(≈15 min) anodization performed at 110 V in 0.4 M phosphoric

acid electrolyte at a bath temperature of ≈15 °C. Post-fabrica-

tion etching in the same electrolyte for 20 min at room tempera-

ture (RT) plus 15 min at 35 °C allowed to obtain tAPA with

≈160 nm pore size and ≈80 nm wall thickness. After thor-

oughly rinsing with de-ionized water, blowing dry with nitrogen

and dehydrating on a hotplate set at 100 °C for 15 min, the

tAPA was overcoated by the same electron-beam evaporation

system with a ≈25 nm thick Au layer to make it SERS-active.

More details on similar fabrication procedure can be found in

references [12,13].

The characteristic size of tAPA pores was obtained by scanning

electron microscope (SEM) imaging with a JSM-7500F (Jeol,

Japan) and subsequent grain analysis carried out with Igor 6.22

(Wavemetrics, OR, USA).

Incubation of thiols and fabrication of lipid
vesicles
Different thiols were used in combination with the different

lipids to be coated onto them by electrostatically-driven physi-

sorption. We used two thiols, namely 4-mercaptobenzoic acid

(MbA) and 11-amino-1-undecanethiol hydrochloride (AT),

from Sigma (Milan, Italy), and three lipids, namely 1-palmitoyl-

2-oleoyl-sn-glycero-3-phosphocholine (POPC), 1-palmitoyl-2-

oleoyl-sn-glycero-3-phospho-L-serine (POPS) and, 1,2-

dioleoyl-3-trimethylammoniumpropane (DOTAP), from Avanti

Polar Lipids (Alabaster, Alabama, US). All solvents were pur-

chased from Sigma-Aldrich.

First, the substrates were incubated at rt for 2 h with a 1 mM

aqueous solution of the thiol molecule, either MbA or AT, to let

the sulfur of the –SH group bind covalently to the Au surface

(chemisorption). The substrates were then gently washed with

their aqueous solutions and dried under nitrogen flow.

All the lipids were dissolved in chloroform/methanol

2:1 vol/vol, dried under a gentle nitrogen flux in a test tube, and

put under a mild vacuum overnight to remove all solvent traces.

POPC/POPS in a 9:1 mol/mol ratio and DOTAP were then

re-suspended in PBS at a 5 g/L concentration, let to swell for

30 min, and extruded 11 times through a polycarbonate filter

(Whatman, USA) with 100 nm pore diameter to form unil-

amellar vesicles.
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Figure 1: SEM images (20,000× magnification, scale bar 1 µm) of tAPA substrates (thickness ≈500 nm), a) as-prepared, b) after pore widening, and
c) after 25 nm Au coating.

Preparation of the Raman target analytes:
SLBs
The lipid vesicles were diluted to 0.5 g/L in the PBS buffer and

vortexed immediately before use. The thiol SAM was incubat-

ed overnight with the lipid vesicle dispersion, to allow vesicle

physisorption and fusion onto the substrate. The following day

the samples were carefully washed with PBS three times to

remove the exceeding vesicles.

For the cationic lipids (namely DOTAP), we used a thiolated

molecule that presents a positively charged group at its end.

This is MbA, whose COOH group is protonated in PBS buffer

to COO−. For the anionic lipid mixture (namely POPC/POPS)

AT was used, which becomes positive in aqueous solution

because of the terminal amino group.

SERS measurements
SERS measurements were performed with a micro-Raman

spectrometer inVia (Renishaw, UK) equipped with the soft-

ware program WiRE 3.2. We used for excitation a laser with

785 nm wavelength and 100 mW power, equipped for disper-

sion with a grating with 1200 grooves/mm. For detection micro-

scope objectives with a magnification of 50× (NA: 0.75) and

60× (water immersion, NA: 1.0) were used. The spectra were

collected in the 300–3200 cm−1 spectral range.

The SERS enhancement factor G achieved by employing

tAPA–Au with respect to the flat Au on silicon substrate can be

estimated by using a simple formula:

(1)

where P, t, A and I are laser power, accumulation time, active

area for molecule adsorption and Raman intensity of the specif-

ic band, respectively [13]. The subscripts, SERS and Ref, indi-

cate SERS and Raman measurements on tAPA–Au and on flat

Au substrates, respectively.

QCM-D characterization of adsorption
A quartz microbalance Z500 (KSV Instruments, Finland) was

used for the QCM-D experiments. Au coated AT-cut quartz

crystals (QSense, Sweden) with a 5 MHz fundamental reso-

nance frequency were used. Before each experiment, the quartz

sensor was first cleaned in a UV/Ozone ProCleaner (BioForce

Nanoscience, US) for 10 min, then washed with milli-Q

(18.2 MΩ·cm resistivity) water, dried under nitrogen flux and

cleaned again for 10 min in the ozone cleaner.

The sensor was then mounted in the measurement chamber. The

chamber was filled with proper buffer (aqueous solution

for thiols, PBS for DOTAP vesicles and milli-Q water for

POPC/POPS vesicles), and left to reach an equilibrium

(≈30 min) before injecting the solution of interest. 3 mL of solu-

tion (1 mM thiols in aqueous solution, and a concentration of

0.25 g/L for both DOTAP in PBS and POPC/POPS in milli-Q)

where then injected in the measurement chamber and left until

the adsorption process reached an end (overnight measurement

for thiols, 2 h for vesicles). The sensor was then rinsed with the

proper buffer solution. If not stated otherwise, changes in fre-

quency and dissipation of the seventh overtone (35 MHz) are

shown; all experiments were carried out at a temperature of

22 °C.

Results and Discussion
SERS-active tAPA–Au substrates
The control of the geometrical features of nanostructured sub-

strates is of critical importance in SERS [23]. The SEM images

reported in Figure 1 show the good control achieved in both

mean pore size and its dispersion and prove the long range

uniformity of the surfaces with the Au coating to make it plas-

monic-active.
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Figure 2: Raman spectra of thiols a) in powder form (with their molecular structures); b) in flat film form, after adsorption to the flat Au substrates from
water solution; c) in film form on tAPA–Au.

tAPA–Au substrates could possibly be used as a carrier layer

for local drug delivery [24], as a substrate for living cell

cultures thanks to its controlled porosity [3-7], and for SERS

[25]. However, since SERS is a surface-only effect, this sensi-

tive detection will be limited to the top of the tAPA–Au sub-

strates, i.e., to the bottom of the living cells, where they would

adhere to the nanoporous substrate.

SERS enhancement due to tAPA–Au on
thiols, lipids, and thiol–lipid systems
The Raman measurements were performed first on the thiol

molecules. We started from the raw materials, in powder form,

to obtain reference spectra for future comparison and best iden-

tification of the typical bands. Then, we measured the Raman

scattering of the thiols adsorbed to flat Au substrates. For tech-

nical reasons of SLBs assembly, the two thiols selected, MbA

and AT, in ethanol and PBS solutions have a negatively or posi-

tively charged group, respectively.

The spectra of the thiols powder on flat Au, along with the

respective molecular structures, are shown in Figure 2a. In

Figure 2b the spectra of the SAM of the same thiols obtained

after incubation on flat Au from 1 mM water solution for 2 h at

RT are shown. The subsequent step was the deposition of the

thiol molecules for the formation of SAM onto tAPA–Au and

the observation of the respective spectra. The nanopores in the

oxide under the Au, which are replicated by the top Au surface

thanks to the low Au thickness of ≈25 nm, allowed for SERS

effect. In Figure 2c we report the typical Raman spectra ob-

tained on tAPA–Au for both MbA and AT.

The spectra of each thiol in all forms (pristine powder and film

adsorbed onto the flat Au and tAPA–Au substrate) look similar.

MbA present two major peaks at ≈1593 and ≈1076 cm−1, which

can be ascribed to aromatic ring vibrations, and also at ≈1181

and at ≈1290 cm−1, which belong to C–H mode [26-28]. AT

presents the major peaks at ≈1434 and ≈1477 cm−1 assigned to

the C–H and at ≈1074 cm−1 assigned to the N–H, while the

peak at ≈1074 cm−1 belongs to the C–C stretching.

In Supporting Information File 1, Figure S1 again the Raman

spectra of both thiol SAMs, coupled according to the same thiol
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Figure 3: Raman spectra of lipids in powder form on flat Au substrates, with their molecular structures.

deposited on the different substrates of flat Au and tAPA–Au,

are presented, for easier visualization of the substrate effect. It

appears clearly that on tAPA–Au the major characteristic peaks

of both MbA and AT are highly enhanced. Taking into account

the measurement parameters (i.e., tRef and tSERS both 10 s,

while PRef and PSERS are 100 and 1, respectively), a G factor of

approximately 600 and 1000 was calculated for MbA and AT,

respectively. The SERS effect of the nanophotonic tAPA struc-

ture, after coating with Au and thus thanks to the localized sur-

face plasmon resonances of this thin film, emerges. The same

effect may also be used on the SLBs, at the later stage of the

model system fabrication.

For the selected lipids, we first tested the Raman spectra of the

powders and then of the SLB form, on both the flat Au and

nanoporous tAPA–Au. The molecular structure and Raman

spectra of lipids in powder form are shown in Figure 3.

The molecules of choice, i.e., POPC and POPS, are two glyc-

erophospholipids largely present in real cellular membranes. In

particular, we prepared a mixture of POPC and POPS

suspended in PBS with the molar ratio of 8:2, in order to

resemble the plasma membrane composition both for charge

and acyl chain length and unsaturation grade. However, the

reason for the choice of DOTAP is technical, associated with

the fabrication of artificial bilayer membranes [29,30].

The lipids are larger molecules than the thiols and present richer

spectra, at least in the powder form. The main features in their

Raman spectra depend on the hydrocarbon chain, and can be

ascribed to scissoring and twisting of CH2 and CH3 and to

stretching of C–C and C–H. More precisely, the bands identi-

fied in the higher wavenumber region appear at 3007 cm−1

(unsaturated =CH stretching), 2882 cm−1 (CH2 Fermi reso-

nance) and 2847 cm−1 (CH2 symmetric stretching). The middle

wavenumber region presents bands at 1737 cm−1 (C=O ester

stretching), 1657 cm−1 (C=C stretching), 1442 cm−1 (CH2 scis-

soring), 1300 cm−1 (CH2 twisting) and 1267 cm−1 (=C–H

in-plane deformation). In the lower wavenumber region, the

C–C stretching emerges as a broad band around 1090 cm−1. In

particular, two contributions at 1065 and 1089 cm−1 appear

with a shoulder at 1125 cm−1. Additional bands appear at 719

and 876 cm−1 that are ascribed to the symmetric and asym-

metric stretching of choline N+(CH3)3, respectively [31,32].

The lipids were further investigated on tAPA–Au substrates, for

the possible occurrence of SERS. Figure 4 shows Raman spec-

tra for three mixtures of lipids in SLBs form, on both flat Au

and tAPA–Au.

From the comparison of the spectra of lipids in SLBs form

versus those in powder form, the most interesting difference ob-

served is that in the films several peaks disappear or are weaker.

Whereas some form of quenching can’t be excluded, this is

probably due to light polarization constraints in the ordered ge-

ometry of the molecular film, where not all modes of chemical

groups may be excited, as it can be instead in the assembly of

randomly oriented microcrystals of the powders [33].

It appears that on tAPA–Au as compared to flat Au the charac-

teristic thiol peaks are still present and enhanced. As a conse-

quence, for MbA the major peaks at ≈1590 and ≈1080 cm−1,

ascribed to aromatic ring vibrations, and ≈1181 cm−1, ascribed

to C–H deformation, appear. Also AT presents the major peaks
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Figure 4: Raman spectra of the thiol-SLB systems on both flat Au and
tAPA–Au: a) MbA and DOTAP, b) AT and POPC/POPS blend.

at ≈1580, ≈1159 and ≈1074 cm−1, due to C–NH, N–H wagging

and C–C stretching mode, respectively.

Additionally, in Figure 4 we have bands from the lipids, namely

≈1656 cm−1 (C=C stretching), ≈1440 cm−1 (CH2 scissoring),

≈1300 cm−1 (CH2 twisting), ≈1267 cm−1 (=C–H in-plane defor-

mation), and ≈719 cm−1 (choline) [34].

The values of enhancement G due to the tAPA–Au nanostruc-

tured substrates have been calculated according to Equation 1.

Since the peaks on tAPA–Au are 2–4 times higher in the

presence of 100 times lower laser power, a G of ≈250 at

≈1076 cm−1 and 500 at ≈1076 cm−1 is obtained for the

thiol–lipid system of MbA–DOTAP and AT–POPC/POPS,

respectively.

QCM-D measurements
The lipid adsorption process on Au was independently moni-

tored by QCM-D technique. This method allows the quantifica-

tion of the adsorbed mass onto the surface of a vibrating

Au-coated quartz electrode through the measurement of the

mass-induced frequency shift. Additionally, the measurement of

the dissipation gives indication about the viscoelastic properties

of the adsorbed layer. The quartz–Au substrate was thus used as

a control for success of the incubation of the tAPA–Au sub-

strates in the lipid dispersion. In a preliminary step (data not

shown) we have monitored the chemisorption of thiols onto the

Au-coated QCM-D sensors; the functionalized sensors where

then exposed to the lipid vesicles and the process of adsorption

was monitored.

The QCM-D time-evolution profiles presented in Figure 5a,b

show that the lipids successfully adsorbed to the Au surface of

quartz in both cases. However, the two lipid systems behave

differently. For DOTAP on MbA (Figure 5a) one can observe a

big shift in frequency (Δf ≈ −1135 Hz) and a high value of dissi-

pation (D ≈ 40 × 10−6), indicating the adsorption on the

sensor’s surface of a viscoelastic structure [35]. DOTAP vesi-

cles do not fuse on Au functionalized with MbA, rather entire

vesicles are adsorbed instead. On the contrary, for POPC/POPS

on AT (Figure 5b) the frequency shift is low (Δf ≈ −157 Hz for

the reported 7th harmonic) and the value of dissipation is close

to zero, indicating the adsorption of a smaller mass with more

rigid structure on the surface. The reason may be that the

POPC/POPS vesicles rupture in contact with the AT-functional-

ized Au and an SLB forms on the surface [36,37]. Table 1

shows the thickness values of SAM and adsorbed layers ob-

tained with the QCM software. The values have been retrieved

by using the Sauerbrey model of rigid layers for the SLBs and

the Voigt model of viscoelastic layers for the adsorbed vesicles,

assuming for the material densities the following values:

ρAT = 0.9 g/cm3 for AT, ρMbA = 1.34 g/cm3 for MbA, and

ρv = 1 g/cm3 for vesicles (made mostly of water), according to

references [38,39]. The data confirm that DOTAP vesicles

adsorb on the sensor without rupturing, with a thickness of the

adsorbed layer of ≈90 nm. POPC/POPS vesicles create an SLB

on the sensor with a thickness of ≈4 nm. When the formation of

an SLB occurs, the fingerprint region is not visible. As already

pointed out in Figure 4, we ascribe this effect to the orientation

of the molecules and the polarization of the incoming beam.

When vesicles are adsorbed on the surface, all the characteristic

peaks of the lipid molecules are expected from the Raman spec-

tra, since the vesicles contain all molecular orientations. In

accordance to this, the Raman spectra of DOTAP collected

from QCM sensor show a signal in the lipid fingerprint region

which is different from the spectra collected on the Au–tAPA

surface that are flat in the 2800–3000 cm−1 region. This

indicates that the porosity of the substrate may influence

the vesicle fusion process. This finding is still under further

investigation.
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Figure 5: a,b) QCM-D measurements of shift in frequency and dissipation of a) DOTAP on MbA substrate, and b) POPC/POPS on AT substrate; c,d)
respective Raman spectra on QCM sensors coated with c) MbA and DOTAP, and d) AT and POPC/POPS blend.

Table 1: Shift in frequency Δf and shift in dissipation D and relative standard deviations of the layers adsorbed on the QCM sensor’s surface. Every
experiment was repeated three times.

Solution d [nm] std dev [nm] Δf [Hz] std dev [Hz] D [10−6] std dev [10−6]

POPC/POPS (milli-Q) AT 3.9 0.1 −92 14 1.5 0.4
DOTAP (PBS) MbA 96 3.5 −1054 19.4 41.5 0.2

In Supporting Information File, Figure S1 the spectra of both

lipids are presented again, grouped according to the different

types of substrates, which makes it possible to compare the

effect of the substrate on the resulting spectra.

Conclusion
We successfully fabricated tAPA substrates on silicon wafer

through anodization of ≈500 nm thickness and post-production

etching, resulting in oxide films with pores of ≈160 nm size and

≈80 nm wall thickness. After coating with a ≈25 nm Au layer

covering the tAPA features, our substrates become SERS-active

and allow for an investigation of the chemical vibrations of

molecules, as demonstrated by sensitive Raman measurements

on bare thiols and on their combinations with lipid membranes,

namely MbA with DOTAP and AT with POPC/POPS. The en-

hancement factor was estimated to be 500 to 1000 on tAPA–Au

with respect to the flat Au surface and to the silicon substrate.

The chemisorption of thiols and lipids was confirmed on quartz-

Au by QCM-D technique. The present results point to the

possible future use of the tAPA–Au surfaces as disposable

substrates for assessing the cell functionality in biosensors/

bioassays.

Supporting Information
Supporting Information File 1
Additional figures.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-8-S1.pdf]

http://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-8-8-S1.pdf
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Abstract
Recent experimental evidence for and the theoretical confirmation of tunable edge plasmons and surface plasmons in graphene

nanoribbons have opened up new opportunities to scrutinize the main geometric and conformation factors, which can be used to

modulate these collective modes in the infrared-to-terahertz frequency band. Here, we show how the extrinsic plasmon structure of

regular planar arrays of graphene nanoribbons, with perfectly symmetric edges, is influenced by the width, chirality and unit-cell

length of each ribbon, as well as the in-plane vacuum distance between two contiguous ribbons. Our predictions, based on time-de-

pendent density functional theory, in the random phase approximation, are expected to be of immediate help for measurements of

plasmonic features in nanoscale architectures of nanoribbon devices.
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Introduction
Quantized, coherent and collective density fluctuations of the

valence electrons in low-dimensional nanostructures, better

known as plasmons, have been attracting significant interest,

due their capability to couple with light and other charged parti-

cles, thus paving the way to novel applications in a wide range

of technologies, as diverse as biosensing, light harvesting or

quantum information [1-5]. On more fundamental grounds,

plasmon-like modes are the “true” low-energy excitations of

low-dimensional systems [6,7], while charged and spinful

modes are realized as coherent states, with their own peculiar

dynamics [8,9], both in normal superconducting phases [10-14].

Graphene has first emerged as an extraordinary platform for
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controlling the propagation of surface-plasmon waves [15],

because of its unique electronic and optical properties [16]. In

particular, the extrinsic plasmons of this one-atom-thick hexag-

onal lattice of sp-bonded carbon atoms have shown much

stronger confinement, larger tunablity and lower losses with

respect to more conventional plasmonic nanoparticles, such as,

for example, silver and gold [17]. With the rise of low-dimen-

sional materials, a number of theoretical and experimental

studies have been oriented to launch, control, manipulate and

detect plasmons in graphene-related and beyond-graphene

structures [18-21], which are expected to be embedded in next-

generation nano-devices that may operate from infrared (IR) to

terahertz (THz) frequencies [22-25]. As a noteworthy example,

graphene nanoribbons (GNRs) preserve most of the exceptional

features of graphene, with the additional property that they are

semiconductors and their band gap is geometrically control-

lable.

A clear picture of confined edge (interband) and surface (intra-

band) plasmons in GNRs, as wide as 100–500 nm, has been

achieved by infrared imaging measurements on the nanoscale

[26]. On the theoretical side, some nearest-neighbor tight-

binding [27,28] and semiclassical electromagnetic [29,30] ap-

proaches have been able to characterize the intraband mode,

being generally excited by a THz electromagnetic field pulse.

Very recently, an ab initio analysis has elucidated the role of

both intraband and interband plasmons in narrow GNRs below

ca. 1 nm in width [31].

In this work, we extend the results of [31], to include some

GNRs up to 2.2 nm wide, and demonstrate how the extrinsic

plasmons of these systems can be finely tuned by changing a

small number of simple parameters, such as the unit-cell length,

width and chirality of each GNR, or the in-plane distance be-

tween contiguous GNRs. Our study is carried out using time-de-

pendent (TD) density functional theory (DFT), within the

random phase approximation (RPA). The computations are per-

formed at room temperature (T = 300 K), including both

intrinsic and extrinsic conditions. Different zigzag (Z) and arm-

chair (A) configurations are examined, with the GNR-ends

being passivated by hydrogen atoms, which mimics an ideal

setup of long ribbons, with perfectly symmetric edges,

suspended or grown on inert substrates. A specific focus is

made on the 5AGNR, 11AGNR and 4ZGNR, 10ZGNR geome-

tries that are, respectively, characterized by 4,10 zigzag-chains

and 5,11 dimer-lines across the width of the GNRs. The dielec-

tric properties of these systems are calculated in response to

probe electrons or photons with incident energies, ω, smaller

than 20 eV, and in-plane incident momentum q below 0.8 Å−1.

For comparison purposes, the well-known intrinsic plasmonics

of graphene are also reported.

In the following, we briefly account for the theoretical tools that

we have used to explore the electronic structure and dielectric

properties of 5AGNR, 11AGNR and 4ZGNR, 10ZGNR and

graphene (Results and Discussion, chapter 'Theoretical frame-

work'). Next, we will present a detailed analysis of the changes

induced by the above mentioned parameters to the peak posi-

tion, intensity, and dispersion of the GNR-plasmons (Results

and Discussion, chapter 'Tunable plasmons in GNR arrays').

Results and Discussion
Theoretical framework
Our TDDFT approach is divided into two steps. First, the

(ground-state) electronic properties of the different GNRs (and

graphene) are obtained by DFT. Second, the basic equation of

linear-response theory in the RPA is employed, with a corrected

electron–electron interaction, to calculate the dielectric proper-

ties, and hence the plasmon structure, of the systems.

DFT method
Density-functional calculations are performed using the plane-

wave (PW) basis-set [32], i.e., the normalized space functions

, which depend on the wave-

vectors k of the first Brillouin zone (1st BZ), and the reciprocal

lattice vectors G associated to the three-dimensional (3D)

crystal of unit-cell volume Ω0. The ground-state electronic

properties of the different GNRs (as well as graphene) are com-

puted within the local density approximation (LDA), being

defined by the Perdew–Zunger parameterization of the uniform-

gas correlation energy [33]. Norm-conserving pseudopotentials

of the Troullier–Martins type are adopted to eliminate the core

electrons [34]. A cut-off energy of ca. 680 eV on the number of

PWs is sufficient to obtain well-converged electronic structures

with ca. 105 PWs.

In the GNR arrays, the C–C length is allowed to range from

1.414 to 1.426 Å, while the C–H bond length is fixed to 1.09 Å,

with a bond-angle of 120 °(as shown in [31] relaxation effects

play a minor role in 4ZGNR and 5AGNR). The 3D periodicity

required by PW-DFT is generated by using an in-plane vacuum

distance of 5–20 Å, and an out-of-plane lattice constant of 15 Å.

The self-consistent run is carried out using an unshifted (and

Γ-centered) Monkhorst–Pack (MP) grid, made of 60 × 60 × 1

k-points [35], which results in a uniform sampling of the irre-

ducible 1st BZ on the ΓX-segment (shown in Figure 1). The

converged electron densities are subsequently used to compute

the Kohn–Sham (KS) electronic structure on a denser MP-mesh

of 180 × 1 × 1 k-points, including up to 120 bands, which is

enough to explore the dielectric properties of the GNRs at

probing energies below ≈20 eV. The IR to THz region is further

scrutinized with a finer MP mesh of 2000 × 1 × 1 k-points, in-

cluding up to 30 bands.
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Figure 1: Geometry, LDA band-structure and DOS of the different (zigzag and armchair) GNR arrays reported in the present study, namely 4ZGNR
(a), 5AGNR (b), 10ZGNR (c), and 11AGNR (d). In the LDA, the ZGNRs are gapless, while the AGNRs have a band gap ΔEG, which decreases with
increasing the ribbon width w, as attested by the insets in the band plots. The ground-state features of the systems are strongly sensitive to the value
of the C–C bond-length (here fixed to 1.42 Å) and the ribbon width, while they are practically unaffected by in-plane vacuum distances L (here fixed to
15 Å). Figure 1a and Figure 1b are adapted from Figure 1 of [31].

The main results of our DFT computations are summarized in

the plots of Figure 1, which show the different geometry, band

structure and density of states (DOS) of the GNR arrays.

4ZGNR and 10ZGNR behave as semimetals, with barely

touching valence and conduction bands (Figure 1a,c). 5AGNR

and 11AGNR are small-gap semiconductors (Figure 1b,d), con-

trary to nearest-neighbor TB approaches in which all AGNRs

appear gapless [27].

Indeed, several DFT studies have carefully characterized the

band gaps of ZGNRs and AGNRs [36-39]. In particular, local

spin-density calculations suggest the opening of a band gap

larger than 0.1 eV in ZGNRs [36,37]. However, the LDA analy-

sis of a virtually gapless GNR, i.e., 4ZGNR or 10ZGNR, in

comparison with 5AGNR and 11AGNR, is particularly instruc-

tive to emphasize the different role played by doping in sepa-

rating the extrinsic plasmon modes, which will be detailed in

chapter 'Tunable plasmons in GNR arrays'.

The simulations at hand explore ranges of different geometrical

and conformation parameters, which will be used to charac-

terize the tunability of the GNR plasmons. In particular,

(i) GNR widths (w) of around 0.7–2.2 nm are sorted out;

(ii) zigzag and armchair edges are considered, to elucidate the

role played by chirality; (iii) in-plane vacuum distances from 5

to 20 Å are tested; and (iv) different unit-cell extensions are

simulated by changing the C–C bond length by about 0.5%, to

account for stretching effects. As for intrinsic graphene, the

C–C bond length and out-of-plane lattice constant are fixed to

1.42 Å and 15 Å, respectively. The self-consistent run is per-

formed on a 60 × 60 × 1 MP-grid, and the KS electronic proper-

ties are then computed on a 180 × 180 × 1 MP-grid, including

up to 80 bands.

TDDFT approach
The KS eigenvalues  (see Figure 1) and corresponding

eigenfunctions  are the
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main outputs of the DFT computations, with N being the total

number of k-points in the 1st BZ, and ν being the band index.

The KS eigensystem  gives access to the unper-

turbed density–density response function, of the non-inter-

acting valence electrons, to a probe particle of energy ω and

momentum q. The latter is provided by the Alder–Wiser

formula [40,41]:

(1)

Indeed, plasmons in solid-state materials are typically triggered

by electron-beam radiation, photo-currents, and even charged

ions, with incident kinetic energies of the order of 0.1–1 keV

[42,43]. In the present context, the probe particle is an electron

or a photon that weakly perturbs the system.

In Equation 1 (expressed in Hartree atomic units), the factor of

two takes into account the electron spin, η indicates an infinites-

imal (positive) broadening parameter (set to 0.02 eV), fνk is the

Fermi–Dirac distribution, and

(2)

labels the density–density correlation matrix elements, which

depend on the number of PWs included in the DFT simulations.

The full susceptibility or interacting density–density response

function is determined by the central equation of linear-

response TDDFT [44,45]

(3)

where, in the RPA, the υGG′ terms are approximated to the bare

Coulomb coefficients:

(4)

However, the long-range character of the Coulomb potential

yields non-negligible interactions between replicas along out-

of-plane direction z. To erase this unphysical phenomenon, a

two-dimensional (2D) cut-off, say, a truncated Coulomb poten-

tial is used [46-49] to replace the υGG′ terms by the truncated

Fourier integral:

(5)

Here, g and Gz denote the in-plane and out-of-plane compo-

nents of G, respectively.

With this 2D correction in mind, we can introduce the inverse

dielectric matrix:

(6)

The zeros in the real part of the macroscopic dielectric function

(permittivity) provide the condition for a plasmon resonance to

occur, stated as:

(7)

The imaginary part of the inverse permittivity is proportional

to so-called energy loss (EL) function, which provides the

plasmon structure:

(8)

Non-local field effects [50] are included in ELOSS through

Equation 3. We have verified that ca. 120 G vectors for all

GNRs (and ca. 51 G vectors for graphene), sorted in length and

being of the form (0,0,Gz), give well-resolved and converged

results in the sampled energy–momentum region, delimited by

ω < 20 eV and q < 0.8 Å−1.

Tunable plasmons in GNR arrays
We proceed by clarifying the role played by the geometric and

conformation parameters introduced above in the different

GNRs, whose intrinsic response is shown in Figure 2 together

with that of graphene. In the following, we will also evaluate

several extrinsic conditions associated to Fermi energy shifts

ΔEF in the range of −0.2 to 0.2 eV.

Ribbon width and chirality
Independently on the width and chirality of the ribbons, all

GNRs are characterized by two interband plasmons at excita-

tion energies above about 2 eV. These excitations, shown in

Figure 2b–e, are analogous to the well-known π and π–σ plas-

mons of graphene [51,52], as displayed in Figure 2a. Similar

features occur in bilayer graphene [51], multilayer graphene
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Figure 2: Loss properties of intrinsic graphene (a), i.e., an example of infinite-width GNR, and the undoped GNR arrays of Figure 1 (b–e), computed
at room temperature from the TDDFT-RPA machinery summarized by Equations 1–8 of the main text. The EL function of Equation 8 is represented
as a density-color plot vs incident energy ω (in eV) and momentum q (in Å−1). The latter is sampled along the ΓΚ path of the 1st BZ of graphene (f),
and the ΓΧ path of the 1st BZ of the different GNRs (g). Besides the π and π–σ plasmons, the ZGNRs present a low-energy intraband mode (IntraP),
whereas the AGNRs have a low-energy interband mode (InterP). The intensity scale in (a–d) is cut at 80% of the π peak maximum, to ease compari-
son between the different density-color plots.

[52], graphene–metal interfaces [53-59] and graphite [52]. In

our calculations, the intensity of the π and π–σ modes increases

with increasing the GNR width, reaching its maximum bright-

ness in graphene, which may be seen as a GNR of infinite

width.

The energy window displayed in Figure 2 does not show the

complete energy–momentum dispersion of the π–σ plasmon,

however, the latter seems to be quadratic in graphene and linear

in the GNRs. At long wavelengths, in the q→0 region, the π

plasmon of all systems has a -like dispersion, while at

q > 0.2 Å−1 it exhibits linear behavior. The intrinsic plasmons

of 10ZGNR and 11AGNR appear in the same energy region as

those of graphene, i.e., at ω ≈ 4–5 eV and ω ≈ 14–15 eV. On the

other hand, they are red-shifted in 4ZGNR and 5AGNR, with

the π plasmon having a peak at ω ≈ 2–3 eV and the π–σ

plasmon lying at ω ≈ 13–14 eV. Furthermore, the π and π–σ

plasmons detected in 4ZGNRs (w ≈ 0.9 nm) and 5AGNR

(w ≈ 0.7 nm) exhibit markedly discontinuous dispersions, being

split into more branches [31]. This is a consequence of the

narrow widths of the two systems that generate several, distinct

one-dimensional bands of π- and σ-character (Figure 1c,d).

By increasing the GNR width (w > 1 nm), the number of bands

increases, and less disjoint plasmon dispersions appear, which

clearly tend to the continuous patterns of graphene (w→∞).

Thus, semiconducting and semimetallic GNRs have plasmon

resonances in the visible (VIS) to ultraviolet (UV) regime that

may be controlled by the GNR width. This tunability feature is

evidently absent in graphene.

Quantum confinement and chirality are key factors for plasmon

resonances at frequencies smaller than 2 eV. We see that zigzag

systems exhibit an intraband plasmon, while armchair systems
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Figure 3: Macroscopic permittivity ( , Equation 6) and EL function (ELOSS, Equation 8) at room temperature for the GNR arrays of Figure 1 and
Figure 2, i.e., 10ZGNR (a), 11AGNR (b), 4ZGNR (c) and 5AGNR (d). The energy region ω ≤ 1 eV is explored at a fixed incident momentum
q = 0.011 Å−1 parallel to ΓX (Figure 2g), with a negative doping level ΔEF of −0.1 eV. The black arrows mark the positions where the real permittivity
has a zero value (a–c) or a minimum (d), which reflects a Landau damping mechanism due to single-particle excitation processes. The intraband and
interband plasmons are denoted IntraP and InterP, as in Figure 2.

present an interband plasmon. These two modes correspond to

the surface and edge plasmons detected in large-width, extrinsic

GNR arrays fabricated on Al2O3 [26]. The surface plasmon of

ZGNRs is originated by the large DOS peak observed at the

Fermi level EF (Figure 1a,c). This mode shows a -like

dispersion [31] and seems to be analogous to the conventional

2D plasmons of extrinsic graphene [19,51]. The edge plasmon

of AGNRs appears as an effect of collective excitations gener-

ated close to EF [31], associated to single-particle excitations

that connect the two DOS peaks around EF (Figure 1b,d). The

characteristics of this interband mode are similar to those of the

π plasmon of intrinsic graphene, i.e., at long wavelengths

the interband plasmon shows a -like dispersion, while at

q > 0.1 Å−1 it displays a linear dispersion.

Both the intraband and interband modes have been proved to be

genuine plasmons in intrinsic 4ZGNR and 5AGNR [31], as they

are strictly associated to the zeroes of the real permittivity, satis-

fying the condition given by Equation 7. It has been further

demonstrated that extrinsic 4ZGNR presents only an intraband

plasmon structure, independently on the positive doping level

used (below ca. 1 eV), while both intraband and interband plas-

mons coexist in 5AGNR [31].

To support this result, we report in Figure 3 the macroscopic

dielectric function and the EL function of the different GNR

arrays for a selected momentum value (q = 0.011 Å−1) and a

negative doping level (ΔEF = −0.1 eV). We see that 10ZGNR

and 4ZGNR present similar plasmonic features, with the intra-

band plasmon resonance being blue-shifted by increasing the

GNR width (Figure 3a,c). In 11AGNR and 5AGNR, not only

the peak position but also the interplay of the interband and

intraband plasmon is strongly dictated by the doping level and

the GNR width (Figure 3b,d).
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Figure 4: EL function of Equation 8 at room temperature for the GNR-arrays considered in the main text, e.g., 10ZGNR (a), 11AGNR (b), 4ZGNR (c)
and 5AGNR (d), being subject to doping levels ΔEF of ±0.1 eV. ELOSS is plotted in the energy range ω ≤ 1 eV at some fixed transferred momentum
values, q = 0.025 Å-1 (a), 0.008 Å-1 (b), 0.039 Å-1 (c), 0.016 Å-1 (d), parallel to ΓX (Figure 2g). The intraband and interband plasmons are denoted as
IntraP and InterP, as in Figure 2 and Figure 3.

In 5AGNR, the two modes are well resolved in energy, with the

zeroes of the real permittivity being hidden by the Landau

damping mechanism, associated to single-particle excitation

processes [25,46-48]. In 11AGNR the same modes strongly

interfere and largely dominate with respect to single-particle ex-

citations. A similar interplay was observed in extrinsic 5AGNR

subject to a positive doping of about 0.3 eV [31]. These

outcomes are basically due to the different band-gap values of

the two AGNRs, which according to our predictions are ca.

0.18 eV for 11AGNR, and ca. 0.36 eV for 5AGNR. According-

ly, less energy requirements are needed to produce a well-

defined intraband collective electronic excitation in 11AGNR.

On the other hand, a positive doping larger than 0.2 eV yields a

well-defined intraband plasmon in 5AGNR [31]. Interestingly

enough, some GNRs with band-gap values of the same order of

11AGNR and 5AGNR have been recently synthetized on

Au(111) [60]. Then, our ab initio analysis can be of help in

interpreting plasmon measurements on currently synthetized

GNR-structures.

Chirality seems to be a major point for the design of GNR-

based plasmonic devices. One or two plasmon modes can be

exploited, depending on the shape of the GNR edges. In this

respect, negative or positive doping acts as a modulating factor

of the plasmon modes.

In Figure 4 we see that a change in doping sign, from −0.1 to

0.1 eV, produces a slight red shift in the intraband plasmon of

10ZGNR and the interband plasmon of 11AGNR (Figure 4a,b).

More significant variations are observed in the intraband

plasmon of 11AGNR, which is markedly blue-shifted and

doubled in intensity by the same change of extrinsic conditions

(Figure 4b). Therefore, an asymmetric response is observed in

the intraband plasmon of semiconducting GNRs (Figure 4b).

Moreover, as the GNR width decreases an appreciable blue/red

shift is detected in the plasmon peaks of both ZGNRs and

AGNRs (Figure 4c,d). Thus, a tunable energy response may be

more strongly influenced by the ribbon width than the doping

level.
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Figure 5: EL function of three positively doped 5AGNRs (ΔEF = 0.2 eV) separated by an in-plane vacuum distance L of 5 Å (a), 15 Å (b), and 20 Å (c).
In (a–c) the energy–momentum region ω ≤ 1.6 eV and q || ΓX ≤ 0.1 Å−1 is explored, showing how the parameter L modifies the relative position be-
tween the intraband and interband plasmons, denoted IntraP and InterP as in Figures 2–4. The intensity scale is cut at 95% of the IntraP peak. The
effect of changing the in-plane vacuum distance is even more evident in (d), where the different EL functions of (a–c) are compared at a fixed
momentum value of q = 0.025 Å−1 parallel to ΓΧ.

Mechanical deformations
Let us now see how the fascinating plasmonic features of semi-

conducting GNRs are affected by changes of the in-plane sepa-

ration. With reference to the case of 5AGNR, we take a posi-

tive doping value of 0.2 eV and consider vacuum distances L,

between continuous arrays, in the range of 5 to 20 Å (Figure 5).

As a first result, we see that both intraband and interband

plasmon modes exist in 5AGNR, no matter how far apart

the arrays are. The intraband plasmon is, however, affected in

intensity, while the interband plasmon is blue-shifted as the

vacuum distance decreases down to 5 Å. This effect is clearly

visible at q = 0.025 Å−1 in Figure 5d, where a broad interband

plasmon peak is detected at ω ≈ 0.6–1 eV. Both the large

blue shift of the interband plasmon, and the intensity decrease

of the intraband plasmon, are consistent with the idea

that as the GNR arrays get closer a large graphene area is

created.
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Figure 6: EL function of three negatively doped 5AGNR (ΔEF = −0.2 eV), characterized by a C–C bond length acc of 1.411 Å (a), 1.420 Å (b), and
1.426 Å (c), which correspond, respectively, to the band gap values ΔEG = 0.45 eV (a), 0.36 eV (b), 0.26 eV (c). In (a–c), the energy–momentum
region ω ≤ 1 eV and q || ΓX ≤ 0.03 Å−1 is explored, showing that acc (or the lattice constant 3acc) is a major factor in modulating the intraband and
interband plasmons, denoted IntraP and InterP as in Figures 2–5. The intensity scale is cut at 40% of the IntraP peak. The effect of stretching the
5AGNR structure is even more evident in (d), where the different EL functions of (a–c) are compared at a fixed momentum value of q = 0.025 Å−1

parallel to ΓΧ.

When the vacuum distance becomes negligibly small, the

interband plasmon detected in AGNRs enters the region where

the π plasmon of graphene are found, while the intraband

plasmon decreases in intensity to a small contribution, reported

in room temperature calculations of slightly doped graphene

[19,31].

Finally, we show how the intraband and interband plasmons of

5AGNR are affected by stretching/shrinking the unit cell of the

system by about 0.5%, with respect to its nominal value associ-

ated to a C–C bond length, a, of 1.42 Å. In this application, the

in-plane vacuum distance is fixed to 15 Å is and a negative

doping level of −0.2 eV is considered. As shown in Figure 6,
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the band gap decreases with increasingly stretching the unit cell

from a = 1.414 to a = 1.426 Å. Accordingly, the interference

between the intraband and interband plasmons strongly in-

creases. A similar interference has been reported in unde-

formed 5AGNR-arrays doped by positive Fermi energy shifts

larger than 0.4 eV [31]. However, such doping values seem to

be impractical for current GNR applications.

Conclusion
We have presented a full ab initio modeling, based on ground-

state local density calculations, followed by linear response

theory, within the RPA, to explore the tunability properties of

plasmon excitations in (infinitely periodic) semiconducting

(armchair) and semimetallic (zigzag) arrays of GNRs, with

ideal symmetric edges, passivated by hydrogen atoms.

All the tested structures are characterized by two interband plas-

mons at energies larger than 2 eV, which are analogous to the π

and π–σ plasmons of graphene. Their peak positions and disper-

sions are mostly influenced by the GNR width.

At energies smaller than 2 eV, two more intriguing collective

excitations appear, which correspond to recently reported edge

and surface plasmons [26]. These modes are strongly sensitive

not only to the extrinsic conditions, but also to a bunch of

geometrical or conformation parameters, such as the width,

chirality and unit-cell extension of each GNR, as well as the

in-plane vacuum distance between two contiguous GNRs. In

ZGNs the absence of a proper LDA band gap, prevents low

energy interband excitation from producing a well-defined

edge-plasmon structure.

It is worth mentioning that some recent tight-binding models

have investigated the role of edge roughness due to asymmetric

defects [61,62], which is at present impractical by TDDFT.

These studies suggest the edge-plasmon resonances of narrow

GNRs are shifted to lower wavelengths and the corresponding

plasmon propagation suffers from higher losses with respect to

the ideal case, presented here.

We expect that our findings, combined with non-ab initio ap-

proaches suitable for the device scale, may open new strategies

to construct materials with plasmonic resonances that will be

tunable to a specific demand in both the UV–vis and THz

regimes, by altering the chemical doping, electronic gating, and

also by means of a careful choice of the geometry.
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Abstract
The morphology of gold nanoparticles (AuNPs) deposited on a (100) silicon wafer by simple immersion in a solution containing a

metal salt and hydrofluoric acid (HF) is altered by HF treatment both before and after deposition. The gold clusters are character-

ized by the presence of flat regions and quasispherical particles consistent with the layer-by-layer or island growth modes, respec-

tively. The cleaning procedure, including HF immersion prior to deposition, affects the predominantly occurring gold structures.

Flat regions, which are of a few tens of nanometers long, are present after immersion for 10 s. The three-dimensional (3D) clusters

are formed after a cleaning procedure of 4 min, which results in a large amount of spherical particles with a diameter of ≈15 nm and

in a small percentage of residual square layers of a few nanometers in length. The samples were also treated with HF after the depo-

sition and we found out a general thickening of flat regions, as revealed by TEM and AFM analysis. This result is in contrast to the

coalescence observed in similar experiments performed with Ag. It is suggested that the HF dissolves the silicon oxide layer formed

on top of the thin flat clusters and promotes the partial atomic rearrangement of the layered gold atoms, driven by a reduction of the

surface energy. The X-ray diffraction investigation indicated changes in the crystalline orientation of the flat regions, which

partially lose their initially heteroepitaxial relationship with the substrate. A postdeposition HF treatment for almost 70 s has nearly

the same effect of long duration, high temperature annealing. The process presented herein could be beneficial to change the spec-

tral response of nanoparticle arrays and to improve the conversion efficiency of hybrid photovoltaic devices.
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Introduction
Gold nanoparticles on silicon substrates have shown quite inter-

esting applications in the fields of Si nanowire (SiNW) cataly-

sis [1-3], metal-assisted etching (MAE) [4] or even as electrical

contacts in standard miniaturized devices [5]. Their ability to

display enhanced surface plasmon resonance (SPR) at optical

frequencies makes them excellent at scattering and absorbing

visible light [6-8]. For these reasons, they have found an inter-

esting application in the field of metal–semiconductor hybrid

structures for solar energy conversion [9,10]. Among the differ-

ent adopted methods to deposit Au nanoclusters on a substrate,

electroless deposition based on galvanic displacement reactions

is an efficient and versatile technique. It consists of manually

dipping samples in a plating bath for few seconds without the

need for application of an external current or potential [11-15].

Details about the reaction between Au+ and Si atoms involved

in the deposition are described elsewhere [16]. The morpholo-

gy of gold by electroless deposition is quite complex and a

number of basic questions remain to be clarified, such as the

nature of the interface with silicon in the presence of hydro-

fluoric acid (HF). It has been reported in some studies that sili-

cides are formed due to the strong interaction of Au atoms with

Si [17]. On this topic, several contrasting reports are found in

the literature but it is generally accepted that at a critical thick-

ness (in the range of 2 to 5 ML) the gold seems inert and unable

to mix with silicon. For gold deposited on silicon via galvanic

displacement (GD), both Volmer–Weber and Stranski–Kras-

tanov modes of growth have been suggested to be involved. It

has been found that Si atoms diffuse outwards through the

deposited gold layers during the growth process with the subse-

quent formation of Si oxide on their surface. The process stops

after a certain thickness of oxide is formed and on top of it gold

atoms agglomerate as solid clusters [18-21]. The optical proper-

ties of these gold clusters depend on their shape and morpholo-

gy. It is reported in literature that the local field enhancement

factor of gold nanoparticles depends on their geometry and it is

higher for well-shaped spherical particles than for flat islands

[22]. Generally, an additional postdeposition annealing step is

usually required to improve the spectral response. In our

previous study on the GD of Au+ ions onto silicon substrates,

we found that metal nanoparticles nucleate instantaneously and

their subsequent growth is governed by diffusion in the solu-

tion [23]. In detail, we showed that by immersion of a Si(100)

substrate for a few seconds in a solution containing 1 mM

KAuCl4 and 4.8 M HF, AuNPs with a mean radius of less than

10 nm and a density higher than 1010 cm−2 are formed. In

the present work, we show that with proper HF treatments,

the 3D Au clusters prevail over the flat regions obtained

by layer-by-layer growth. Such a beneficial alteration

requires only a manual immersion for a few seconds in a

diluted hydrofluoric acid solution (DHF) with 6% HF

without the need for annealing or high power light irradiation

[24].

Results and Discussion
The morphology of the samples was investigated with transmis-

sion electron microscopy (TEM). It has been reported in

previous papers that the specimen preparation could alter the

original and structural characteristics of the Au particles [25].

Therefore, we prepared the samples for TEM analysis using two

different thinning procedures. One sample was obtained after a

conventional TEM preparation technique, including mechani-

cal and high energy ion thinning (Ar+ ions at 5 keV). The other

one was prepared instead with the so-called “gentle milling”

procedure using low energy (0.1–1 keV) Ar+ ions (see details in

the Experimental section). The results are compared in Figure 1

that shows a plan view TEM of the silicon substrate after the

same gold deposition process but prepared following the stan-

dard (Figure 1a) and the gentle milling (Figure 1b) procedures,

respectively. The morphology is drastically modified by the

high energy Ar+ ion thinning, where the mean particle size is

about 20% larger and the density increases by about 30% with

respect to the low energy Ar+ beam thinning procedure. The

particles in Figure 1a are more spherical in shape with light

grey areas of irregular shape, while in Figure 1b, the clusters are

elongated and we observe square light gray regions. Clearly,

gold atom rearrangement occurs in the sample during the stan-

dard thinning process that probably results from the heating of

the sample due to the higher Ar+ ion energy. In order to avoid

artifacts, we therefore adopted the gentle milling procedure for

all the samples to be analyzed by TEM. We tested the relia-

bility of the mechanical thinning procedure by repeating both

the HF pretreatments and the deposition step on a Si sample

already thinned and then ready for TEM analysis. The Au

cluster morphology was quite similar (see Supporting Informa-

tion File 1, Figure S1) to that obtained by deposition on bulk

substrates. As a result, we used standard wafers for deposition,

and the samples were mechanically thinned and gently milled

for TEM observations.

HF treatment before Au deposition
The Si(100) substrates were cleaned following the procedure

described in the experimental section. Some of them were

subsequently immersed in DHF (diluted HF, 6% HF) for 10 s

and some others for 240 s. The electroless gold deposition takes

place then by immersion in the plating solution for 3 s. The

TEM images of the corresponding samples are reported in

Figure 2a,b, respectively. The gold morphology clearly varies

with the time of the DHF pretreatment. After 10 s in DHF (see

Figure 2a), Au atoms uniformly assemble on the Si substrate

with elongated and wide structures of a few tens of nanometers



Beilstein J. Nanotechnol. 2017, 8, 183–189.

185

Figure 2: Gold electroless deposition on Si(100) after an DHF pretreatment of 10 s (a) and 240 s (b); root mean squared (RMS) for the correspond-
ing Si substrates (c) measured with AFM.

Figure 1: Plan view TEM micrographs of AuNPs electroless deposited
on a Si substrate by immersion for 3 s in the solution after a DHF
pretreatment of 240 s; sample preparation (a) standard high energy
and (b) gentle milling procedure.

long. After 4 min in DHF (Figure 2b), they arrange as small

particles of spherical shape with a radius of less than 10 nm. Al-

though the images were taken in bright field mode, a huge mass

contrast between light gray, thin regions of square shape

(labeled 1 in Figure 2b) and the dark, thick round particles

(labeled 2 in Figure 2b) is clearly shown.

The two samples were also analyzed by Rutherford backscat-

tering (RBS) measurements with 2 MeV He+ ions in order

to obtain the areal density of the deposited gold atoms, which

was found to be 4.24 × 1015 atoms cm−2 for sample (a) and to

4.73 × 1015 atoms cm−2 for sample (b). By comparing these

results with the fractional covered area measured by the TEM

micrographs we estimated an equivalent mean thickness of

3 nm and 10 nm, respectively. So, in other words, in the first

case the layer-by-layer growth prevails while a 3D arrangement

is promoted by the DHF pretreatment of 240 s. It is well

known that HF strongly modifies the silicon surface roughness

[26-29] and wetting properties [30]. The surface-free energy

of gold is 1410 × 10−3 J/m−2, while that of Si and SiO2 are

1240 × 10−3 J/m2 and 400 × 10−3 J/m2, respectively [31].

The native SiO2 is completely etched after 10 s (etch rate

500 Å/min) so nucleation occurs on the hydrogenated silicon

surface [32]. The roughness of the Si surface after a pretreat-

ment of 4 min in DHF was measured by AFM, and the ob-

tained root mean square (RMS) was 3 nm, which is about one

order of magnitude higher than a typical Si wafer (Figure 2c).

Consequently, the surface-free energy increases [33] for a

rougher surface and promotes 3D cluster formation by offering

preferential sites for nucleation as apex or surface discontinu-

ities.

HF postdeposition treatment
So far we have shown the influence of a DHF pretreatment on

the subsequent Au deposition regarding the shape and morphol-

ogy of the nanoclusters. We now consider what happens if the
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DHF treatment is performed after the gold deposition. There are

many papers dealing with dynamic coalescence of metal nano-

particles in liquids [34-36]. In a previous work, we found that

silver nanoparticles are subjected to Smoluchowski [37]

ripening in DHF solutions by increasing their size and decreas-

ing their surface density. For the case of gold nanoparticles on

Si, we expect a more complex scenario due to the stronger inter-

action between gold and silicon with the formation of quasi-

heteroepitaxial layers. Figure 3 reports the morphologies ob-

served by AFM (in tapping mode with a silicon tip of 10–15 nm

curvature radius) of Si samples with AuNPs before (Figure 3a)

and after (Figure 3b) an HF postdeposition treatment of 70 s.

The postdeposition treatment clearly results in a much flatter

surface morphology than in the untreated sample. This effect

can be quantified by calculating the root mean square (RMS)

roughness from the two 1 × 1 µm scans in Figure 3, showing a

decrease in the RMS value from 2.53 nm for the untreated sam-

ple to 1.16 nm after the HF treatment. This indicates a more

uniform height distribution of clusters with respect to the sub-

strate after the postdeposition treatment. To better illustrate this

aspect, the histograms of the z values (in terms of deviation

from the mean height) extracted from the two AFM images are

also reported in Figure 3c, showing a broad distribution in the

as-deposited sample, with an asymmetric tail extending toward

lower z values, whereas a much narrower distribution is ob-

served after the HF treatment.

The corresponding plan view TEM micrographs of the two

samples are also reported in the inserts of Figure 3a and

Figure 3b, respectively. The selected area electron diffraction

(SAED), shown in Supporting Information File 1, Figure S2, of

the AuNPs presents a bright spot in the (200)Au ring along the

(400)Si directions indicating a heteroepitaxial arrangement of

the deposited Au atoms, as also previously reported [21]. The

intensity of this spot is reduced after HF treatment so one could

envisage that the flat gray regions are heteroepitaxial with the

substrate orientation. The 3D arrangement of the Au atoms after

the HF solution treatment indicates that the heteroepitaxial rela-

tionship with the substrate is partially lost.

Moreover, the amount of Au on the sample, as measured using

RBS, does not change even after an HF treatment of 70 s, indi-

cating that the atomic arrangement is not associated to dissolu-

tion of the deposited gold atoms (see Supporting Information

File 1, Figure S3).

For a better understanding of the process taking place under

immersion in HF we prepared a sample with large, flat regions,

obtained after a short HF pretreatment followed by an immer-

sion for 20 s in the plating solution. The morphology of gold

Figure 3: AFM z-scan of Si sample with AuNPs before (a) and after (b)
a postdeposition bake in HF for 70 s, with the corresponding TEM
images in the upper right hand part. (c) Height distribution relative to
the mean value, as calculated from AFM images.

was examined with plan view TEM and scanning transmission

electron microscopy (STEM) in high-angle annular dark-field

imaging (HAADF) Z-contrast (atomic number) imaging mode,

while the crystalline structure was analyzed in detail with X-ray

diffraction. Figure 4a and Figure 4b are the plan view TEM of

the samples before and after the HF postdeposition treatment
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Figure 6: Au (200) peak as measured by XRD in Bragg–Brentano geometry of (a) as-deposited sample and (b) the same sample but after an HF
treatment for 70 s.

for 70 s. The more discernible effect is a pronounced change in

the fractional covered area that varies by about 15%. By using a

STEM detector with a large inner radius (a HAADF detector)

electrons are collected which are not Bragg scattered. As such

HAADF images show little or no diffraction effects, and their

intensity is approximately proportional to Z2. The HF postdepo-

sition treatment levels off the intensity distribution of the corre-

sponding STEM micrograph, indicating a more uniform thick-

ness for the gold particles as clearly seen by comparing

Figure 4c and Figure 4d, respectively.

Figure 4: Plan view TEM of Si sample with Au islands obtained with
20 s immersion in the plating solution (a); the same sample after a HF
postdeposition treatment of 70 s (b) and (c) and (d) STEM image of (a)
and (b), respectively.

The samples were also inspected with X-ray diffraction

(Figure 5). Two different configurations were adopted. In the

Bragg–Brentano geometry we observed a significant (200) Au

peak at 2θ = 44.3°. Although the (111) peak at 38.2° was

expected to be the most dominant (the bars represented the

computed intensities for a powder sample), the dominant peak

at 2θ = 44.3° indicates the occurrence of texturing in the Au

cluster orientation. The (111) Au peak at 2θ = 38.2°, measured

with grazing incidence X-ray diffraction, showed the presence

of randomly oriented Au clusters coexisting with the heteroepi-

taxial regions on the Si substrate.

Figure 5: Diffraction profile of sample with AuNPs from a 20 s deposi-
tion for the grazing incidence (red, upper) and for the Bragg–Brentano
(blue, lower). The bars represent the computed intensities for a
random Au powder in the Bragg–Brentano geometry.

Moreover, the shape of the (200) diffraction peak indicates that

two families of grains, both exhibiting texturing in the [001]

crystallographic direction, are present. The deconvolution of the

signal is reported in Figure 6a and the size of the corresponding

crystals is determined by the Scherrer formula [38].

We observe a broad peak, with a FWHM of 2.6°, associated

with large regions about 3 nm thick. They coexist with small 3D

clusters that are about 15 nm high and whose contribution to the
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diffraction profile is represented by the Gaussian shape with a

FWHM of 0.5°. The same analysis was repeated after immer-

sion of the sample in HF for 70 s, and the diffractogram is

shown in Figure 6b. The FWHM for the XRD profile decreases

with increasing time in HF and is 2.26° after 40 s and 1.66°

after 70 s, indicating a thickening of the islands along the

growth axis (3.8 nm and 5 nm, respectively). The results are in

agreement with the TEM images that predicted an “in-plan”

shrinkage plus “in-height” increase for gold structures. We

probed the modification in the crystalline orientation, as found

by SAED, by comparing the “heteroepitaxial ratio”, defined as:

(1)

where A is the area under the corresponding peak. Rh.e. is a pa-

rameter related to the degree of texturing exhibited by the Au

particles as a function of the HF treatment. The ratio amounts to

1.17 after 40 s and to 1.75 after 70 s, indicating a reduction of

the textured component with immersion time in the HF solution.

Conclusion
In this work we investigate the morphology of gold aggregates

on silicon (100) substrates obtained by galvanic displacement

using XRD, AFM and TEM (with a proper low-energy ion

milling procedure). It was shown that Au atoms assemble in

thin regions and are irregularly shaped and also form in 3D

spherical clusters. The 3D spherical clusters form according to

the layer-by-layer and island growth modes but it is possible to

select between the two by varying the immersion time in DHF

solution during the cleaning procedure. Specifically, after a

quick immersion time of about 10 s and a deposition time of 3 s,

we obtained a discontinuous gold film of a few monolayers

thick. When the HF pretreatment is extended up to 4 min, for

the same plating time, we observed mostly spherical clusters,

while the thin regions were reduced to small squares of a few

nanometers long, which were aligned with the [001] direction of

the substrate. With a 10 s HF pretreatment and longer deposi-

tion times (about 20 s), both structures coexist, corroborating

the layer-by-layer plus island growth modes for gold on silicon.

The SAED and the XRD measurements showed a pronounced

heteroepitaxial component but also a polycrystalline phase for

Au on Si(100) obtained by galvanic displacement. The layered

gold regions could be altered by means of postdeposition HF

treatments. TEM observations and XRD analysis showed that

they thicken and rearrange their own crystalline structure.

HF is known to etch SiO2, changing the surface chemical com-

position and also the free energy of Si. As a result, the layered

gold is freed and the outlying atoms move toward inner regions

to reduce their surface free energy. The process is very fast and

bears similarities with the HF self-propelled motion of liquid

droplets on solid surfaces [39]. The results are comparable to

those obtained after high temperature and/or time consuming

annealing procedures.

Experimental
Pretreatment of silicon substrate and metal deposition.

The starting substrate was a Si(100) n-type substrate with

ρ = 3–5 Ω cm. Prior to plating, each sample was cut into

squares of 1.5 × 1.5 cm and degreased in acetone at 60 °C and

then placed in an ultrasonic bath for 6 min. This was followed

by immersion in DHF (6% HF) for 10 s or 240 s. The sub-

strates were then thoroughly washed with deionized water and

blow-dried in air. Gold deposition was carried out by manually

soaking each sample in a solution containing 1 mM KAuCl4

(99.995% trace metal, Sigma-Aldrich) and 10% HF (diluted

HF, GPR RECTAPUR 40%, VWR) at room temperature, under

ambient light conditions and without stirring. Then the samples

were rinsed in water to remove all surfactants and products.

They received an additional cleaning in acetone and were dried

in air.

TEM sample preparation. For plan view, the samples were

mechanically thinned from the backside to less than a microme-

ter. Then they were milled with a Gatan PIPS II device, accord-

ing to a low-energy procedure. Gentle milling was performed at

low temperature (less than −100 °C with LN2 cooling) at a 6°

milling angle and with beam energy of 1 keV and current of

30 µA at the beginning and of 0.1 keV and 25 µA for final pol-

ishing.

Supporting Information
We provide images for further understanding of the

influence of the TEM thinning procedures and we give

evidence of the random rearrangement of gold atoms by

electron diffraction on a selected area. We also show the

Rutherford backscattering spectra of the samples before and

after the HF postdeposition treatments to demonstrate that

the amount of gold atoms does not change.

Supporting Information File 1
Additional experimental data.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-19-S1.pdf]
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Abstract
Here we report the photocatalytic efficiency of hydrogenated TiO2 nanoplumes studied by measuring dye degradation in water.

Nanoplumes were synthesized by peroxide etching of Ti films with different thicknesses. Structural characterization was carried out

by scanning electron microscopy and transmission electron microscopy. We investigated in detail the optical properties of the syn-

thesized material and related them to the efficiency of UV photodegradation of methylene blue dye. The obtained results show that

TiO2 nanoplumes act as an effective antireflective layer increasing the UV photocatalytic yield of the film.

190

Introduction
Today water, energy, and food are the most urgent problems of

humanity. Since the seminal work of Honda and Fujishima in

1972 where photo-induced decomposition of water was discov-

ered [1], semiconductor photocatalysis has shown great poten-

tial not only for renewable energy generation but also in sus-

tainable technology to remove dangerous contaminants from

water [2-6]. In this context, TiO2 is one of the most extensively

studied materials. However, TiO2 is characterized by a wide

band gap (ca. 3 eV) resulting in a poor absorption of light in the

visible region [7]. Different approaches were proposed to over-

come this limit: the inhibition of the recombination of photo-

generated electrons and holes [8,9], the increase of the exposed

surface area [10-12], and the decrease of the band-gap energy

[13,14].

Recently, Chen et al. were able to synthesize black TiO2 with a

large optical absorption in the visible and infrared region [15-

18]. The amorphous shell on a crystalline nanoparticle core,

causes the formation of intragap states [19], which are responsi-

ble for the high absorption of visible light (and consequently of

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Figure 1: SEM images of a Ti film (70 nm thick) after etching for (a) 60 and (b) 150 s. Images of a Ti film (430 nm thick) after etching for (c) 150 and
(d) 190 s. Inset of panel (a): Ti film before the etching.

the black color). Unfortunately, the synthesis of this remark-

able material requires high pressures of H2 (up to 20 bar) and

long annealing treatments (up to 5 days).

Our group investigated the possibility to synthesize black TiO2

by an easier method [20]. In 2016 we employed, for the first

time [21], hydrogen peroxide etching of Ti films as an easy,

rapid, and low-cost method to synthesize hydrogenated TiO2

nanoplumes with significant photocatalytic properties under UV

and visible light irradiation.

Here we report the optical properties of the TiO2 nanoplumes

and their correlation with the efficiency of UV photodegrada-

tion of methylene blue (MB). The obtained results show that

TiO2 nanoplumes act as effective antireflective layer increasing

the UV photocatalytic yield.

Results and Discussion
In order to observe the morphology of the films we analyzed the

Ti samples after different etching times by SEM in plan view.

Two Ti film thicknesses, 70 nm and 430 nm, were used. Here-

after, we will call the samples Ti (70-xi) and Ti (430-xi), where

xi is the time of etching. The images are reported in Figure 1.

Figure 1a and Figure 1b show a Ti film of 70 nm after etching

for 60 and 150 s, respectively. After 60 s of etching there is no

observable change in the surface of the film, compared with the

as-deposited Ti film (inset of Figure 1a). After 150 s of etching,

instead, the Ti (70-150) sample shows a rough surface.

Figure 1c and Figure 1d show a Ti film of 430 nm after etching

for 150 and 190 s, respectively. A statistical analysis showed

that he roughness of the surface and the porosity of the struc-

ture increase with the etching time.

In Figure 2a, a cross-sectional view STEM image of Ti (430-

190) is reported. The sample shows the presence of a nanostruc-

tured material. The etching clearly expands from the surface of

the Ti film to the bulk of the material, generating a nanostruc-

tured film with high porosity and roughness, that we called

nanoplumes [21]. Nanoplumes (ca. 300 nm in thickness) show

the presence of a residual Ti layer at the bottom (ca. 70 nm in

thickness). Energy dispersive X-ray analyses reported in [21]

indicated that the nanoplumes are made of TiO2. In addition, an

accurate characterization of the nanoplumes performed by

X-ray diffraction (XRD) measurements, X-ray Fourier trans-

form infrared spectroscopy (FTIR), and photoelectron spectros-

copy (XPS), revealed that after the etching the samples are
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amorphous and composed of titanium and oxygen [21]. An

abundance of –OH groups was revealed on the surface of the

samples.

Figure 2: Cross-view TEM image of Ti (430-190).

Figure 3 shows the logarithmic residual concentration of MB as

a function of the time under UV irradiation. C is the measured

concentration of MB during irradiation, and C0 is the starting

concentration of MB. A pseudo-first order photocatalytic rate

constant, k [3], was extracted and the values are reported in

Figure 3 for all the analyzed samples. The surfaces were previ-

ously saturated with MB molecules. The samples were kept

immersed in the MB solution in dark for 12 h. So the surfaces

reached a steady-state of adsorption [21]. No photobleaching of

the MB molecules on the control solution was detected, there-

fore the decay in the MB concentration is only related to the

degradation of the reactant through a photocatalytic reaction

with the surface. Ti (430-190) samples exhibit the best photo-

catalytic activity in degrading the MB dye under UV irradiation.

In order to analyze the obtained photocatalytic results, it is

necessary to take into account different factors that influence

the reaction. Although the macroscopic surface is the same, the

active surface areas for the photocatalytic reaction is different

for each type of sample. Moreover the dynamic mechanisms of

liquid circulation around [22] and inside nanostructures are not

obvious [23]. However, the possible enhancement in the light

trapping efficiency could provide additional photogenerated

carriers, and as a consequence could favor the photocatalytic ac-

tivity.

In order to gain more insight into the realized structure, we per-

formed transmittance (T) and reflectance (R) measurements in

Figure 3: MB degradation under UV light irradiation for five samples:
MB (black squares), MB with Ti (70-60) (red circles), MB with Ti (70-
150) (blue triangles), MB with Ti (430-150) (pink stars), MB with
Ti (430-190) (green diamonds).

the range of 200–800 nm. The optical spectra are reported in

Figure 4. The transmittance spectra (Figure 4a) show that the

transmitted light by the samples is closely related to the thick-

ness of the residual Ti layer and, consequently, to the etching

time. In fact, for a fixed Ti starting thickness we observed a

more efficient transmittance after longer etching times (compare

the dashed-dotted with the dotted line, and the dashed with the

continuous line).

The reflectance measurements are reported in Figure 4b. The

total reflectance spectra of Ti (70-60) and Ti (70-150) present a

shift in the reflectance peak, from 302 to 314 nm. This shift

may be related to the variation on the sample thickness, due to

the different chemical etching time. Although the measured

spectra include wavelengths from 200 to 800 nm we will focus

on the UV region, since the light source of photocatalytic exper-

iments emits in this range (dashed vertical line). In this region

the absolute values of reflectance for Ti (70-60) and Ti (70-150)

are about 10%. The total reflectance of Ti (430-150) and

Ti (430-190) exhibits an almost completely suppression, below

5% in the UV range, and a 50% decrease between 410 and

700 nm compared to the previous two samples. The oscillations

of the spectra are due to optical interference. Ti (430-190) ex-

hibits a high exposed surface area due to the longer chemical

etching and the lowest reflectivity in the UV-A region. Both pa-

rameters affect the photocatalytic properties of the sample

making it particularly active in the presence of MB.

As shown before [21], the defects introduced in the material by

the chemical etching (in particular, Ti3+ and OH groups) are re-

sponsible for a blurring of the valence and conduction bands.

Consequently, a reduction of the optical gap was reported.
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Figure 4: Transmittance (a) and reflectance (b) measurements in the range of 200–800 nm. The vertical lines mark the wavelength of the UV-A light
source used for the photocatalytic experiments.

Ascertained of the high photocatalytic activity of the Ti (430-

190) sample due to its structural and optical properties, we

interpreted the R and T measurements in terms of the Fresnel

formulae [24], regardless of the effects of depolarization due to

the roughness and non-uniformity of the surface. We assumed

that the sample is constituted by two layers on a quartz sub-

strate, namely a titanium oxide layer and a metallic titanium

layer (from the top to the bottom). A schematic view is shown

as inset in Figure 5. The refractive indexes of the three layers

(TiO2/Ti/quartz) were calculated separately. For the quartz sub-

strate it was assumed to be 1.5 [25]. The refractive index of the

metallic film was extracted by fitting the reflectance spectrum

of the titanium layer before the chemical etching. We assumed

that the functional form for the dielectric constant of the

metallic film is given by the “Drude free carrier” expression

[26]:

(1)

where ω, ωP, γ and ε∞ are, respectively, the light frequency, the

plasma frequency, the damping constant, and the low-frequen-

cy dielectric constant tabulated for titanium. The refractive

index of titanium is calculated by the square root of Equation 1

[26]:

(2)

The refractive index of the TiO2 film was extracted by fitting

both the reflectance and transmittance spectra of the Ti (430-

190) sample, by using a Forouhi–Bloomer (FB) functional form

for amorphous samples [27-29]:

(3)

where

(4)

(5)

and Θ(ω − ωg) is a step function, ωg is the energy gap of the

amorphous material, n∞, A, ω0, Γ are the “low-frequency”

refractive index, the amplitude, the position, and the damping

constant of the FB oscillator, respectively. The transmittance

spectra reported in Figure 4a clearly indicate that the transmit-

tance strongly depends on the thickness of the metallic film

(dm), whereas the reflectance spectra are mostly influenced by

the TiO2 layer parameters n∞, ωg, A, ω0, Γ, and d0 (thickness of

titanium oxide layer). To start the fitting, we fixed d0 and dm to

be 300 and 70 nm, respectively, as obtained by TEM analysis,

and we assumed values of ωg and ω0 of 3.0 eV and 4.3 eV, re-

spectively, in agreement with the values reported for TiO2 [30].

The other parameters n∞, A, and Γ were extracted by fitting both

transmittance and reflectance. The simulated reflectance and

transmittance spectra by the Fresnel formulae [24] are shown in

Figure 5 by the dashed and the continuous line, respectively.

We wish to underline that the position of the maxima and

minima in the measured reflectance and transmittance spectra

do not coincide as expected. For example, the Ti (430-190)

sample shows a minimum of reflectance at 547 nm, which is
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Figure 5: Fitting of the transmittance and reflectance spectra of
Ti (430-190).

shifted by about 40 nm with respect to the maximum of the

transmittance (at 592 nm). This effect is related to the intrinsic

inhomogeneity of the etching process. Although the shape of

both T and R spectra can be reproduced by the fitting process,

some minor discrepancies between the experimental and calcu-

lated spectra need to be addressed. The fitted transmittance is in

perfect agreement with the experimental spectrum (Figure 5).

Indeed, the fit mainly depends on the thickness [27-29] of the

metallic Ti film and this value was established by the TEM

analyses. On the other hand, the fit of the reflectance is less

accurate at shorter wavelengths and in particular in the UV

range. This discrepancy can be explained by considering the

scattering effects from a rough surface. The light reflected by

the titanium layer undergoes multiple scattering in the

nanoplume layer and it is partially re-absorbed. This effect is

due to the high roughness and porosity of the material. There-

fore, the measured spectrum shows a lower reflectivity value

compared to the fitted spectrum in which the scattering effects

were not considered.

It is worth noting that the refractive index of the nanoplumes,

albeit it depends on the wavelength, does not exceed the value

of 1.4. In particular, it is 1.2 at 800 nm, and 1.3 at 300 nm. TiO2

is known to be a high refractive index material (n = 2.5–2.7)

[31], whereas the nanoplumes show a very low refractive index.

This result can be correlated to the high porosity and the high

content of air into the nanoplumes, so that the refractive index

can be considered as an average value of those of air and TiO2.

The model used to fit the experimental R and T curves shows

that the metal Ti layer acts as an efficient reflective layer,

whereas the nanoplume layer acts as an antireflective coating.

We found an ideal combination of 70 nm of highly reflective

metallic Ti under 300 nm of TiO2 with low refractive index.

Moreover, scattering effects improve the light adsorption by the

nanoplumes, increasing the generation of electron–hole pairs

and, therefore, enhancing the photocatalytic performance.

Conclusion
In summary, TiO2 nanoplumes were synthesized by a straight-

forward method, involving rapid chemical etching of Ti films in

a H2O2 solution. The present results reveal that the most impor-

tant optical effect of the synthesized nanoplumes is the suppres-

sion of reflectance, particularly in the UV range of the spectra.

The suppression of the reflectance is due to scattering effects of

the nanoplumes, which lead to the absorption of additional

photons reflected from titanium layer. The generation of elec-

tron–hole pairs is subsequently increased, and leads to the sig-

nificant photocatalytic activity of the TiO2 nanoplumes.

Experimental
The samples were synthesized by chemical etching of titanium

films as reported in [21]. Briefly, titanium films with a thick-

ness of about 70 and 430 nm, were sputtered on quartz sub-

strates by ultra-high vacuum magnetron sputtering from a Ti

target of 99.99% purity. The Ti samples (1 cm × 1 cm in size)

were put into 3 mL H2O2 (30%) solution at 60 °C for different

etching times. Afterwards, the samples were rinsed with de-

ionized water and dried in air.

SEM analyses in plan view were performed by a field emission

Zeiss Supra 25 microscope. TEM analyses were performed in

cross-sectional view with a JEOL JEM ARM200CF in scan-

ning mode (STEM) at 60 kV of beam acceleration voltage using

the microscope installed at the Beyond-Nano laboratory in

Catania (Italy). The optical characterization was obtained by ex-

tracting both the total transmittance (T) and the total reflectance

(R) spectra in the 200–800 nm wavelength range, by using a

spectrophotometer Perkin-Elmer Lambda 35 equipped with an

integrating sphere (RSA-PE-20, Perking-Elmer).

The photocatalytic properties of the synthesized material were

evaluated by the degradation of methylene blue (MB) dye, a

chemical compound commonly used to evaluate the photocata-

lytic efficiency of a material. The experimental setup was in

agreement with the ISO 10678:2010 international standard. The

samples were immersed in a solution (2 mL) containing MB

and de-ionized water (starting concentration: 1.3 × 10−5 M).

The mixture was irradiated by an 8 W UV lamp (350–400 nm

wavelength range) with a irradiance of 1 mW/cm2, for a total

time of 3 h. Every 30 min of irradiation the solutions were

measured with an UV–vis spectrophotometer (Perkin-Elmer

Lambda 45) in the 500–800 nm wavelength range. The degrada-

tion of MB was evaluated by the absorbance peak at 664 nm,

according to the Lambert–Beer law. The decomposition of the
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dye in absence of any material was also measured as a refer-

ence. Before each measurement, the samples were irradiated by

the UV lamp for 50 min in order to remove the hydrocarbons

localized on the sample surface [32].
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Abstract
Since 1970, TiO2 photocatalysis has been considered a possible alternative for sustainable water treatment. This is due to its materi-

al stability, abundance, nontoxicity and high activity. Unfortunately, its wide band gap (≈3.2 eV) in the UV portion of the spectrum

makes it inefficient under solar illumination. Recently, so-called “black TiO2” has been proposed as a candidate to overcome this

issue. However, typical synthesis routes require high hydrogen pressure and long annealing treatments. In this work, we present an

industrially scalable synthesis of TiO2-based material based on laser irradiation. The resulting black TiOx shows a high activity and

adsorbs visible radiation, overcoming the main concerns related to the use of TiO2 under solar irradiation. We employed a commer-

cial high repetition rate green laser in order to synthesize a black TiOx layer and we demonstrate the scalability of the present meth-

odology. The photocatalyst is composed of a nanostructured titanate film (TiOx) synthetized on a titanium foil, directly back-

contacted to a layer of Pt nanoparticles (PtNps) deposited on the rear side of the same foil. The result is a monolithic photochemi-

cal diode with a stacked, layered structure (TiOx/Ti/PtNps). The resulting high photo-efficiency is ascribed to both the scavenging

of electrons by Pt nanoparticles and the presence of trap surface states for holes in an amorphous hydrogenated TiOx layer.
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Introduction
The interest in titanium dioxide dates back in 1972, thanks to

the pioneering work of Honda and Fujishima [1]. TiO2 has been

widely used for both water splitting and mineralization of

organic contaminants in solution [2]. The applications range

from third generation solar cells [3] to material for air or water

purification [4] to antifogging and self-cleaning surfaces [5,6].

The main advantage of this material is its high inertness (even

in a corrosive environment), stability, abundance and nontoxi-
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city. Nevertheless, its exploitation in environmental remedia-

tion, and in particular in water purification, is relatively limited

due to its wide band gap (≈3.2 eV). This means that only 5% of

the incoming solar radiation can be readily employed for water

decontamination. In order to enhance the photocatalytic perfor-

mance of TiO2 under visible (solar) irradiation, many efforts

have been made in the last years, ranging from doping with N,

C and transition metals [7-9], to coupling with narrow band gap

semiconductor quantum dots [10], to the use of metal grafting

[11-14] or plasmonic metal nanostructures [15-19] and the prep-

aration of oxygen-deficient and/or hydrogen-rich TiOx [20-22].

We are interested, in particular, in this last approach.

Hydrogenated black TiO2 has attracted attention due to its low

band gap and large optical absorption [20,21] in the visible and

IR spectral range. This material has also encouraged theoretical

studies due to its peculiarities related to the hydrogen insertion.

In the case of TiO2 nanoparticles, hydrogen induces the amor-

phization of a layer at the surface and the creation of acceptor

states. These states are responsible for the visibly dark

coloration and, consequently, for sunlight absorption [23].

Unfortunately, this material is not suitable for industrial imple-

mentation since it requires up to 20 bar of hydrogen pressure

and up to 15 days of annealing treatment, according to the most

common synthesis techniques [21]. Recently, we proposed laser

ablation in water as a synthesis route for efficient TiO2-based

catalysts by using a high energy 1064 nm wavelength laser

[22,24,25].

In the present work, we focus our attention on the synthesis of a

nanostructured, black TiOx film on a Ti foil (TiOx/Ti) by using

a high repetition rate green laser commonly used in industry and

metallurgy. This laser has a shorter wavelength (532 nm vs

1064 nm) and a fluence (2 J/cm2 vs 20 J/cm2) and pulse energy

(10 mJ/pulse vs 1 J/pulse) of an order of magnitude lower than

our previously presented methodology [22]. We demonstrate

the scalability of the reported methodology and open up the

possible further exploitation of such a technology. In fact,

several differences arose with respect to our previous work,

mainly regarding the morphology and crystallinity of the ob-

tained film. However, variations were not observed in the com-

position (stoichiometry) or the optical and catalytic properties

of the material. In the present work, we are working near the

threshold for the formation of the black layer of TiOx. This

means that the laser supplies enough energy to induce melting

and oxidation on the metallic titanium surface and, at the same

time, the process is fast enough to allow the formation of sub-

stoichiometric oxides. We have demonstrated that the proposed

methodology allows for the successful synthesis of a black TiOx

material suitable for water purification applications. The mor-

phological, structural and optical properties of the film surface

were investigated. Moreover, we fabricated a photochemical

diode with remarkable activity for the degradation of pollutants

in water. The device is created by depositing a layer of Pt nano-

particles (PtNps) on the rear side of the TiOx/Ti substrate, pro-

ducing a monolithic electrochemical cell [22]. The device

consists of a stacked, layered structure: TiOx/Ti/PtNps. The

photo-activity of the material is related to the trapping and scav-

enging of holes due to the amorphous black layer and to the

scavenging of electrons caused by the presence of the PtNp

layer.

Experimental
Preparation
The synthesis of the TiOx film was performed by irradiating a

titanium metal foil (Goodfellow, purity 99.9%, as rolled) by a

diode-pumped Nd:YVO4 laser operating at wavelength of

532 nm, a repetition rate of 20 kHz, and a pulse duration of

15 ns to give a fluence of 2.0 J/cm2. The scanning speed was

kept at 100 mm/s. The laser was focused using a lens (focal

length of 20 cm), on the bottom of a vessel filled with 9 mm of

deionized Milli-Q water (resistivity 18 MΩ·cm) above the

sample. The sample was irradiated at a fluence of 2 J/cm2. A

schematic representation of the sample preparation procedure is

shown in Figure 1. During laser irradiation, TiO2 nanoparticles

were obtained in solution, as also reported in a previous publi-

cation [24,26], and a thin black layer of TiOx was formed on the

top of the Ti foil (Figure 1a). The samples have a surface area

of 0.7 cm2.

The synthesis of platinum nanoparticles (PtNps) was performed

by pulsed laser ablation in liquid by irradiating a Pt metal foil

(Sigma Aldrich, purity 99%) with a Nd:YAG laser (Giant

G790-30) at 1064 nm (10 ns pulse duration, 10 Hz repetition

rate). The laser was focused using a lens (focal length of 20 cm)

on the bottom of a Teflon vessel filled with 5 mL of deionized

Milli-Q water (resistivity 18 MΩ·cm). The sample was irradi-

ated at a fluence of 20 J/cm2. Pt nanoparticles, dispersed in

water, are stable for some months. The synthesis of Pt nanopar-

ticles is represented in Figure 1b.

Samples for photo-degradation tests were realized by depositing

some drops (about 2 mL) of the PtNps solution on the rear side

of the titanium foil at 90 °C and waiting for evaporation of the

water. A continuous layer of platinum nanoparticles adhered to

the substrate is formed, leading to the black-TiOx/Ti/PtNp

multilayer structure depicted in Figure 1c.

Methods
SEM images were acquired by using a field emission SEM

(Gemini Zeiss SUPRATM25) at a working distance of 5–6 mm,

using an electron beam of 5 keV and SE detector.
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Figure 1: Schematic representation of the sample preparation steps: (a) laser irradiation of the Ti foil in order to form the black TiOx layer;
(b) synthesis of Pt nanoparticles via laser ablation in water; (c) schematic representation of the black TiOx/Ti/PtNp multilayer structure after the depo-
sition of the Pt nanoparticles on the rear side of the irradiated Ti foil.

The UV–vis spectrum was collected using a Perkin-Elmer

Lambda40 spectrometer in the wavelength range 350–900 nm

with an integrating sphere (Labsphere 20). The IR spectra were

collected using an FTIR spectrometer (Perkin-Elmer Spectrum

1000) in the range 350–7000 cm−1. The absorbance was calcu-

lated with the formula: A = 100 – R where R is the reflectivity

as percentage.

The crystalline structure of the Ti and TiOx/Ti samples was de-

termined by grazing angle (0.5°) X-ray diffraction by using a

Bruker D-9000 instrument (Cu Kα) and Bruker diffraction suite

software for the diffraction analysis.

Rutherford backscattering spectrometry (RBS) measurements

were run using a 2 MeV He+ beam with a scattering angle of

165° in normal incidence. The RUMP software was employed

for the analysis of the RBS spectra.

In order to evaluate the photocatalytic activity of the TiOx nano-

structured film, the methylene blue (MB) discoloration test was

performed [24]. The apparent photon efficiency in the UV range

was calculated according to ISO10678:2010 [27]. The quantum

efficiency (QE) was calculated as the ratio between the apparent

photon efficiency and the measured absorbance in the wave-

length range of the light source. QE represents the ratio be-

tween the number of molecules degraded for unit of time (and

area) and the number of photons adsorbed by the sample per

unit of time (and area). The UV light source (TL 8W BLB 1FM,

Philips) spectrum was centred at 368 nm with a FWHM of less

than 10 nm, the measured irradiance was about 1.5 mW/cm2.

Results and Discussion
When a high energy, nanosecond laser pulse is focused on a Ti

foil, a hot plasma plume forms on the metal surface. The plasma

is characterized by high temperature and pressure (≈4700 °C

and ≈107 Pa, respectively) [28]. The plume expansion is slowed

down by the presence of liquid. As a consequence, inside the

plasma, high temperature and pressure are maintained for

several μs. Water dissociates and reacts with titanium atoms

ejected from the target, realizing H–Ti–Ox. In addition, a cavita-

tion bubble appears, expands, shrinks and collapses in the

timescale of hundreds of μs. The collapse is a complex phenom-

enon that terminates by depositing a layer of titanium oxides on

the Ti target [24,28,29]. The redeposited material is black in

colour. The effect of the laser irradiation on the titanium foil is

reported in Figure 2. In the left side of Figure 2, the irradiated

zone is the black square of the sample. The surface morphology,

as reported by SEM, reveals that after irradiation, the black sur-

face is uniformly covered by small structures (Figure 2 centre).

A high magnification image (Figure 2 right) shows that they

consist of cavities and grain boundaries. It is worth noting that

the nanostructure of the film appears similar to the case of irra-

diation under 1064 nm wavelength [22]. However, in the

present condition, the holes on the surface of the irradiated sam-

ple appear to be concentrated at the grain boundaries generated

on the surface by the laser annealing.

RBS spectra clearly show the presence of oxygen in the irradi-

ated zone, as indicated in Figure 3. The spectra of the black

TiOx film and the Ti target are reported together with the simu-

lation of their profiles. Close to the surface of the irradiated
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Figure 2: Left: Photograph of the irradiated sample. Middle: low-magnification SEM image of the surface after laser irradiation. Right: High-magnifica-
tion image of the surface of black TiOx.

Figure 3: RBS spectra of the TiOx film and the Ti target. Arrows indi-
cate signals coming from titanium and oxygen, respectively. Simula-
tions of the spectra are also reported. Left lower side: a schematic
representation of the irradiated sample is reported.

sample, substoichiometric titanium oxides (such as TiO and

Ti2O3) are revealed by the RUMP simulation [30]. It is ob-

served that the oxygen content decreases to negligible values

going from the surface to the inner part of the sample. The RBS

profile implies a change in stoichiometry from TiO2 on the sur-

face to bulk Ti. The oxidation profile cannot steadily be

extracted from the simulation (owing to the complex morpholo-

gy of the sample). Nevertheless, the average layer thickness can

be estimated to be roughly 400 nm.

In Figure 4, the XRD spectra of the TiOx film is shown. In the

same figure the spectra of the Ti substrate is shown for compar-

ison. The peaks at about 35°, 38°, 40°, and 53° are apparent in

both spectra and they are related to the metallic Ti substrate.

The presence of an amorphous phase is clearly recognizable in

the spectrum in the low angle range. We ascribe such signal to

an amorphous titanium oxide layer.

Figure 4: XRD spectra of the TiOx/Ti film and the Ti foil (before irradia-
tion). The main characteristic peaks of titanium are indicated. The main
feature of the black TiOx sample is the pronounced amorphous signal
observed at low scattering angles.

The absorbance spectra (1 − R %) of the black TiOx film is re-

ported in Figure 5. The measured absorbance is higher than

90% in the range from 0.35 to 5 eV (from 3.5 to 0.25 µm in

wavelength). The high absorption and black coloration is

ascribed to reduced oxidation states of Ti (electrons in the Ti 3d

states) and to the presence of H in association with an oxygen

vacancy [23]. It is worth noting the obtained black TiOx has

very high absorbance in the full range of solar radiation: in par-

ticular, solar radiation spans from 0.5 eV (2.5 µm) to 5 eV

(250 nm).

Although it depends on other concomitant surface processes,

photocatalytic activity benefits from the high absorption in

UV–vis and IR ranges. Indeed, the presence of hydrogen (either

interstitial, in TiH or in OH complexes) can effectively en-

hance the photocatalytic performance of the film [2,6,20-

22,24,25]. Furthermore, H-rich zones on the surface can en-

hance electron scavenging, preventing recombination [2].
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Figure 5: Absorbance spectra of the TiOx/Ti film in the IR, visible and
UV spectral range.

Figure 6: UV discoloration of methylene blue (MB) dye in the pres-
ence of TiOx/Ti/Pt foil. The discoloration of a MB solution without
photocatalyst is also reported for comparison purposes.

In the present work, the photocatalytic activity is measured by

using the methylene blue (MB) discoloration method [27]. Sam-

ples for discolouration measurements were prepared by sand-

wiching the Ti substrate between a TiOx layer (irradiated sur-

face) and a Pt nanoparticle layer, thus realizing a TiOx/Ti/PtNp

monolithic chemical diode. The Pt nanoparticles were 20 nm in

diameter [29,31] as measured by dynamic light scattering. They

were deposited on the rear side of the sample as shown in

Figure 1b and discussed in the experimental section. In

Figure 6, the concentration of MB under UV irradiation in the

presence of black TiOx material (black) and without the photo-

catalyst (green) are reported. The MB concentration follows a

pseudo first-order kinetic law in the first 10 hours of irradiation.

The discoloration rate constant k is measured by fitting the

curve in Figure 6 with the following formula: C/C0 = e−kt. A

discoloration rate k of 0.22 ± 0.01 and 0.01 ± 0.01 h−1·cm−2 was

measured for TiOx/Ti/PtNps and MB, respectively. By using the

above result, a quantum efficiency of 0.041% is calculated for

the decolouration of methylene blue in water. It is worth noting

that the UV quantum efficiency for the TiOx/Ti/PtNp sample is

higher than that reported for standard commercial photocatalyt-

ic glass (0.025%) [32].

The photo-activity is mainly due to oxidation of MB molecules

adhered to the surface of the TiOx [12]. This reaction is mainly

mediated by holes. In a photocatalytic process driven by titania,

electrons have to be transferred (contemporaneously to holes) to

the solution in order to maintain charge neutrality in solution.

An accumulation of electrons in the material causes an increase

of the Fermi level and an increase of the recombination rate of

e–h couples, with a consequent decrease of the photo-activity.

Despite some controversial debates in the literature in the past

years (mainly regarding the potential activity of the amorphous

phase), it has been recently reported that both the presence of an

amorphous phase or different crystalline phases (i.e., anatase

and rutile, as in the case of the Evonik Aeroxide P25®, the

former Degussa-P25® powder) can be beneficial in terms of

photocatalytic activity [20,24]. In the material presented in this

work, the crystalline content is highly reduced (if not absent)

with respect our previous work [22]. Regardless, the catalytic

performance is remarkable, thus indicating that the role of elec-

tron scavenging is the key to prevent recombination and boost

the photochemical reactions occurring at the surface. We real-

ized a platinum nanoparticle layer in order to favour the scav-

enging of electrons due to the high affinity of Pt with oxygen

[33] and the high surface/mass ratio of the nanoparticle layer.

We observed the presence of a series of substoichiometric

oxides (as reported by RBS analysis) that allows for good elec-

trical contact between the black TiOx surface and the Pt nano-

particle layer on the rear side of the film through the metallic

titanium substrate. A higher photo-activity is achieved when

holes interact with adhered molecules on the surface by means

of surface trap states. In amorphous TiOx, free holes interact

with Ti+4 cation surface trap states [12], superficial Ti intersti-

tials [34,35], or hydrogen complexes (realised during the syn-

thesis of the material). These defects on the surface favour the

trapping of holes in specific superficial sites and facilitate the

interaction with adhered molecules.

Conclusion
In conclusion, we have proposed a new, simple, scalable and

environmentally friendly methodology for synthesizing black

TiOx by using laser irradiation in liquid. We used a commercial,

industrial laser with a high repetition rate in order to synthetize

black TiOx. We also noted that this methodology has important

advantages with respect to the commonly used synthesis tech-

niques. The obtained material has an extremely high absor-

bance in the IR, visible and UV spectral range. Although it is
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composed of amorphous titanium oxide, it is able to degrade

pollutants (methylene blue) dissolved in solution at a high rate

(QE = 0.041%). This high activity is ascribed to the presence of

trap states for holes in the illuminated surface and the a stacked,

layered structure (TiOx/Ti/PtNps) in which the Pt nanoparticle

layer (on the rear side of the sample) permits the scavenging of

electrons.

Acknowledgements
This research has been supported by the FP7 European

Project WATER (Grant Agreement n. 316082). The

Government of Spain is acknowledged for the Mobility Grant

of Senior Professors and Researchers (MAT2015-71459-C2-P,

Grant PRX15/00088).

References
1. Fujishima, A.; Honda, K. Nature 1972, 238, 37–38.

doi:10.1038/238037a0
2. Fujishima, A.; Zhang, X.; Tryk, D. A. Surf. Sci. Rep. 2008, 63, 515–582.

doi:10.1016/j.surfrep.2008.10.001
3. Grätzel, M. J. Photochem. Photobiol., C 2003, 4, 145–153.

doi:10.1016/S1389-5567(03)00026-1
4. Miyauchi, M.; Irie, H.; Liu, M.; Qiu, X.; Yu, H.; Sunada, K.;

Hashimoto, K. J. Phys. Chem. Lett. 2016, 7, 75–84.
doi:10.1021/acs.jpclett.5b02041

5. Guldin, S.; Kohn, P.; Stefik, M.; Song, J.; Divitini, G.; Ecarla, F.;
Ducati, C.; Wiesner, U.; Steiner, U. Nano Lett. 2013, 13, 5329–5335.
doi:10.1021/nl402832u

6. Hashimoto, K.; Irie, H.; Fujishima, A. Jpn. J. Appl. Phys., Part 1 2005,
44, 8269. doi:10.1143/JJAP.44.8269

7. Asahi, R.; Morikawa, T.; Ohwaki, T.; Aoki, K.; Taga, Y. Science 2001,
293, 269. doi:10.1126/science.1061051

8. Litter, M. I. Appl. Catal., B 1999, 23, 89–114.
doi:10.1016/S0926-3373(99)00069-7

9. Khan, S. U. M.; Al-Shahry, M.; Ingler, W. B., Jr. Science 2002, 297,
2243. doi:10.1126/science.1075035

10. Robel, I.; Subramanian, V.; Kuno, M.; Kamat, P. V. J. Am. Chem. Soc.
2006, 128, 2385–2393. doi:10.1021/ja056494n

11. Yu, H.; Irie, H.; Hashimoto, K. J. Am. Chem. Soc. 2010, 132,
6898–6899. doi:10.1021/ja101714s

12. Liu, M.; Inde, R.; Nishikawa, M.; Qiu, X.; Atarashi, D.; Sakai, E.;
Nosaka, Y.; Hashimoto, K.; Miyauchi, M. ACS Nano 2014, 8,
7229–7238. doi:10.1021/nn502247x

13. Dette, C.; Pérez-Osorio, M. A.; Kley, C. S.; Punke, P.; Patrick, C. E.;
Jacobson, P.; Giustino, F.; Jung, S. J.; Kern, K. Nano Lett. 2014, 14,
6533–6538. doi:10.1021/nl503131s

14. Beranek, R.; Kisch, H. Photochem. Photobiol. Sci. 2008, 7, 40–48.
doi:10.1039/B711658F

15. Linic, S.; Christopher, P.; Ingram, D. B. Nat. Mater. 2011, 10, 911–921.
doi:10.1038/nmat3151

16. Hou, W.; Cronin, S. B. Adv. Funct. Mater. 2013, 23, 1612–1619.
doi:10.1002/adfm.201202148

17. Cacciato, G.; Ruffino, F.; Zimbone, M.; Reitano, R.; Privitera, V.;
Grimaldi, M. G. Mater. Sci. Semicond. Process. 2016, 42, 40–44.
doi:10.1016/j.mssp.2015.07.074

18. Cacciato, G.; Bayle, M.; Pugliara, A.; Bonafos, C.; Zimbone, M.;
Privitera, V.; Grimaldi, M. G.; Carles, R. Nanoscale 2015, 7,
13468–13476. doi:10.1039/C5NR02406D

19. Scuderi, V.; Impellizzeri, G.; Romano, L.; Scuderi, M.; Brundo, M. V.;
Bergum, K.; Zimbone, M.; Sanz, R.; Buccheri, M. A.; Simone, F.;
Nicotra, G.; Svensson, B. G.; Grimaldi, M. G.; Privitera, V. Nanoscale
2014, 6, 11189–11195. doi:10.1039/C4NR02820A

20. Chen, X.; Liu, L.; Yu, P. Y.; Mao, S. S. Science 2011, 331, 746.
doi:10.1126/science.1200448

21. Chen, X.; Liu, L.; Huang, F. Chem. Soc. Rev. 2015, 44, 1861.
doi:10.1039/C4CS00330F

22. Zimbone, M.; Cacciato, G.; Sanz, R.; Carles, R.; Gulino, A.;
Privitera, V.; Grimaldi, M. G. Catal. Commun. 2016, 84, 11–15.
doi:10.1016/j.catcom.2016.05.024

23. Mo, L.-B.; Wang, Y.; Bai, Y.; Xiang, Q.-Y.; Li, Q.; Yao, W.-Q.;
Wang, J.-O.; Ibrahim, K.; Wang, H.-H.; Wan, C.-H.; Cao, J.-L. Sci. Rep.
2015, 5, 17634. doi:10.1038/srep17634

24. Zimbone, M.; Buccheri, M. A.; Cacciato, G.; Sanz, R.; Rappazzo, G.;
Boninelli, S.; Reitano, R.; Romano, L.; Privitera, V.; Grimaldi, M. G.
Appl. Catal., B: Environ. 2015, 165, 487.
doi:10.1016/j.apcatb.2014.10.031

25. Zimbone, M.; Cacciato, G.; Buccheri, M. A.; Sanz, R.; Piluso, N.;
Reitano, R.; La Via, F.; Grimaldi, M. G.; Privitera, V.
Mater. Sci. Semicond. Process. 2016, 42, 28–31.
doi:10.1016/j.mssp.2015.09.012

26. Zimbone, M.; Musumeci, P.; Baeri, P.; Messina, E.; Boninelli, S.;
Compagnini, G.; Calcagno, L. J. Nanopart. Res. 2012, 14, 1308.
doi:10.1007/s11051-012-1308-4

27. ISO:10678 "Determination of photocatalytic activity of surfaces in an
aqueous medium by degradation methylene blue".

28. Sasaki, K. Dynamics of Liquid-Phase Laser Ablation. In Laser ablation
in liquids: principles and applications in the preparation of
nanomaterials; Yang, G., Ed.; CRC Press: Boca Raton, FL, U.S.A.,
2009; pp 269–295.

29. Di Mauro, A.; Zimbone, M.; Scuderi, M.; Nicotra, G.; Fragalà, M. E.;
Impellizzeri, G. Nanoscale Res. Lett. 2015, 10, 484.
doi:10.1186/s11671-015-1126-6

30. Doolittle, L. R. Nucl. Instrum. Methods Phys. Res., Sect. B 1986, 15,
227–231. doi:10.1016/0168-583x(86)90291-0

31. Messina, E.; Donato, M. G.; Zimbone, M.; Saija, R.; Iatì, M. A.;
Calcagno, L.; Fragalà, M. E.; Compagnini, G.; D’Andrea, C.; Foti, A.;
Gucciardi, P. G.; Maragò, O. M. Opt. Express 2015, 23, 8720–8730.
doi:10.1364/OE.23.008720

32. Fateh, R.; Dillert, R.; Bahnemann, D. ACS Appl. Mater. Interfaces
2014, 6, 2270–2278. doi:10.1021/am4051876

33. Young Park, J.; Renzas, J. R.; Contreras, A. M.; Somorjai, G. A.
Top. Catal. 2007, 46, 217–222. doi:10.1007/s11244-007-0331-7

34. Gopal, N. O.; Lo, H.-H.; Sheu, S.-C.; Ke, S.-C. J. Am. Chem. Soc.
2010, 132, 10982–10983. doi:10.1021/ja909901f

35. Wendt, S.; Sprunger, P. T.; Lira, E.; Madsen, G. K. H.; Li, Z.;
Hansen, J. Ø.; Matthiesen, J.; Blekinge-Rasmussen, A.;
Lægsgaard, E.; Hammer, B.; Besenbacher, F. Science 2008, 320,
1755–1759. doi:10.1126/science.1159846

https://doi.org/10.1038%2F238037a0
https://doi.org/10.1016%2Fj.surfrep.2008.10.001
https://doi.org/10.1016%2FS1389-5567%2803%2900026-1
https://doi.org/10.1021%2Facs.jpclett.5b02041
https://doi.org/10.1021%2Fnl402832u
https://doi.org/10.1143%2FJJAP.44.8269
https://doi.org/10.1126%2Fscience.1061051
https://doi.org/10.1016%2FS0926-3373%2899%2900069-7
https://doi.org/10.1126%2Fscience.1075035
https://doi.org/10.1021%2Fja056494n
https://doi.org/10.1021%2Fja101714s
https://doi.org/10.1021%2Fnn502247x
https://doi.org/10.1021%2Fnl503131s
https://doi.org/10.1039%2FB711658F
https://doi.org/10.1038%2Fnmat3151
https://doi.org/10.1002%2Fadfm.201202148
https://doi.org/10.1016%2Fj.mssp.2015.07.074
https://doi.org/10.1039%2FC5NR02406D
https://doi.org/10.1039%2FC4NR02820A
https://doi.org/10.1126%2Fscience.1200448
https://doi.org/10.1039%2FC4CS00330F
https://doi.org/10.1016%2Fj.catcom.2016.05.024
https://doi.org/10.1038%2Fsrep17634
https://doi.org/10.1016%2Fj.apcatb.2014.10.031
https://doi.org/10.1016%2Fj.mssp.2015.09.012
https://doi.org/10.1007%2Fs11051-012-1308-4
https://doi.org/10.1186%2Fs11671-015-1126-6
https://doi.org/10.1016%2F0168-583x%2886%2990291-0
https://doi.org/10.1364%2FOE.23.008720
https://doi.org/10.1021%2Fam4051876
https://doi.org/10.1007%2Fs11244-007-0331-7
https://doi.org/10.1021%2Fja909901f
https://doi.org/10.1126%2Fscience.1159846


Beilstein J. Nanotechnol. 2017, 8, 196–202.

202

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.8.21

http://creativecommons.org/licenses/by/4.0
http://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.8.21


254

Impact of contact resistance on the electrical properties of
MoS2 transistors at practical operating temperatures
Filippo Giannazzo*1, Gabriele Fisichella1, Aurora Piazza1,2,3, Salvatore Di Franco1,
Giuseppe Greco1, Simonpietro Agnello2 and Fabrizio Roccaforte1

Full Research Paper Open Access

Address:
1Consiglio Nazionale delle Ricerche – Istituto per la Microelettronica e
Microsistemi, Strada VIII, n 5, 95121 Catania, Italy, 2Department of
Physics and Chemistry, University of Palermo, Via Archirafi 36, 90143
Palermo, Italy and 3Department of Physics and Astronomy, University
of Catania, Via Santa Sofia, 64, 95123 Catania, Italy

Email:
Filippo Giannazzo* - filippo.giannazzo@imm.cnr.it

* Corresponding author

Keywords:
contact resistance; mobility; MoS2; temperature dependence;
threshold voltage

Beilstein J. Nanotechnol. 2017, 8, 254–263.
doi:10.3762/bjnano.8.28

Received: 14 September 2016
Accepted: 03 January 2017
Published: 25 January 2017

This article is part of the Thematic Series "Self-assembly of
nanostructures and nanomaterials II".

Guest Editor: I. Berbezier

© 2017 Giannazzo et al.; licensee Beilstein-Institut.
License and terms: see end of document.

Abstract
Molybdenum disulphide (MoS2) is currently regarded as a promising material for the next generation of electronic and optoelec-

tronic devices. However, several issues need to be addressed to fully exploit its potential for field effect transistor (FET) applica-

tions. In this context, the contact resistance, RC, associated with the Schottky barrier between source/drain metals and MoS2 cur-

rently represents one of the main limiting factors for suitable device performance. Furthermore, to gain a deeper understanding of

MoS2 FETs under practical operating conditions, it is necessary to investigate the temperature dependence of the main electrical pa-

rameters, such as the field effect mobility (μ) and the threshold voltage (Vth). This paper reports a detailed electrical characteriza-

tion of back-gated multilayer MoS2 transistors with Ni source/drain contacts at temperatures from T = 298 to 373 K, i.e., the ex-

pected range for transistor operation in circuits/systems, considering heating effects due to inefficient power dissipation. From the

analysis of the transfer characteristics (ID−VG) in the subthreshold regime, the Schottky barrier height (ΦB ≈ 0.18 eV) associated

with the Ni/MoS2 contact was evaluated. The resulting contact resistance in the on-state (electron accumulation in the channel) was

also determined and it was found to increase with T as RC proportional to T3.1. The contribution of RC to the extraction of μ and Vth

was evaluated, showing a more than 10% underestimation of μ when the effect of RC is neglected, whereas the effect on Vth is less

significant. The temperature dependence of μ and Vth was also investigated. A decrease of μ proportional to 1/Tα with α = 1.4 ± 0.3

was found, indicating scattering by optical phonons as the main limiting mechanism for mobility above room temperature. The

value of Vth showed a large negative shift (about 6 V) increasing the temperature from 298 to 373 K, which was explained in terms

of electron trapping at MoS2/SiO2 interface states.
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Introduction
Transition metal dichalcogenides (TMDs) are compound mate-

rials formed by the Van der Waals stacking of MX2 layers

(where M = Mo, W, etc., i.e., a transition metal, and X = S, Se,

Te, i.e., a chalcogen atom). Among the large number of existing

layered materials [1], TMDs are currently attracting increasing

scientific interest due to some distinct properties, such as the

presence of a sizable bandgap in their band structure. As an ex-

ample, MoS2 (the most studied among TMDs due to its high

abundance in nature and relatively high stability under ambient

conditions) exhibits an indirect bandgap of ≈1.3 eV in the case

of few layers and bulk material and a direct bandgap of ≈1.8 eV

in the case of a single layer. These properties make MoS2 an

interesting material for the next generation of electronics and

optoelectronics devices [2]. As an example, field effect transis-

tors with very interesting performance in terms of the on/off

current ratio (106–108) and low subthreshold swing (≈70 meV/

decade) have been demonstrated using single [3] and multi-

layers of MoS2 [4].

MoS2 thin films, obtained either by cleavage from the bulk ma-

terial or by chemical vapor deposition, are typically uninten-

tionally n-type doped. Since well-assessed methods for doping

enrichment of MoS2 under source/drain contacts are still

lacking, MoS2 transistors are mostly fabricated by deposition of

metals directly on the unintentionally doped material, resulting

in the formation of Schottky contacts. Experimental investiga-

tions showed that both low work function (e.g., Sc, Ti) and high

work function (e.g., Ni, Pt) metals mostly exhibit a Fermi level

pinning close to the conduction band of MoS2 [5], resulting in a

Schottky barrier height (SBH) for electrons typically ranging

from 0.1 to 0.3 eV. The origin of this Fermi level pinning is cur-

rently a matter of investigation and a crucial role seems to be

played by nanoscale defects/inhomogeneities at the metal/MoS2

interface [6,7].

The presence of this small but not negligible Schottky barrier at

source/drain contacts certainly has a strong impact on the elec-

trical characteristics of MoS2 transistors in the subthreshold

regime [5]. In addition, the resulting source/drain contact resis-

tance, RC, can also have a significant influence on the electrical

properties of the device in the on-state, i.e., above the threshold

voltage (Vth). In particular, RC is expected to affect, to some

extent, the values of Vth and of the field effect mobility μ

extracted from the transfer characteristics (drain current, ID, vs

gate bias, VG) of the device and of the on-resistance (Ron)

extracted from the output characteristics (drain current, ID, vs

drain bias, VDS). Clearly, all these parameters (Vth, μ, and Ron)

have their own dependence on the temperature, and their combi-

nation results in the device electrical characteristics at a fixed

measurement condition. Hence, to gain a deeper understanding

of the behavior of MoS2 transistors for real applications, a tem-

perature-dependent characterization of the main electrical pa-

rameters under practical operating conditions is mandatory. A

temperature range from room temperature to 400 K is a real-

istic range for device operation in circuits/systems, taking into

account the heating effect they undergo due to inefficient heat

dissipation. However, to date, only a limited number of papers

have focused on the high temperature behavior of MoS2 transis-

tors [8,9].

In this paper, we report a detailed temperature dependent inves-

tigation of multilayer MoS2 transistors with Ni source/drain

contacts, focusing on the role played by the contact both in the

subthreshold regime and above the threshold voltage. In

contrast to other literature works, mainly focused on the use of

low work function contacts (such as Sc or Ti) to minimize the

effect of contact resistance in n-type MoS2 FETs [5], we

focused on a high work function metal such as Ni in this paper

in order to evaluate the impact of Ni/MoS2 contact resistance on

the device field effect mobility μ and threshold voltage Vth. The

interest on Ni was also motivated by the recently demonstrated

possibility to achieve MoS2 FETs with ambipolar behavior by

performing a temperature-bias annealing processes on

as-deposited Ni contacts [10]. In the following, the temperature

dependence of μ, Vth and RC in the range from 298 to 373 K

was determined and the physical mechanisms of these depen-

dences were discussed.

Results and Discussion
Back-gated transistors have been fabricated using multilayer

MoS2 flakes (with thickness ranging from ≈40 to ≈50 nm) exfo-

liated from bulk molybdenite crystals onto a highly doped Si

substrate covered with 380 nm thick, thermally grown SiO2.

Such relatively thick MoS2 samples have been chosen since it

has been reported that the electrical properties (μ, Vth) of simple

back-gated transistors fabricated with multilayer MoS2 are

much less affected by the effect of the external environment

(water/oxygen) [9] with respect to single or few layer devices

[11], for which encapsulation is instead required to achieve

good electrical performance [3].

Furthermore, as reported in the literature, carrier mobility is

only slightly dependent on MoS2 thickness for transistors fabri-

cated on ≈20 to ≈70 nm thick flakes, whereas stronger varia-

tions are observed for thinner flakes, with the largest mobility

values obtained for thicknesses ranging from 6 to 12 nm [5].

The experiments discussed in this paper have been carried out

on a set of ten FETs fabricated on the same substrate. For

consistency, the reported temperature-dependent analysis has
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Figure 1: (a) Schematic including an optical image of a MoS2 transistor with the SiO2/Si backgate and Ni/Au source and drain contacts. (b) Atomic
force microscopy image and (c) the corresponding height linescan of the MoS2 flake on the SiO2 substrate.

been carried out on one of the transistors from this set of

devices. Figure 1a shows a schematic representation including

an optical image of a MoS2 transistor with the SiO2/Si back-

gate and Ni/Au source and drain contacts. An atomic force

microscopy image (Figure 1b) and the corresponding height

linescan (Figure 1c) of the MoS2 flake on the SiO2 substrate are

also reported, showing ≈40 nm flake thickness.

The transfer characteristics (ID−VG) measured at a low fixed

drain bias (VDS = 0.1 V) on this device at different tempera-

tures from 298 to 373 K are reported in Figure 2 both on a semi-

logarithmic scale (Figure 2a) and on a linear scale (Figure 2b).

Clearly, the linear scale plot allows the current transport above

the threshold voltage (Vth) to be studied, whereas the semilog

scale plot allows for a better visualization of transport in the

subthreshold regime. In the following two sections, a detailed

analysis of the characteristics in the subthreshold and above-

threshold regime will be reported and the device electrical pa-

rameters will be extracted. In particular, the Ni/MoS2 Schottky

barrier height and the flat band voltage (VFB) will be evaluated

from the temperature-dependent analysis of the subthreshold

ID−VG curves, whereas the temperature behavior of Vth and μ

will be obtained from the curves above the threshold.

Subthreshold behavior
The semilog scale ID−VG characteristics (Figure 2a) measured

at 298 K exhibit a current variation of more than six orders of

magnitude in the bias range from VG = −55 V to 0 V. This

current variation is significantly reduced with increasing

the temperature from 298 to 373 K, especially due to the

strong increase of current with the temperature at large nega-

tive bias.

Figure 2: Semilog scale plot (a) and linear scale plot (b) of the transfer
characteristics (ID−VG) measured at a fixed drain bias (VDS = 0.1 V)
and at different temperatures ranging from 298 to 373 K. (c) Transcon-
ductance (gm = dID/dVG) vs VG curves at different temperatures calcu-
lated from the ID−VG characteristics in (b).
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Figure 3: (a) Semilog scale plot of the transfer characteristics (ID−VG) in the subthreshold regime at different temperatures ranging from 298 to 373 K.
(b) Arrhenius plot of ID/T2 vs 1000/T for each gate bias. (c) Effective SBH ΦB as a function of VG. In the inserts, schematic band diagrams are given
for the transistor operation in different regimes: depletion (i), flat band voltage (ii) and accumulation (iii).

This is better highlighted in Figure 3a, where the ID−VG charac-

teristics in the gate bias range from −55 to −35 V and at differ-

ent temperatures from 298 to 373 K have been reported. Such

strong dependence of ID on T suggests that current transport in

the subthreshold regime is dominated by thermionic current

injection through the reverse biased source/MoS2 Schottky con-

tact, according to the relation 

[5], where ΦB(VG) is the effective Schottky barrier height

(SBH), modulated by the gate bias VG. To verify this, for each

VG an Arrhenius plot of ID/T2 vs 1000/T is reported in

Figure 3b. A nice linear dependence was observed for all the VG

in the considered bias range. The effective SBH values ΦB, ob-

tained from the slope of the linear fit of the Arrhenius plot in

Figure 3b are reported in Figure 3c as a function of VG. The

schematic band diagrams corresponding to the different tran-

sistor operation regimes, i.e., depletion (i), flat band (ii) and

accumulation (iii), are also illustrated in the inserts of Figure 3c.

In the depletion regime (Figure 3c (i)), the applied gate bias in-

duces an upward band bending, ψ, in MoS2 at the interface with

the SiO2 gate insulator. The experimentally evaluated SBH is

found to depend linearly on VG. This dependence can be fitted

wi th  the  re la t ion   where

ΦB(VFB) is the effective SBH at the flat band voltage and the

term ψ = γ(VG−VFB) is the upward band bending. The slope γ

indicates the modulation efficiency of ΦB by the gate bias. It

depends on the SiO2 layer capacitance, Cox = ε0εox/tox ≈

9.1 × 10−5 F/m2 (ε0 is the vacuum dielectric constant, εox = 3.9,

tox = 380 nm, the permittivity and the thickness of the SiO2

film, respectively), on the capacitance of the MoS2 depletion

region, Cs, as well as on the capacitance associated with MoS2/

SiO2 interface traps, Cit [5]. In the depletion regime, the current

transport in the transistor is ruled by thermionic emission (TE)

of electrons from the source contact to the channel.

The effective SBH ΦB and, hence, the band bending ψ =

ΦB(VG)−ΦB(VFB) is found to decrease linearly moving toward

positive VG values. The flat band voltage VFB corresponds to

the gate bias for which ψ = 0 (see (ii) in Figure 3b), whereas for

VG > VFB the band bending ψ < 0 (see (iii) in Figure 3b), i.e.,

the channel starts to accumulate electrons. In the accumulation

regime, current injection in the channel is ruled by thermionic

field emission (TFE) through the source triangular barrier. The

TFE mechanism yields a reduced effective SBH with respect to

the constant ΦB value (red dashed line in Figure 3c) that would

be expected if only TE over the barrier would occur. As a guide
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for the eye, the SBH dependence on VG in the accumulation

regime has been fitted with a blue line in Figure 3c. Hence,

VFB = −39.6 V can be experimentally determined as the bias

corresponding to the intercept between the two linear fits [5].

The corresponding SBH value ΦB(VFB) = 0.18 eV represents

the “real” (i.e., gate bias independent) value of the Ni/MoS2

Schottky barrier.

The experimental VFB for the MoS2 transistor exhibits a large

negative value, as reported in other literature works [12]. Such a

result has been ascribed to donor-like interface trap states (posi-

tively charged when empty) between the SiO2 and MoS2

[13,14]. In order to evaluate the amount of this positive charge

at the interface, it is worth comparing the experimental value

with the one deduced from theoretical expression of the flat

band voltage (VFB,id) of an ideal metal-oxide-semiconductor

field effect transistor (i.e., without fixed or interface charges).

VFB,id is expressed as [15]:

(1)

where WM is the work function of the gate material (4.05 eV for

the n+-doped Si back gate in our transistor), χ is the semicon-

ductor electron affinity (4.2 eV for MoS2), ND is the semicon-

ductor doping concentration (on the order of 1016 cm−3 in unin-

tentionally doped MoS2) and ni is the intrinsic carrier concen-

tration (for MoS2,  cm−3). Ac-

cording to this expression a low value of VFB,id slightly varying

with the T (from −0.35 V at 298 K to −0.42 V at 273 K) would

be expected for our device. The negative shift of the experimen-

tal VFB with respect to VFB,id can be accounted for by the pres-

ence of a net positive charge density at the interface with SiO2

that can be evaluated as Cox(VFB−VFB,id)/q ≈ 2.2 × 1012 cm−2.

In the following section, the device transfer characteristics

above the threshold will be analyzed to extract the threshold

voltage and mobility.

Transfer characteristics above threshold
The linear scale transfer characteristics (Figure 2b) show very

low current below a threshold voltage (Vth) and a nearly linear

increase of ID vs VG above Vth. Two effects can be observed

from the comparison of the ID−VG curves at increasing temper-

atures, i.e., (i) a negative shift of the threshold voltage and (ii) a

decrease of the ID−VG curve slope in the linear region above

Vth. The origin of these two effects will be discussed more in

detail later on. Interestingly, as a result of these two competing

effects, the ID−VG characteristics tend to cross nearly at the

same gate bias VG = −21 V (see details in the insert of

Figure 2b). This bias condition can be interesting for some ap-

plications where it is desirable that the device performance does

not depend significantly on the temperature (dID/dT ≈ 0).

Figure 2c shows the transconductance gm vs VG curves calcu-

lated by differentiation (gm = dID/dVG) of the ID−VG character-

istics in Figure 2b. In the considered bias range, all the curves

exhibit an increase of gm with VG up to a maximum value, fol-

lowed by a decrease of gm. The maximum transconductance

value (gm,max) is found to decrease with increasing temperature.

Furthermore, a rigid shift of the gm–VG curves toward negative

gate bias values is observed with increasing T.

From the linear scale transfer characteristics and the transcon-

ductance, two key electrical parameters for transistor operation,

i.e., the threshold voltage (Vth) and the field effect mobility (μ),

are typically evaluated. Figure 4a shows a linear scale plot of ID

(left axis) and of the transconductance gm (right axis) at

VDS = 0.1 V and T = 298 K. The field effect mobility in the

linear region, μlin, of the transfer characteristics is typically

extracted from the transconductance using the following

formula  where L and W are the channel

length and width, respectively, and Cox the SiO2 gate capaci-

tance. For our device with L/W = 7 μm/25 μm and Cox ≈

9.1 × 10−5 F/m2, the evaluated mobility from the maximum

transconductance value gm,max was μlin = 31.75 cm2V−1s−1, as

indicated in Figure 4a. A method for evaluating Vth consists of

drawing the tangent line to the ID−VG curve at the bias (VG,max)

corresponding to gm,max and taking the intercept with the ID = 0

baseline [16], as shown in Figure 4a.

This procedure can be explained by simple geometrical consid-

erations. In the linear region of the transfer characteristics, ID

can be expressed as [14]:

(2)

Hence, it results that ID,max = gm,max(VG,max−Vth) and the

threshold voltage can be calculated as

As a matter of fact, for the evaluation of Vth,lin and μlin based on

Equation 2 the contribution of the contact resistance is assumed

to be zero. However, as deduced from the analysis of the

subthreshold characteristics, a Schottky barrier is associated to

the source/drain contacts with MoS2, which is also expected to

result in a non-negligible contact resistance, RC. The value of

the contact resistance above the threshold and its temperature

dependence will be estimated in the last section of this paper

from the analysis of the on-resistance (Ron) extracted from the
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Figure 4: (a) Linear scale plot of ID (left axis) and of the transconduc-
tance gm (right axis) at VDS = 0.1 V and T = 298 K. The extraction of
the field effect mobility (μlin) from the maximum of gm and of Vth by the
linear extrapolation method (Vth,lin) is illustrated. (b) Plot of ID/gm

1/2 vs
VG with illustration of extraction of the mobility (μ0) and threshold
voltage value (Vth,0) corrected by the effect of the contact resistance
(RC).

device output characteristics (ID−VDS) at low VDS. Here, we

want to discuss how RC can influence the evaluation of μ and

Vth from the transfer characteristics.

In order to take into account the role of RC, VDS can be replaced

by VDS−IDRC in Equation 2, and solving by ID, the following

expression for ID is obtained:

(3)

where μ0 and Vth,0 represent the values of the mobility and

threshold voltage corrected by the effect of RC. As a conse-

quence, the transconductance gm = dID/dVG can be expressed

as:

(4)

Noteworthy, the ratio 

is independent of RC. A plot of ID/gm
1/2 vs VG is reported in

Figure 4b. The corrected value of the field effect mobility

(μ0 = 35.48 ± 0.25 cm2V−1s−1) can be calculated from the slope

of the linear fit of these data, whereas the threshold voltage

(Vth,0 = −34.99 ± 0.19 V) can be obtained from the intercept

with the x axis. It is worth noting that the mobility value μ0 after

correction for the contact resistance is more than 10% higher

than the value estimated without any correction, whereas the

threshold voltage Vth,0 after correction is only 1% higher than

the value estimated without accounting for RC. This indicates

that the underestimation of the mobility neglecting the contact

resistance effect can be quite relevant, whereas the threshold

voltage is less affected by RC. By repeating this procedure for

all the measured characteristics reported in Figure 2b,c, the tem-

perature dependence of the mobility (μlin and μ0), threshold

voltage (Vth and Vth,0) in the considered temperature range has

been evaluated, as illustrated in Figure 5a,b, respectively.

Both μlin and μ0 were found to decrease as a function of T with

a similar dependence 1/Tα, with α = 1.5 ± 0.2 in the case of μlin

and α = 1.4 ± 0.3 in the case of μ0. Such a dependence of

μ ≈ 1/Tα with α > 1 indicates that the main mechanism limiting

the mobility of electrons in the multilayer MoS2 channel in this

temperature range is scattering by optical phonons, as reported

by other experimental and theoretical investigations [4].

Instead, electron mobility was found to be limited by Coulomb

scattering by charged impurities only at lower temperatures

(<100 K) [4]. Noteworthy, scattering by charged impurities at

the interface with the substrate results in the dominant mecha-

nism for another well-studied 2D material, graphene, even at

room temperature and higher temperatures [17,18].

In Figure 5b, the threshold voltage Vth exhibits a negative shift

of about 6 V with increasing the temperature from 298 to

273 K. For convenience, the difference Vth−VFB is also re-

ported in Figure 5b, right scale. It is useful to compare the ex-

perimental temperature dependence of Vth with the expected

theoretical variation with temperature, in order to understand

which are the relevant physical parameters ruling this behavior.

For an ideal transistor (without interface states) operating under

accumulation conditions, the shift between the threshold voltage

Vth,id and the flat band voltage VFB,id can be expressed as:

(5)

where ψth is the downward (negative) band bending at the

threshold (as illustrated in the band diagram (iii) of Figure 3c,
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Figure 5: (a) Temperature dependence of the field effect mobility
extracted from the linear region of the ID−VG characteristics without
(μlin) and with (μ0) the correction for the effect of the contact resis-
tance RC. Experimental data have been fitted with a temperature de-
pendence 1/Tα. (b) Temperature dependence of the threshold voltage
evaluated without (Vth,lin) and with (Vth,0) the correction for the effect of
the contact resistance RC. (c) Density of trapped/detrapped electrons
at MoS2/SiO2, as a function of T (upper scale) and the corresponding
position of the Fermi level with respect to the conduction band
(EF−EC).

and Ns(ψth) is the electron density in the channel at ψth

(6)

where  is the Debye length. The band

bending ψth can be evaluated assuming that the electron density

in the channel at the threshold corresponds to Ns(ψth) = tND,

where ND is the uniform doping concentration in the MoS2 thin

film and t its thickness. Assuming ND = 1016 cm−3 for our unin-

tentionally doped MoS2, we obtain Ns ≈ 4 × 1010 cm−2. Further-

more, a value of ψth ranging from approximately −34 meV (at

T = 298 K) to −39 meV (at T = 373 K) can be estimated from

the dependence of Ns on ψth in Equation 6. Under these assump-

tions, Vth,id−VFB,id ≈ 0.7 eV (nearly independent of T) can be

estimated, as indicated in Figure 5b (blue dashed line).

In order to account for the large change of Vth with temperature,

the role of interface states at SiO2/MoS2 interface must be

considered. The difference between the experimental Vth−VFB

and theoretical Vth,id−VFB,id can be described by a term

ΔVit = qNit/Cox, where Nit is the density of trapped/detrapped

electrons by SiO2 interface traps. These interface traps exhibit a

donor like behavior, i.e., they are positively charged above the

Fermi level (when they are empty) and neutral below the Fermi

level (when they are filled by electrons) [13]. Hence, electron

trapping results in a neutralization of the interface states, result-

ing in a positive shift of Vth with respect to VFB (i.e. ΔVit > 0).

On the contrary, detrapping of electrons from these states

results in an increase of the positive charge and, hence, in

ΔVit < 0.

From the experimental data in Figure 5b, trapped electron

densities Nit = 2 × 1011, 1 × 1011, and 2 × 1010 cm−2 are esti-

mated at 298, 323, and 348 K, respectively, whereas a

detrapped electron density Nit = 1.3 × 1011 cm−2 is obtained at

373 K (see Figure 5c). Electron trapping and detrapping at

MoS2/SiO2 interface have been shown to be thermally acti-

vated processes [13]. Hence, for a given interface trap distribu-

tion Dit close to the MoS2 conduction band, Nit can be

expressed as

(7)

where Ptr(T) and Pdet(T) are the trapping and detrapping proba-

bilities, respectively [13]. The experimentally found tempera-

ture dependence of Nit can be explained as follows. As T in-

creases, the shift of the Fermi energy EF with respect to EC in-

creases as

resulting in a change of the integration range in Equation 7.

Furthermore, the difference Ptr(T)−Pdet(T) can change with T.

The dependence of Nit on EF is also illustrated in Figure 5c. It is

consistent with a decrease of Dit with increasing EF−EC.
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Figure 6: Output characteristics ID−VDS for different gate bias values from −56 to 0 V at different temperatures: (a) T = 298 K, (b) T = 323 K,
(c) T = 348 K and (d) T = 373 K.

Figure 7: (a) On-resistance Ron vs 1/(VG−Vth,lin) at different temperatures. (b) Temperature dependence of RC.

Furthermore, at 373 K, it can be argued that the Pdet becomes

higher than Ptr, resulting in a negative value of Nit.

Output characteristics
Figure 6 shows the output characteristics ID−VDS for different

gate bias values ranging from VG = −56 to 0 V (with steps

ΔV = 4 V) measured at different temperatures, i.e., (a) 298 K,

(b) 323 K, (c) 348 K and (d) 373 K. For all the VG values, ID

exhibits a linear increase with VDS at low drain bias

(VDS << VG−Vth), whereas it deviates from the linear behavior

at larger VDS. In particular, current saturation is achieved when-

ever the condition VDS > VG−Vth is reached. By comparing the

output characteristics measured at the different temperatures

with the same VG values, it is evident that both the slope of the

ID−VDS curves in the linear region and the saturation current

value decreases with increasing T.

The reciprocal of the ID−VDS curves slope in the linear region at

low VDS is the device on-resistance Ron, which can be expressed

as:

(8)

where RC is the source and drain contact resistance and Rch the

channel sheet resistance, which depends inversely on (VG−Vth),

according to Equation 2.

Figure 7a reports the plots of Ron vs 1/(VG−Vth,lin) extracted

from the ID−VDS characteristics in Figure 6 at the different tem-

peratures. The linear fit of the data was performed for the four

temperatures and, from the intercept with the vertical axis, the

value of the contact resistance RC was estimated. The behavior

of RC vs T is reported in Figure 7b, indicating an increase of

RC  Tα, with α = 3.1 ± 0.3.

Finally, the behavior of the output characteristics at high VDS is

discussed. Figure 8a shows the ID−VDS characteristics measured

at T = 298 K. The VG−Vth value for each curve is indicated. It

can be observed that the current saturation regime (i.e., IDS in-
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Figure 8: (a) Output characteristics (ID−VDS) for different gate bias values from −56 to 0 V at T = 298 K. (b) Plot of ID1/2 vs VG−Vth,lin for VDS = 20 V
and linear fit of the data. (c) Saturation mobility μsat vs temperature.

dependent of VDS) is reached only for VG−Vth < 20 V, corre-

sponding to an accumulated electron density in the channel

Ns < 1.1 × 1012 cm−2. For VG−Vth > 20 V, saturation is not

reached.

In the saturation condition, ID is only a quadratic function of

VG−Vth [14]:

(9)

where μsat is the mobility value under saturation conditions and

the term B is the so-called body coefficient, which depends on

the gate oxide capacitance, on the doping concentration in the

film and on the temperature:

For thin gate dielectrics and low doping in the film, B can be

approximated to 1, but for thick dielectrics and high doping its

value can be significantly higher. In the case of our device with

Cox = 9.1 × 10−5 F/m and assuming a MoS2 doping

ND ≈ 1 × 1016 cm−3, B can range from ≈2.97 to ≈3.12 in the

considered temperature range. In Figure 8b, ID
1/2 at VDS = 20 V

is reported as a function of VG−Vth, showing a linear behavior.

According to Equation 9, the mobility under saturation condi-

tion can be evaluated from the slope m of the fit, as

. By repeating this procedure for all the

output characteristics measured at the different temperatures,

the behavior of μsat as a function of T can be obtained. The

main error source in the estimation of μsat is related to the fact

that the doping concentration ND and, hence, the coefficient B is

not exactly known. Noteworthy, the values of μsat in Figure 8c,

estimated assuming ND ≈ 1 × 1016 cm−3, are very close to those

evaluated from the linear region of the transfer characteristics

(see Figure 5a) and exhibit a similar temperature dependence.

This also confirms that the assumption for the doping concen-

tration is correct.

Conclusion
In conclusion, a temperature dependent investigation of back-

gated multilayer MoS2 transistors with Ni source/drain contacts

in the range from T = 298 to 373 K has been performed. The

SBH ΦB ≈ 0.18 eV of the Ni/MoS2 contact was evaluated from

the analysis of the transfer characteristics ID−VG in the

subthreshold regime. The resulting RC associated with the SBH

was determined by fitting the Ron dependence on 1/(VG−Vth)

extracted from the device output characteristics ID−VDS at low

VDS. An increase of RC  T3.1 was demonstrated. The impact

of RC on the values of μ and Vth values was determined,

showing an underestimation of μ by more than 10% if the effect

of RC is neglected, whereas the influence of RC on the esti-

mated value of Vth is only 1%. Furthermore, the temperature de-

pendence of μ and Vth was investigated, showing a decrease of
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μ ≈ 1/Tα with α = 1.4 ± 0.3 (indicating scattering by optical

phonons as the limiting mechanism), and a negative shift of Vth

by about 6 V with increasing T. The role played by electron

trapping at the MoS2/SiO2 interface to explain such a large Vth

shift was discussed.

Experimental
Back-gated transistors were fabricated using MoS2 flakes exfo-

liated from molybdenite bulk crystals (supplier SPI [19]) with

thicknesses ranging from ≈40 to ≈50 nm and transferred onto a

highly doped n-type Si substrate covered with 380 nm of ther-

mally grown SiO2. An accurate sample preparation protocol has

been adopted for controlled quality of the MoS2/SiO2 interface,

as this is crucial to achieve reproducible electrical behavior of

the devices. In particular, thermo-compression printing using a

Karl-Suss nanoimprint device with fixed temperature and pres-

sure conditions [20,21] has been employed to transfer the exfo-

liated MoS2 flakes onto the SiO2 surface that was previously

cleaned using solvents and a soft O2 plasma treatment. Finally,

source and drain contacts were obtained by deposition and lift-

off of a Ni(50 nm)/Au(100 nm) bilayer.

The temperature-dependent electrical characterization in the

range from 298 to 373 K was performed using a Cascade

Microtech probe station with an Agilent 4156b parameter

analyzer. All the measurements were carried out in dark condi-

tions and under nitrogen flux.
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Abstract
In this work, two natural dyes extracted from henna and mallow plants with a maximum absorbance at 665 nm were studied and

used as sensitizers in the fabrication of dye-sensitized solar cells (DSSCs). Fourier transform infrared (FTIR) spectra of the extract

revealed the presence of anchoring groups and coloring constituents. Two different structures were prepared by chemical bath depo-

sition (CBD) using zinc oxide (ZnO) layers to obtain ZnO nanowall (NW) or nanorod (NR) layers employed as a thin film at the

photoanode side of the DSSC. The ZnO layers were annealed at different temperatures under various gas sources. Indeed, the

forming gas (FG) (N2/H2 95:5) was found to enhance the conductivity by a factor of 103 compared to nitrogen (N2) or oxygen (O2)

annealing gas. The NR width varied between 40 and 100 nm and the length from 500 to 1000 nm, depending on the growth time.

The obtained NWs had a length of 850 nm. The properties of the developed ZnO NW and NR layers with different thicknesses and

their effect on the photovoltaic parameters were studied. An internal coverage of the ZnO NWs was also applied by the deposition

of a thin TiO2 layer by reactive sputtering to improve the cell performance. The application of this layer increased the overall short

circuit current Jsc by seven times from 2.45 × 10−3 mA/cm2 to 1.70 × 10−2 mA /cm2.
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Figure 1: (a) Principle of operation and (b) energy level diagram of a typical DSSC.

Introduction
Energy demand has increased rapidly during the last forty years

to reach a growth rate of 1.8% per year [1]. To satisfy this

growing need, it is necessary to find new sources of renewable

energy. For instance, photovoltaic (PV) technologies offer a

promising green industry for the future power demand. Among

these technological resources, dye-sensitized solar cells

(DSSCs) have shown good performance since their first demon-

stration by O'Regan and Grätzel in 1991 [2]. Figure 1a shows

the standard structure of DSSC: The first part of this structure

represents the photoelectrode, composed of a wide band gap

semiconductor thin layer coated on transparent conducting

oxide (TCO) films. A mesoporous film layer is used as a semi-

conductor in the photoelectrode. Because of its stability and

easy synthesis, titanium dioxide (TiO2) is mostly used as the

semiconductor in DSSCs [2-5]. Besides, the TiO2 offers high

electronic mobility for photogenerated electron collection, a

suitable band gap, which adapts to the injection of the electrons

of most studied dyes, and high surface area to enhance the dye

loading by anchoring the dye [6,7].

Zinc oxide (ZnO) has been studied as a mesoporous wide band

gap semiconductor for use in DSSCs. It presents itself in the

form of different morphological nanostructures, such as

nanorods, nanocrystals, nanowires, nanotubes and nanowalls

that can be exploited to optimize the dye loading [6-9]. The

main purpose of the photoelectrode is to collect the injected

electrons from the excited dye absorbed by the semiconductor

layer and to transport the electrons to the external load. The

second main part of the structure is the counter electrode

formed by a thin layer of platinum coated on TCO to accelerate

the redox reaction with the electrolyte solution, which consti-

tutes the third main part of the cell [3].

The internal process starts with the excitation of the sensitizer

(S) through the absorption of a photon to obtain an excited

sensitizer (S*). The latter injects an electron into the conduction

band of the semiconductor. Then, it stays in the oxidized state

(S+), as mentioned in Figure 1b. The injected electron reaches

the external load through the semiconductor and the TCO

layers. When arriving at the counter electrode, the electron

reduces the redox solution and regenerates the sensitizer to

complete the reaction [2,10]. Different high-raked commercial

dyes, such as N719 or N3, have been widely studied in the liter-

ature and their performance has been proven. Because these

organometallic dyes contain environmental pollutants, such as

heavy metals [6], recent studies have focused on finding a

metal-free organic dye with high performance [8,11-13].

Indeed, several studies were carried out using natural dyes, such

as spinach and red turnip as a sensitizer. However, their effi-

ciency is lower than that of commercial organometallic dyes. In

this work, we investigate two different natural dyes extracted

from henna and mallow plants. We discuss also their applica-

tion to different semiconductor structures.

The photoelectrode is regarded as an important part in the

DSSC where it represents the electron generator of the cell.

Solar cell parameters, such as open-circuit voltage (Voc), short-

circuit current density (Jsc) and fill factor (FF), are the most sig-

nificant parameters used to evaluate the enhancement of the

power conversion efficiency (PCE) of solar cells [10]. The short

circuit current density, Jsc, depends essentially on dye adsorp-

tion, the collection efficiency in the semiconductor thin layer

film and the efficiency of the collected dye molecules [3,14,15].

The adsorption of the dye can be improved by various means,

such as increasing the thickness and/or the porosity of the

photoelectrode or by using organized structures, such as

nanowalls or nanorods. The Voc can be improved by modifying

the energy difference between the Fermi level (EF) of the

semiconductor potential and redox potential (Eredox) of the

electrolyte [10].
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Figure 3: (a) FTIR spectrum of mallow. (b) Scopoletin molecule.

Figure 2: Photograph of mallow and henna powders.

Results and Discussion
Dye analysis
In order to understand the structure of natural dye molecules

and to determine the main elements responsible for absorbing

light, we used FTIR spectroscopy techniques and ultra-

violet–visible spectrophotometry (UV–vis) to characterize dyes

extracted from henna and mallow powder as shown in Figure 2.

The scopoletin molecule, shown in Figure 3b [15-17], is the

major component in the mallow dye. From the FTIR spectrum

of the mallow dye (Figure 3a), it is clear that mallow has a pri-

mary O–H bond associated with the peak at 3372 cm−1. We

notice also the existence of aliphatic groups, CH2 and CH3

(2904 cm−1, 2949 cm−1, 2990 cm−1), an ether function (VC–O)

at 1055 cm−1, and a regular deformation band δCsp2-H at

668 cm−1.

2-Hydroxy-1,4-napthaquinone (C10H6O3), frequently called

lawsone [15,18], is one of the constituents of the natural dye

henna in addition to other compounds, such as gallic acid,

sterols, resin, tannin and coumarins [19]. Lawsone (Figure 4b),

the main component of henna extract, has been used as a dye in

the cosmetics industry. The most significant feature of the

lawsone molecule is its ability to absorb visible light between

400 and 600 nm.

The FTIR spectrum of henna extract, presented in Figure 4a,

shows the existence of three valence bands associated with C=C

aromatics at 1338 cm−1, 1421 cm−1 and 1458 cm−1, and also a

stretching absorption band at 3368 cm−1 corresponding to the

vibration of the associated O–H bond.

The UV–vis measurements of the extracted dyes of henna and

mallow powders diluted in ethanol are given in Figure 5. Both

of the studied dyes show two remarkable peaks: the first around

470 nm (blue light), and the second at 665 nm (red light). Both

peaks correspond to the mixture of chlorophyll [20]. In the

region from 525 nm to 625 nm, the mallow dye spectrum

reveals two small peaks at 536 nm and 608 nm. These peaks

could serve to increase the charge-transfer reaction under sun

illumination in the final DSSC [21].

Morphological results of the layers
In order to estimate the capacity of the dye loading, scanning

electron microscopy (SEM) analysis was carried out to study

the porosity and the morphology of the layers prepared by the

CBD technique [8,22].

Figure 6a gives the SEM images illustrating the morphology of

the ZnO NRs annealed in forming gas (FG) (N2/H2, 95:5).

From this figure, we observe that nanorods cover the entire sur-

face of the fluorine-doped tin oxide (FTO) conductive glass and
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Figure 4: (a) FTIR spectrum of henna. (b) Lawsone molecule.

Figure 5: UV–vis measurements of henna and mallow dye solutions.

have a hexagonal shape with uniform size and length [23]. The

width of the NRs varies between 40 and 100 nm, while their

length ranges from 500 to 1000 nm, depending on growth time,

as shown in Figure 6b and mentioned by Iwu et al. [8]. In

Figure 6c and Figure 6d, we give the SEM images of the ZnO

NR after being immersed in henna and mallow dye, respective-

ly. The images show the formation of a thin layer between the

NRs. This layering effect may be due to a reaction between the

ZnO nanoparticles and the solvent in the dye solution. From

these images, we notice that the number of individual hexago-

nal NRs is reduced and their shapes are no longer visible. This

morphological change can be explained by aggregation of the

dye and Zn2+ when the films were immersed in henna and

mallow dye [24].

Figure 7a shows the morphology of the ZnO NWs annealed in

FG. The NWs intersect at different angles, creating hollow

spaces, acting to increase the porosity of the layer, which may

improve the dye loading as observed by Polkoo et al. [25]. By

analyzing the cross-section of the ZnO NWs, we obtained a NW

vertical length of around 850 nm, as shown in Figure 7b. In

Figure 7c, we give the images of the ZnO NWs after being

immersed in mallow dye. We notice that dye molecules cover

the NWs without affecting their overall shape, as compared to

NRs. The formed layer does not appear clearly in the surface of

the NWs. However, there is a small difference in the intersec-

tion angles between walls. After the immersion, Figure 7c

shows less acute angles of wall intersections compared to those

presented in Figure 7b. This variation in the angle sharpness

shows that a thin layer is formed in the different intersections

and not in the walls.

Figure 8a illustrates the magnified image of the ZnO NWs over

which a TiO2 layer was deposited by the sputtering technique.

We observe that the nanowall vertical length is about 1000 nm.

Besides, the shape is arranged in a more vertical orientation as

compared to the nanowalls without the TiO2 blocking layer.

The main idea is to cover the ZnO NWs with a thin layer of

TiO2 (about 150 nm of thickness), which enhances the electron

transport by exploiting the high mobility and diffusion rate of

the ZnO. This covering layer also increases the efficient elec-

tron diffusion from the TiO2 layer to the ZnO NWs. Using this

structure, the electrons were quickly transported from the sensi-

tizer to the ZnO through the TiO2 to reach the FTO (Figure 8b).

This solution created an energy barrier allowing the reduction

of the charge recombination [26].

Optical characterization
Based on the SEM analysis, we conclude that the growth time

can influence the layer thickness, which affects the light absor-

bance [9] and conductivity [27]. For these reasons, after the
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Figure 6: SEM images of ZnO NRs (a) before immersion in dye, (b) cross-section view of ZnO NRs, (c) after immersion in henna dye and (d) after
immersion in mallow dye.

Figure 7: SEM images of ZnO NWs (a) cross-section view of ZnO NWs (b) before immersion in dye and (c) after immersion in mallow dye.
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Figure 8: (a) SEM images of ZnO NWs after the deposition of the TiO2 layer by sputtering. (b) Energy level diagram of a ZnO/TiO2 DSSC.

Table 1: Sheet resistance of ZnO layers for different ambient annealing gases and J–V measurement results of the assembled cells.

Cell N° Dye Photoanode
layer

Annealing
gas

Annealing
temp. (°C)

Sheet resistance
(Ω/sq)

Growth
time (min)

JSC (mA/cm2) VOC (V) FF (%)

1 henna ZnO
nanorods

FG 200 5.3 × 103 90 1.26 × 10−1 0.370 27
2 mallow FG 90 1.55 × 10−1 0.425 27
3 FG 45 1.49 × 10−1 0.428 29
4 N2 90 × 103 90 5.35 × 10−2 0.136 30
5 as deposited – 600 × 103 90 4.24 × 10−2 0.379 27
6 O2 200 1.4 × 106 – – – –
7 TiO2 + ZnO

nanowalls
FG 300 5.3 × 103 5 8.02 × 10−3 0.426 34

8 FG 200 1.70 × 10−2 0.380 26
9 as deposited – 600 × 103 1.23 × 10−2 0.413 29
10 ZnO

nanowalls
FG 200 5.3 × 103 2.45 × 10−3 0.169 29

growth of the ZnO NR layers on FTO, they were annealed in

O2, FG and N2 gas at 300 °C.

As shown in Table 1, the sheet resistance of the ZnO NRs

depends on the used annealing gas. By using O2, we obtained

the highest sheet resistance with a ratio of 103 compared to

those prepared under N2 or FG. The best sheet resistance was

measured in the case of annealing in FG.

Figure 9 shows the ZnO NR layer absorbance in different

conditions of the annealing gas and the growth time annealed at

200 °C. We see that the sample without annealing gas has the

lowest absorbance, which implies the necessity of the annealing

step. The sample, annealed in FG and grown for 45 minutes, has

the highest absorbance in the region between 300 nm and

600 nm compared to those annealed in the same gas condition.

However, the growth time influences the absorbance, which in-

dicates that thin ZnO NR layers absorb more in this region.

Figure 9: The ZnO NR absorbance measurements, as deposited in
forming gas and in nitrogen for 45 minutes and 90 minutes growth
time, annealed at 200 °C.
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Figure 11: Current–voltage measurements (a) assembled cells with ZnO NWs as a layer in the photoanode side with and without a TiO2 blocking
layer annealed at 200 °C, 300 °C, and without annealing using different ambient gas conditions. (b) Assembled cells with NR layer grown in
90 minutes and 45 minutes, annealed in FG, N2 and as deposited in 200 °C.

The second UV–vis measurements were performed after the

immersion of the ZnO NR layer in dye. Figure 10 demonstrates

the absorbance spectra versus the variation in time and the con-

centration of mallow dye. The initial concentration is 3.25 g of

mallow powder stirred in 40 mL of ethanol. By multiplying the

concentration three times, we increase the loaded dye in the

ZnO NR layer and we clearly observed the absorbance peak

related to the collected dye in the photoanode side at 665 nm.

Figure 10: The ZnO NR absorbance measurements before and after
immersion in dye for 23 h, in the first concentration, and after 37 h in
the second concentration.

The prepared photoanode was assembled with a platinized

counter electrode. The current–voltage (I–V) measurements

were carried out using a Keithley 4200 device under AM1.5

conditions.

Figure 11a shows the I–V measurement response of the DSSC

cells assembled with a ZnO NW layer on photoanodes annealed

at different temperatures with two different structures formed

by using only ZnO NWs in the photoanode and with applying a

TiO2 blocking layer deposited by sputtering (Table 1). The

mallow dye was chosen because of its optimum absorbance in

the visible region. The DSSC, based on NWs with a TiO2

blocking layer annealed at 200 °C in FG, presents the highest

VOC compared to the NW cell without a blocking layer pre-

pared under the same thermal conditions, where the VOC in-

creases from 0.169 to 0.380 V. This result verifies the main role

of the blocking layer in decreasing the electron–hole recombi-

nation and the negative shift of the conduction band edge due to

the increased electron density in TiO2, as previously reported by

Yao et al. [26].

We also noticed that the increase of the temperature treatment

from 200 °C to 300 °C in FG maintains the same sheet resis-

tance of the NW layer at 5.3 Ω/sq. However, the short circuit

current density of the cell decreases from 1.70 × 10−2 mA/cm2

to 8.02 × 10−3 mA/cm2. This decrease can be explained by the

fact that when increasing the annealing temperature, the

stability of the ZnO nanoparticles was considerably affected,

which resulted in higher reaction with the dye solution.

However, the DSSC assembled without an annealed photoanode

side gave a slightly higher short circuit current and smaller vari-

ation of 5% in the FF as compared to the cell annealed at

300 °C using a TiO2 blocking layer as shown in Figure 11. This

increase can be explained by the high variation in the sheet

resistance of the ZnO NWs in the photoanode side [28].

For the NR-based photoanode cells, we annealed using differ-

ent gas sources. The forming gas provided the most conductive

layers as compared to N2 and O2, as discussed above. More-
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over, the sheet resistance increased from 5.3 × 103 Ω/sq, when

annealing in FG, to 90 × 103 Ω/sq in N2. It also increased

considerably in O2 to reach 1.4 × 103 Ω/sq due to the ZnO

ionization, which decreased the volume of Zn interstitials, re-

sulting in a decrease of the carrier concentration [29].

Therefore, by comparing the two used sensitizers, under the

same thermal conditions (200 °C) and at the same growth time

(90 minutes), we noticed that the electrical performance was

almost identical and they have the same FF value equal to 27%.

By changing the growth time from 90 to 45 minutes, the FF

value rises slightly from 27% to 29%. This increase implies that

the reduction in the length of NRs, caused by the decrease of

growth time, augments the internal shunt resistance of the cell,

resulting in a small decrease of the short circuit current, Jsc,

from 0.155 mA/cm2 to 0.149 mA/cm2 and a small increase of

VOC from 0.425 to 0.428 V [30].

The efficiency of the ZnO NR- and NW-based DSSCs is lower

than that of conventional DSSCs. The main reason for this

difference in performance is related to the nature of the photo-

sensitizer used in the present investigation.

Furthermore, the small thickness of the ZnO NRs and NWs can

be a major reason for this degradation in the efficiency. Howev-

er, the chemical reaction of the ZnO nanostructures when

immersed in dye solution was carried out at the surface of the

layer, resulting in Zn–dye complex aggregates affecting the

electron injection efficiency [31].

Conclusion
In this work, we reported the fabrication and characterization of

natural DSSCs with two different ZnO layer structures. We

analyzed two natural dye sensitizers extracted from henna and

mallow plants in different concentrations and at various immer-

sion times. Furthermore, we analyzed the properties of the dif-

ferent used dyes and we reported the most anchoring-dominant

molecules. By studying different gases used in the annealing

process, we noted that the FG gave the most conductive layers

compared to N2 or O2, which was confirmed in the photo-

voltaic parameters of the final cells. We also highlight the fact

that the use of a TiO2 blocking layer in the structure ZnO NW/

TiO2/dye increases the photovoltaic performance of the real-

ized DSSC by enhancing the morphological and physical prop-

erties of the photoanode.

Experimental
Both ZnO NRs and NWs were grown on FTO substrates

(1.5 × 1.5 cm2) by CBD [8,22]. Before the ZnO NR prepara-

tion, a seed layer of ZnO crystallites was deposited by spin

coating (1000 rpm, 60 s) using a solution of 5 mM zinc acetate

dihydrate in ethanol, followed by 20 min annealing in air on a

hot plate (at nominal 240 °C).

However, in the case of the ZnO NWs, the seed layer was

replaced by an Al film (100 nm thick). The basic Al films were

sonicated in soapy water, water, ethanol and acetone before

being used. After the pre-layer deposition, we prepared the

CBD bath [8,22] by mixing two solutions: a 100 mL solution of

variable hexamethylenetetramine (HMTA) concentration in de-

ionized (DI) water was well stirred and preheated at 90 °C.

Then, it was added to a 100 mL solution of zinc nitrate hexahy-

drate in DI water.

The zinc nitrate concentration in the CBD bath was fixed at

25 mM both for ZnO NR and NW growth. The HMTA final

concentration was set at 25 mM and 50 mM for three different

growth times (45 min, 60 min and 90 min) in case of ZnO NRs.

In the synthesis of NWs, the growth time was set to 5 min. The

HMTA concentration was 25 mM. Moreover, 16 mM of ammo-

nium hydroxide (NH4F) was added to the synthetic solution

since its presence enhanced the quality of the NWs [22].

The DSSC preparation started by covering an active area of

0.5 × 0.5 cm2 TCO glass with a thin film ZnO layer (NRs,

NWs, or TiO2 on NWs). After the annealing step, the prepared

film was submerged in a solution containing the natural dye.

The used natural dyes were prepared using ethanol as the sol-

vent. The electrode and the counter electrode were sealed with

thermoplastic sealing film (Meltonix 1170-60PF from SOLA-

RONIX), followed by injection of (Iodolyte AN-50) the elec-

trolyte (SOLARONIX).

The used henna and mallow powders were prepared in-house by

drying henna and mallow plants. Afterwards, the dried plants

were milled and sieved to obtain the final powder.

Current–voltage characteristics and layer conductivity were

measured using a computer-controlled Keithley 4200 instru-

ment under standard conditions using a solar simulator based on

a 150 W xenon lamp equipped with an ASTM-certified filter

with a calibrated Si photodiode to produce the AM1.5 solar

spectrum.

For the FTIR measurements, we used a Nicolet 560 FTIR spec-

trometer with a measurement region varying between 400 and

4000 cm−1 with suitable scan resolution of 2 cm−1. The UV–vis

measurements were studied by means of a UV–vis Lambda 40

spectrophotometer with an integrating sphere. The study of the

structural properties of ZnO NWs and NRs was performed

using scanning electron microscopy (Gemini field emission

SEM, Carl Zeiss SUPRATM 25).
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Abstract
The effects of temperature and atmosphere (air and O2) on the doping of monolayers of graphene (Gr) on SiO2 and Si substrates,

and on the doping of MoS2 multilayer flakes transferred on the same substrates have been investigated. The investigations were

carried out by in situ micro-Raman spectroscopy during thermal treatments up to 430 °C, and by atomic force microscopy (AFM).

The spectral positions of the G and 2D Raman bands of Gr undergo only minor changes during treatment, while their amplitude and

full width at half maximum (FWHM) vary as a function of the temperature and the used atmosphere. The thermal treatments in

oxygen atmosphere show, in addition to a thermal effect, an effect attributable to a p-type doping through oxygen. The thermal

broadening of the line shape, found during thermal treatments by in situ Raman measurements, can be related to thermal phonon

effects. The absence of a band shift results from the balance between a red shift due to thermal effects and a blue shift induced by

doping. This shows the potential of in situ measurements to follow the doping kinetics. The treatment of MoS2 in O2 has evidenced

a progressive erosion of the flakes without relevant spectral changes in their central zone during in situ measurements. The forma-

tion of MoO3 on the edges of the flakes is observed indicative of the oxygen-activated transformation.
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Introduction
A wide interest for two-dimensional (2D) materials has grown

in recent years [1]. Graphene (Gr) is a 2D carbon material with

zero-energy band gap and turned out to be relevant because of

its electrical, transport and optical properties. It is considered

the lead example of the emerging 2D solids [2-4]. For example,

optical transparency and bipolar charge carrier availability of Gr

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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paved the way for studies and applications in many fields of

materials science and technology including optics, electronics,

and photovoltaics [5,6]. In these contexts, different growth

processes optimized to obtain large area-samples, comprising

epitaxial growth on silicon carbide [7,8] and chemical vapor

deposition (CVD) on catalytic metals [9,10] followed by the

poly(methyl methacrylate) (PMMA) assisted transfer [11,12],

enlarged the interest and perspectives for applications.

In particular in view of the realization of electronic devices and

to obtain Gr-based field effect transistors, one demanding phys-

ical feature of Gr connected to the energy levels distribution is

the removal of the zero energy gap between valence and

conduction states to enable a more efficient current modulation

in the devices on/off states [13]. Furthermore, the need to

control the charge carrier density and the energy of the Fermi

level evidenced that doping of graphene is an important aspect

for electronic devices. The possibility to obtain stable p- or

n-type doping in order to modulate the Gr sheet resistance for

specific electronic and optoelectronic applications is mandatory

for technical application such as thin flexible circuits and inter-

connecting transparent conductive electrodes for solar cells and/

or touch screens [6]. Among the possible dopants for Gr, an

easily accessible and promising one is oxygen. It acts as a

p-type dopant and can also be activated by thermal treatments

[13,14]. Nevertheless, thermal activation has the drawback that

it could induce relevant changes to the Gr structure because of

the high annealing temperatures or reactions with ambient gas

molecules [13-19]. We have recently shown [19] that p-type

doping of Gr can be induced by thermal treatment in oxygen at

temperatures below 400 °C. It has also been shown that the

effect of doping is sensitive to the ambient atmosphere. In par-

ticular, water molecules affect the doping stability [20,21].

Alongside Gr, the transition metal dichalcogenide MoS2 is one

of the stable 2D materials of interest [1]. Especially the possi-

bility to produce van der Waals heterostructures combining Gr

and MoS2, is pushing the study of this subject [1]. Indeed, the

non-zero band gap, good chemical sensitivity and photo

response of MoS2 pave the way for its application in optoelec-

tronics, sensing and photovoltaic devices [22-24]. In this

context, the possibility to tune the properties of MoS2 and to

evaluate the thermal effects in the case of heterostructures are of

interest [25,26]. As recently shown, the possibility to obtain

doping by treatment in controlled atmosphere, accurately

studied through Raman spectroscopy, could be useful for a

future application of this material [25,27,28]. In fact, the A1g

Raman mode band at about 403 cm−1 undergoes a red shift and

line width widening after n-type doping, and a blue shift and a

line width shrinking after p-type doping, allowing for a spec-

troscopic control of the doping level [25,27].

In this paper, in order to clarify the dynamics of doping and the

role of atmosphere during thermal treatment as well as to check

the material stability, we investigated the effects of temperature

and atmosphere by in situ Raman measurements during thermal

treatment in air or in O2 gas on samples of Gr produced by

CVD on copper foil and successively transferred on a SiO2 sub-

strate on Si. Analogous studies were carried out on MoS2 trans-

ferred on the same substrate to evaluate the features and doping

effectiveness of thermal processes similar to those used for Gr.

Results and Discussion
To evaluate the quality of the studied Gr samples AFM and

micro-Raman measurements have been carried out. A typical

result is reported in Figure 1 for the as-transferred Gr.

Figure 1: (a) AFM morphology image and (b) micro-Raman spectra of
the as transferred graphene on SiO2 substrate on Si.

The AFM measurements (Figure 1a) show that Gr features

islands of dimensions larger than 10 μm without any superim-

posed particles from the transfer process. The micro-Raman

measurements show the typical bands associated with Gr
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centered at (2677 ± 1) cm−1 and at (1585 ± 1) cm−1 (Figure 1b).

They are attributed to the 2D and G bands, respectively. No

signal of the D band at about 1350 cm−1 is found. The ampli-

tude ratio I2D/IG of the 2D and G bands is 3.2, and a full width

at half maximum (FWHM) of the 2D band of (35 ± 1) cm−1 was

determined. On the basis of AFM and the micro-Raman mea-

surements it can be concluded that the studied samples are

monolayer Gr with a low number of defects [29,30].

To evaluate the effects of temperature and to follow the changes

in the Raman spectrum during thermal treatments, we made two

experiments with in situ measurements. The first experiment,

reported in Figure 2, was carried out in air varying the tempera-

ture from 100 to 300 °C in 50 °C steps and maintaining each

single temperature for 30 min during which Raman measure-

ments were made every 5 min.

Figure 2: (Top) Comparison of the in situ Raman spectra of a Gr sam-
ple as transferred and subsequently treated in air, the temperature
varies from 100 to 300 °C. The reported time is the elapsed time from
the treatment beginning at the given temperature, the top spectrum is
acquired after decreasing the temperature. Spectra have been arbi-
trarily vertically shifted for clearness. (Bottom) Measured FWHM of the
2D band as a function of the temperature.

In Figure 2 we can see a clear increase in the FWHM of the 2D

band with increasing temperature, which is attributable to ther-

mal effects [31]. In detail, the FWHM features a constant in-

creased value between 100 and 200 °C, and a further increase at

250 °C. The value returns to that of the as-transferred sample

after cooling to sample to room temperature. There is no

evident shift of the 2D band peak position, and only a small

blue shift of the G band. Furthermore, we found the appearance

of a shoulder at low wavenumbers near the G band above

200 °C. In addition, beginning at 150 °C we observed a change

in the amplitude ratio of the 2D and G bands, I2D/IG, with a ten-

dency to decrease. After cooling the sample to room tempera-

ture (top spectrum in Figure 2) there is a permanent blue shift of

the G (13 cm−1) band and of the 2D (13 cm−1) band, and a de-

crease of their ratio from 3.4 down to 1.4 (the latter value has

been evaluated subtracting a linear tangent to the G band

bottom to take into account the shoulder and background in-

duced by thermal treatments above 200 °C). The observed blue

shift can be attributed to the doping by molecular oxygen

present in the air atmosphere [19,21].

The second experiment with in situ measurements was made by

thermal treatment in 2 bar of oxygen atmosphere at 300 °C for

up to one hour and, successively, at 350 °C for an additional

hour. This choice was determined by the above reported tem-

perature value inducing major observable spectral changes and

by the previously reported study about the doping effects as a

function of temperature in similar samples, showing a larger

effectiveness of doping at these temperatures [19].

As shown in Figure 3, also in this case we see the thermal effect

with a larger increase in the FWHM of the 2D band compared

to that observed in the air, without a shift. Again a decrease of

the I2D/IG bands amplitude ratio down to 1.1 is observed. Also

in this case, after cooling the sample to room temperature (top

spectrum in Figure 3) a blue shift of the G and 2D bands (of

20.5 and 18 cm−1, respectively) is detected. The FWHM of the

latter band returns to be like that recorded for the as-transferred

sample. Compared to the sample treated in air, we note a greater

shift of the G and 2D bands, indicating an additional doping

effect induced by the exposure to pure oxygen [18,19].

These findings are compatible with those reported in our

previous work [20], were a blue shift of both the G and 2D

bands of 19 and 14 cm−1, respectively, was found. The differ-

ences to the treatment carried out in air could be partially due to

the presence of other molecules in the atmosphere as can be

deduced by the experiments carried out previously in similar

systems [20]. Furthermore, on returning to room temperature

we observed an increase of the I2D/IG ratio probably caused by

the high temperature that could induce the deterioration of
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Figure 3: (Top) Comparison of the in situ Raman spectra of a Gr sam-
ple as transferred and subsequently treated in O2, at a pressure of
2 bar and at temperatures of 300 and 350 °C. The reported time is the
elapsed time from the treatment beginning at the given temperature.
Spectra have been arbitrarily vertically shifted for clearness. (Bottom)
Trend of the FWHM of the 2D band as a function of the temperature.
The dashed line indicates the maximum value of the FWHM of the 2D
band obtained by the treatment in air (see Figure 2).

graphene. In fact, in a previous work [19] it was shown that at

350 °C a removal of the edges of Gr flakes occurs, thereby

suggesting that a strong structural change can be induced by this

temperature.

Similarly to what is found in the literature [30], we report in

Figure 4 a map of the 2D band position as a function of the

G band position to evidence doping and stress effects. As

shown in the figure, the sample that has undergone a treatment

in oxygen is closer to the line of doping than to the strain line,

obtained by a Raman spectrometer with 2.33 eV laser excita-

tion. This supports the conclusion that p-type doping was ob-

tained by treatment in O2. Furthermore, a comparison with

previous results [21] reporting the effects of thermal treatments

in a similar temperature range evidence that the effectiveness of

doping found in the present work can be mainly attributed to the

presence of oxygen molecules in the treatment atmosphere.

Indeed, using other gases (N2, CO2, vacuum) gives points in a

map analogous to the one in Figure 4 more confined to the

“pure strain” line.

Figure 4: Correlation map of the 2D and G peak positions measured
at room temperature in the Gr/SiO2/Si samples as transferred and
thermally treated selectively in air and in O2. The full line marks the
stress limit and the dashed line the doping limit as reported in [30].

It has been recently reported that a temperature increase in-

duces a red shift both of G and 2D bands as well as line broad-

ening and the appearance of a shoulder in the G band due to

thermal strain [31]. These features are compatible to the results

reported here. In particular, the absence of a blue shift during in

situ measurements and exposure to oxygen can be interpreted as

a competition between a temperature-induced red shift and a

doping-induced blue shift. This effect needs to be further inves-

tigated to be fully clarified and to disentangle mechanical and

doping effects, for example by changing the gas composition

during thermal treatments.

To investigate the effects of a similar oxygen treatment on

MoS2, a sample has been treated in O2 atmosphere at 2 bar in

the temperature range of 300–430 °C in a Linkam cell. In this

temperature range doping should be effective for few layers as

recently reported in literature [25]. An increase of temperature

in steps of 10 °C was applied from 300 up to 390 °C and, at

each step, the sample was maintained at the selected tempera-

ture for 10 min and Raman measurements were collected every

minute. Afterward the sample temperature was increased up to

400 °C for 30 min, collecting Raman spectra. As reported in

Figure 5, the Raman spectrum of the native sample features the

typical bands of bulk MoS2 associated to the E1
2g and A1g

modes at 383 and 409 cm−1, respectively. This shows that the

applied exfoliation process produced multilayer flakes. For all

the investigated temperatures, the treatments give no detectable

changes in the Raman band features. In particular we did not

observe the appearance of the bands at 158, 285 and 820 cm−1

associated to MoO3, which is expected as side product of the

oxygen thermally induced doping of MoS2 [25]. Nevertheless,

during these treatments, we observed by microscope a gradual
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Figure 6: MoS2 flake after the thermal treatment up to 430 °C in O2; optical microscopy (left) and AFM (right) images.

size reduction of the flakes. A further increase of temperature

up to 430 °C had the same effects as lower temperatures.

Figure 5: In situ Raman spectra of MoS2 before thermal treatments
(bottom), after thermal treatment in O2 at 300 °C (middle) and 400 °C
(top). Spectra are vertically shifted for the sake of comparison.

As shown in Figure 6, we noticed a decrease of optical contrast

in optical microscope measurements between the center of the

MoS2 flakes and their edges, the latter appearing darker. To go

deeper into this aspect we carried out AFM measurements and,

as shown in Figure 6, we found that the edges of the flakes are

thinner, suggesting the presence of a smaller number of layers.

By carrying out Raman measurements ex situ (Figure 7), we

found that the edges of the flakes have a different spectrum. In

particular, the bands attributed to MoO3 at the spectral posi-

tions 158, 285 and 820 cm−1 are now clearly seen. This finding

suggests that the observed erosion of the flakes is driven by the

Figure 7: Ex situ Raman spectra of MoS2 before thermal treatment
(bottom line), after thermal treatment in O2 at T < 430°C in the center
of a flake (middle) and on the edge of a flake (top). Spectra are verti-
cally shifted for the sake of comparison.

formation of oxidized regions at the borders of the MoS2 flakes

that gradually convert them to MoO3, before completely

destroying them. Similar effects have been suggested for other

transition metal dichalcogenides and show that the thermal pro-

cesses could be driven by analogous reactions [32]. In particu-

lar, these effects are of relevance for the application of 2D ma-

terials in ambient environments where the temperature could be

increased during their use. Finally, the possibility that doping of

central parts of the flakes occurred during the treatments cannot

be excluded. But in order to obtain more information further in

situ measurements with higher spectral resolution, which are

able to detect shift or broadening of MoS2 Raman bands, are

necessary.
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Conclusion
The experiments here reported on Gr samples transferred on

SiO2 substrates have shown the possibility to monitor by in situ

Raman measurements the effects of temperature and doping

during thermal treatment in controlled atmosphere (air and

oxygen). This study evidenced the competition in the Raman

spectral changes between the thermal and the doping effects. In

particular, the temperature increase induces a clear line broad-

ening of the 2D band and masks the doping-induced shift of the

G and 2D bands. At variance, doping effects can be monitored

online through the change in the amplitude ratio of the G and

2D bands. Similar in situ measurements carried out to monitor

O2-doping of MoS2 on SiO2 substrates have shown that the

flakes produced by exfoliation are progressively destroyed at

T > 300 °C through the generation of MoO3 on their edges,

while mainly unchanged MoS2 remains in the central part.

Experimental
The used samples are monolayer Gr and mechanically exfoli-

ated MoS2 deposited on SiO2. The Gr samples were produced

by chemical vapor deposition process on a Cu foil [11,19].

After Gr growth the foils were covered by PMMA and Cu was

removed in a FeCl3 bath. Successively, a transfer process on a

300 nm thick SiO2 layer on Si following a well-established pro-

cedure has been carried out [11,19]. Micro-Raman measure-

ments were carried out with a Horiba LabRam HR-Evolution

spectrometer equipped with a 532 nm excitation laser. Raman

measurements were carried out in situ, i.e., during thermal treat-

ment, with the sample inserted inside a Linkam THMS600PS

cell with temperature and pressure control, at a nominal laser

output power of 25 mW and spectrometer spectral resolution of

7 cm−1 (600 lines per mm) to speed up acquisition time, after

verifying that these parameters do not affect the Gr Raman

signal. During the measurements the temperature was fixed up

to 350 °C and the pressure up to 2 bar, when oxygen was used.

The cell was purged twice at higher pressure to remove ambient

atmosphere before sealing it and increasing the temperature. A

heating ramp of 100 °C/min was selected, whereas cooling to

room temperature was obtained within 25 min. Heating and

cooling were executed in controlled atmosphere.

MoS2 samples were obtained by mechanical exfoliation of

bulk natural molybdenite crystals, obtained from SPI

(http://www.2spi.com). The exfoliation was based on thermal

release tape and thermocompression printing on a SiO2

(300 nm) layer on Si substrate of the same kind used for Gr

[11]. Flakes of lateral size larger than 10 μm, and thickness

ranging from 10 to 100 nm were typically obtained by this pro-

cedure. In situ Raman measurements and thermal treatment up

to 430 °C were carried out with the same equipment used for

Gr. Furthermore, additional ex situ Raman measurements were

carried out only on MoS2 with a Bruker Senterra micro-Raman

spectrometer, with excitation at 532 nm, 5 mW output power

and 9 cm−1 maximum spectral resolution (400 lines per mm).

Atomic force microscopy (AFM) measurements in air were

executed by a Veeco DI3100 atomic force microscope with

Nanoscope V controller working in tapping mode and employ-

ing a commercial silicon probe with spring constants of

k = 20–80 N·m−1 and oscillation frequencies from 332 to

375 kHz.
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Abstract
The fabrication of black-gold coatings using sputtering is reported here. Glancing angle deposition with a rotating substrate is

needed to obtain vertical nanostructures. Enhanced light absorption is obtained in the samples prepared in the ballistic regime with

high tilt angles. Under these conditions the diameter distribution of the nanostructures is centered at about 60 nm and the standard

deviation is large enough to obtain black-metal behavior in the visible range.
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Introduction
Black-metal coatings are metallic coatings that exhibit a high

absorption in a certain region of the electromagnetic spectra.

They are of interest in a wide range of applications [1-7] such as

radiative heat exchangers, solar energy absorbers, electrodes of

photovoltaic cells, separators to avoid cross effects in optical

devices, thermal light emitters and electrodes of sensor or bio-

sensors. In particular, gold is frequently used due to its high

resistance to oxidation. As the spectrum of the solar radiation

exhibits maximum irradiance in the visible range, finding a suit-

able method to produce black-metal coatings in the visible

range is of the utmost importance for some of the abovemen-

tioned applications that require conducting behavior.

Physical vapor deposition (PVD) techniques are used to manu-

facture high-purity thin-film coatings in an environmentally

friendly manner (no chemicals are involved, therefore no recy-

cling problems are associated) onto any kind of substrates (e.g.,

conductor/isolator, flexible/rigid). By employing glancing

angle deposition (GLAD), nanostructured coatings can be

produced onto flat substrates, taking advantage of atomic

shadowing effects. Although the nanostructures fabricated

with evaporation methods (such as thermal evaporation or

electron-beam evaporation) exhibit very well defined shapes

and impressive homogeneity due to their almost punctual

material sources, they cannot be scaled-up to mass production.
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Figure 1: Scheme of the sputtering process with glancing angle depo-
sition and rotating substrate.

Consequently, from an industrial point of view, sputtering is the

best choice.

From the pioneering work of GLAD sputtering [8], the impor-

tance of “low-pressure, long-throw” deposition was stated, i.e.,

a collimated flux of sputtered atoms was needed to obtain nano-

structure formation. In the last few years, we have followed a

systematic approach to study the growth regimes [9-11] and the

deposition rate [12] of the nanostructured coatings prepared by

GLAD sputtering, pinpointing the role of the ballistic atoms

(i.e., those that preserve their directionality when they travel

from the source to the substrate) to achieve such effect. In this

new work, we report the fabrication of black-gold coatings in

the visible range via GLAD sputtering by rotating the substrate

during the deposition. It will be shown that we have achieved

over 85% of absorption between 400 nm and 700 nm when

silicon substrates are used.

Experimental
The fabrication of the nanostructured coatings has been carried

out at room temperature in an UHV chamber (base pressure in

the range of 10−9 mbar) using a magnetron source from AJA

with a gold target (3.8 cm diameter). Argon was the sputter gas

and the pressure during the deposition was 1.5 × 10−3 mbar,

which was the lowest value that allowed for maintaining a

stable plasma and for warranting that the deposition took place

in the ballistic regime. The target-to-substrate distance was

19 cm, the substrate rotated at 3.6 rpm and the power and the

deposition time were kept constant at 100 W and 1800 s, re-

spectively. Two different monocrystalline substrates have been

used: opaque Si(001) and transparent MgO(001). The tilt

angle, σ, was varied from 75 to 87°. A scheme of the set-up is

depicted in Figure 1. For the sake of comparison, continuous

thin films were also fabricated using the standard configuration

with the substrate being parallel to the target, i.e., σ = 0°, the

same power (100 W) and the equivalent deposition time to

get the same amount of material per area as in the GLAD

configuration.

The morphological characterization has been obtained by field

emission scanning electron microscopy (FESEM), on a Hitachi

equipment working at 5 kV, and atomic force microscopy

(AFM), on a Dimension Icon microscope from Bruker with

super-sharp tips (radius about 3 nm) to minimize the inherent

convolution with the shape of the probe.

In order to study the optical behavior, spectral reflectance and

transmittance measurements have been performed using unpo-

larized light with almost normal incidence in the VIS–nIR range

and an Andor Shamrock spectrometer.

Results and Discussion
Figure 2a shows a photograph of two samples prepared onto

Si(001) substrates with 1 cm2 area: the one on the left was pre-

pared with σ = 87° and exhibits black color, whereas that on the

right was prepared with 75° tilt and shows golden color. These

samples present different morphologies, as it is shown in

Figure 2b and Figure 2c with AFM and FESEM images, respec-

tively. As a result of the shadowing mechanism at the nano-

scale induced by the ballistic regime (due to the low pressure

used) and the high-tilt configuration (σ > 70°), instead of con-

tinuous thin films, nanostructures are formed. Due to the sub-

strate rotation during the glancing angle deposition, these nano-

structures display axial symmetry, with the axis in the vertical

direction. It can be seen that, on average, the black 87° sample

has shorter nanostructures than the golden 75° one: the highest

nanostructures on the former sample are about 130 nm height,

whilst those on the latter reach 260 nm. Moreover, with a

careful inspection it can also be seen that the height distribution

of the nanostructures obtained at σ = 87° is wider than the

height distribution of those obtained at σ = 75°.

Furthermore, from the top-view SEM images the diameter size

distribution can be obtained, and it is plotted in Figure 3a. The

samples prepared with σ = 75° and σ = 80°, both exhibiting

golden color, have wide distributions with a plateau shape and a

significant number of nanostructures with diameters above

130 nm. On clear contrast, the samples prepared with σ = 85°

and 87°, both black, have narrower distributions, with a well-

defined peak corresponding to 70 nm and 60 nm diameter, re-

spectively. Figure 3b shows the dependence of the areal density

of nanostructures on the tilt angle, also deduced from the SEM

images. When the tilt angle increases, the number of nanostruc-

tures per area also increases. Summarizing the information ob-

tained from Figure 2 and Figure 3, high tilt angles produce more

nanostructures, with narrower lateral size distribution and with

a strongly non-uniform height distribution. On the contrary, low
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Figure 2: (a) Photograph, (b) AFM images, and (c) SEM images (upper row: top view, lower row: fracture cross section) of two Au samples prepared
onto Si substrates with σ = 87° (left column) and σ = 75° (right column).

tilt angles generate less nanostructures, with wider lateral size

distribution and more uniform in height.

These important differences in the morphology of the samples

are responsible for their different appearance shown in Figure 2

and their distinctive spectral behavior presented in Figure 4,

where the reflectance of the samples with black and golden

color is plotted. For the sake of comparison, the calculated re-

flectance of a bare Si substrate and that of a sample with a con-

tinuous Au layer with 47 nm thickness (obtained with the depo-

sition time that provides the equivalent material per area as in

the case of GLAD deposition) are also included (the dielectric

constants for Si and Au in the calculations were taken from [13]

and [14], respectively). The most significant fact in Figure 4a is

that the nanostructured samples deposited at high tilt angle ex-

hibit low reflectance in the visible range (400–700 nm), less

than 10% for the sample prepared with σ = 87° and less than

15% for that prepared with σ = 85°. Taking into account that the
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Figure 3: (a) Diameter distribution obtained from top-view SEM images for the Au samples prepared onto Si substrates with different tilt angles.
(b) Areal density of nanostructures of the same samples.

Figure 4: Reflectance spectra of nanostructured Au samples exhibiting black color (a) and golden color (b). For the sake of comparison, the calcu-
lated spectra of a bare Si substrate (cyan) and a continuous Au thin film (red) have been also included.

optical properties of gold nanostructures are dominated by the

existence of localized surface plasmon resonances (LSPRs), and

that these LSPRs induce enhanced scattering, it is reasonable to

assume that such low reflectance is due to the combined effect

of the LSPRs and the light trapping associated with multiple

scattering that arises when those nanostructures are closely

packed forming a non-periodic, non-uniformly sized array

[15,16]. In particular, the high number of nanostructures and

their broad height distribution favors multiple scattering pro-

cesses, improving light trapping and increasing absorption,

therefore resulting in a uniform low reflectivity and the black

color appearance. On the other hand, the reduced number of

nanostructures exhibited by the samples prepared with σ = 75°

and 80°, together with their broader lateral size distribution and

their height uniformity, do not provide such an efficient light

trapping (Figure 4b). It can be seen that the reflectance values

shown by these samples are not as low as those obtained in the

samples prepared with 87° and 85° tilt angle. Finally, the only

common feature for all the nanostructured samples and the con-

tinuous film is a decrease in the reflectance at wavelengths

below 500 nm, which is due to an interband transition in gold

[17] and it is responsible of the golden color of continuous and

bulk gold. The values of this decrease are, however, quite dif-

ferent. The values are very small for the high tilt angle deposi-

tion samples, which therefore present a uniform low reflectivity

in the visible range and look black. But they are more notice-

able in the samples with σ = 75° and 80°, which then preserve

the golden color, although dull because of the reduced reflec-

tivity.

The black-metal behavior has been also obtained with trans-

parent substrates. Having in mind a future scalability of the
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Figure 5: (a) Photograph of two samples prepared onto MgO substrates: a continuous Au thin film prepared with σ = 0° (left) and a nanostructured Au
sample prepared with σ = 85° (right). (b) Transmittance, reflectance and absorption spectra of those samples.

process, from an industrial point of view it is better to use the

smaller tilt angle that is able to give rise to black-metal samples.

Hence, 85° has been our choice for this proof of concept.

Figure 5a shows a photograph of two gold samples prepared

onto MgO(001) substrates with 1 cm2 area: The one on the left

was prepared without tilt angle and as a consequence is a con-

tinuous thin film, whereas that on the right was prepared with

σ = 85° and therefore is nanostructured. The continuous sample

exhibits the characteristic golden color of the noble metal,

whereas the nanostructured sample shows a much darker color.

Their optical spectra are shown in Figure 5b. The transmittance

(T) and the reflectance (R) have been measured directly, where-

as the absorption (A) has been deduced taken into account that

T + R + A = 1 (strictly speaking, in the nanostructured sample

the magnitude A that we are deducing is extinction = absorp-

tion + scattering instead of merely absorption). As it was ex-

plained previously, both samples exhibit a decrease of the re-

flectance for wavelengths below 500 nm due to a characteristic

interband transition in gold. Above 500 nm, the evolution is

quite different. The continuous film shows the characteristic

reflecting behavior of metallic films, related to the contribution

of the free electrons (Drude) to the dielectric constant. The re-

flectance of this sample goes up to 80%. In the nanostructured

sample, on the other hand, the same contribution of the free

electrons to the dielectric constant is responsible for the appear-

ance of LSPRs, which as discussed above induce enhanced

multiple scattering and light-trapping effects for the particular

size distribution and separation among nanostructures occur-

ring in the nanostructured films obtained at high tilt angle. As a

result, the nanostructured sample exhibits absorption above

60% over the whole visible-light range, slightly decreasing to

50% in the nIR region.

Conclusion
It has been shown that black-gold coatings in the visible range

can be fabricated by means of sputtering using glancing angle

deposition with substrate rotation. The coatings are made of

columnar nanostructures that are produced due to shadowing

effects in the ballistic regime of sputtering. In order to obtain

enhanced light absorption in the visible range, high tilt angle is

needed, which gives rise to a diameter distribution of the nano-

structures centered at about 60 nm.
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Abstract
Scanning transmission electron microscopy (STEM) was successfully applied to the analysis of silicon nanowires (SiNWs) that

were self-assembled during an inductively coupled plasma (ICP) process. The ICP-synthesized SiNWs were found to present a

Si–SiO2 core–shell structure and length varying from ≈100 nm to 2–3 μm. The shorter SiNWs (maximum length ≈300 nm) were

generally found to possess a nanoparticle at their tip. STEM energy dispersive X-ray (EDX) spectroscopy combined with electron

tomography performed on these nanostructures revealed that they contain iron, clearly demonstrating that the short ICP-synthe-

sized SiNWs grew via an iron-catalyzed vapor–liquid–solid (VLS) mechanism within the plasma reactor. Both the STEM tomogra-

phy and STEM-EDX analysis contributed to gain further insight into the self-assembly process. In the long-term, this approach

might be used to optimize the synthesis of VLS-grown SiNWs via ICP as a competitive technique to the well-established bottom-up

approaches used for the production of thin SiNWs.
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Introduction
As the scaling down of the feature size of devices proceeds [1],

new synthesis routes are being explored to produce materials

with ultra-low dimensionality to be used as building blocks to

improve the functionality of next-generation devices [2]. So far,

conventional manufacturing processes based on top-down

methods have been employed in Si-based microelectronics.
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These methods have encountered, among others, a non-trivial

issue related to the cost of the sequential steps required to

achieve the desired nanostructure and to the scaling up of such

procedures. On the other hand, bottom-up approaches, founded

on the aggregation of atoms or molecules as elementary compo-

nents for the synthesis of nanomaterials, seem to be a good

strategy to fabricate ultra-small structures. This concept encom-

passes the physics and the chemistry of nanostructure forma-

tion via a “self-assembly” route. Such ultra-low dimensional

systems require appropriate characterization tools, which may

lead to further insight in the comprehension of the dynamics of

nanostructure formation. Transmission electron microscopy

(TEM) has been the principal imaging and analytical technique

for the characterization of materials at the nanoscale. Quite

recently, subangstrom resolution has been reached in scanning

TEM (STEM) mode, thanks also to the improvements in aberra-

tion correctors [3]. In order to access a more realistic three-

dimensional vision of nanomaterial components, 3D characteri-

zation techniques are highly demanded. For this purpose, atom

probe tomography (APT) [4] and X-ray tomography [5] have

been used. Nevertheless, while X-ray tomography has a rather

limited spatial resolution (≈2 µm), APT offers better resolution

(up to the single atom detection) but has the disadvantages that

a limited volume can be measured (no more than 100 nm3) and

the sample is destroyed during analysis. In this context, elec-

tron tomography (ET) together with TEM arises as a remark-

able technique to study a larger range of volumes, while still

offering reasonable spatial resolution from ≈1 nm3 [6] down to

atomic resolution in very recently developed microscopes [7,8].

Electron tomography is accomplished through the reconstruc-

tion of a sequence of projection images acquired by tilting the

TEM sample holder. However, to achieve an accurate 3D

reconstruction, all the images of the series should obey the

“projection requirement”, which states that the intensity of each

micrograph must be a monotonic function of the physical prop-

erty of the object [9]. It is well known that conventional bright

field (BF) and dark field (DF) imaging are dominated by

diffraction contrast. Thus in crystalline samples, the contrast

changes abruptly as long as the beam axis intercepts the differ-

ent crystalline zone axes. More recently, this issue has been

overcome whereas the improvement of high angular annular

dark field (HAADF) in STEM associated with ET has been con-

firmed as the most appropriate mode to image crystals, since it

meets the projection requirement, associating the contrast to the

atomic number [6]. By combining the HAADF and ET tech-

niques along with energy dispersive X-ray (EDX) spectroscopy,

it is possible to gather both imaging and analytical information

at the same time.

In the present work, ET combined with STEM-EDX and

energy-filtered TEM (EFTEM) enabled the structural character-

istics of SiNWs spontaneously assembled during an inductively

coupled plasma (ICP) process to be elucidated as finely as

possible. The ICP technique has been conventionally exploited

for the synthesis of micrometer-structured Si spheres [10]. In

this regard, the formation of one-dimensional nanostructures

such as SiNWs within the micrometer-sized spherical particles

should be explained. In particular, we focus our study on ICP-

produced SiNWs (less than 5% of the whole population) on

which a peculiarity exists in the form of a high-contrast nano-

particle at the top. However, conventional 2D TEM imaging

would not be able to definitively demonstrate whether the nano-

particle is embedded inside the SiNW or located at the tip. To

unequivocally resolve this point, 3D STEM tomography charac-

terization at the nanoscale was employed. Finally, the metallic

composition of such nanoparticles was ascertained via the

synergetic use of EFTEM and STEM-EDX. The ensemble of

our results suggests that the vapor–liquid–solid (VLS) mecha-

nism is the driving process for the growth of these SiNWs and

could open the route for the production of SiNWs via the ICP

technique.

Results and Discussion
Preliminary examinations of the ICP sample were performed by

means of scanning electron microscopy (SEM). In the typical

SEM image, as reported in Figure 1a, the presence of both

nanospheres (NSs) and nanowires (NWs) can be observed.

Statistical analyses conducted on hundreds of nanostructures

allowed us to estimate that the diameter of the NSs range from

50 to 500 nm, while the NW length varies from ≈100 nm up to

≈2–3 μm. Energy-filtered TEM (EFTEM) images, acquired in

correspondence to the Si plasmon loss (17 eV) and SiO2

plasmon loss (23 eV), display a common core–shell Si–SiO2

internal structure for both the NSs and the NWs (see Figure 1b

and Figure 1c). Further EFTEM investigations conducted on

hundreds of NWs revealed that their structural characteristics,

in terms of length and diameter distribution, can be associated

with two main families of SiNWs: longer SiNWs (2–3 μm) ex-

hibiting an ultra-thin diameter (2–3 nm) and shorter SiNWs

(maximum length of ≈300 nm) with a diameter of a few tens of

nanometers. In this paper we focus our study on NWs belonging

to the second family. In fact, the reason for our investigation

stems from a peculiarity of these SiNWs, namely the presence

of a high-contrast nanoparticle on the top (diameter ≈15 nm)

corresponding to the SiNW core diameter, as shown in the

EFTEM images in Figure 1b and Figure 1c.

Electron tomography and STEM-EDX analyses were con-

ducted on these short SiNWs in order to better elucidate their

structural and chemical characteristics. 3D tomography was per-

formed on the nanostructures shown in Figure 2a–c, where three

HAADF-STEM images of a SiNS with two SiNWs, acquired at
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Figure 1: (a) Typical SEM image showing the morphology of the as-collected sample; EFTEM images obtained at (b) the Si plasmon loss (17 eV) and
(c) the SiO2 plasmon loss (23 eV), revealing the Si–SiO2 core–shell structure and the structural continuity between the Si core of the SiNW and the
SiNS, as indicated by the red arrow in (b).

Figure 2: HAADF-STEM micrographs of a SiNS with two connected SiNWs, acquired at (a) 0°, (b) 35° and (c) 70° with respect to the rotation axis
shown in (d), which corresponds to the axis of one of the two SiNWs, as indicated by the yellow dashed line in (a). The other SiNW, indicated by the
red arrow in (a), is not visible at a rotation angle of 0°, but becomes evident after rotation of the sample (b and c).

tilting angles of 0°, 35° and 70°, are reported. The axis of rota-

tion of the tomography measurement sample holder, depicted in

Figure 2d and superimposed on the HAADF-STEM image in

Figure 2a for a better understanding, was nearly aligned to the

top right NW in Figure 2a. This allowed us to tilt the sample

from −50° to +57° with a step of 2°, without any shadowing

effect caused by the C networked structure of the TEM grid.

Image shift compensation and focus were manually adjusted

during acquisition. With this procedure, we acquired 55 images

at different projections in about two hours.

Nevertheless, from the inspection of Figure 2a alone, it is not

possible to discern the nature of another Si nanostructure, indi-

cated by the red arrow in Figure 2a. The presence of a second

SiNW appears when the nanostructure is tilted at 35° with

respect to the rotation axis, which is better shown in Figure 2b.

Moreover, the inspection of the projection at 70° cleary demon-

strates that both SiNWs exhibit a nanoparticle on top. The

chemical composition of this nanoparticle was investigated by

STEM-EDX and will be discussed hereafter. The reconstructed

3D structure, comprised of the SiNWs connected with the

SiNS, is represented in Figure 3. Additionally, a video showing

the 3D reconstructed volume, from which the corresponding

image in Figure 3 was extracted, is reported in Supporting

Information File 1. The shape and the location of the nanoparti-

cles can be clearly identified. In fact, the different elements

of the reconstructed volume have been shown separately in

Figure 3b–d.
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Figure 3: (a) Volume reconstruction of the system formed of (b) a SiNS and (c) two SiNWs having a Fe nanoparticle at the top, as illustrated in (d).

Figure 4: STEM-EDX spectra acquired at the points indicated in the BF STEM image in the insets: (a) SiNWs growing from the underling SiNS and
(b) SiNS with Fe nanoparticles on the surface.

The identification of these elements was accomplished by per-

forming the same reconstruction four times and separating the

four different areas of interest. Thus, it is possible to distin-

guish the SiNS in yellow, the two SiNWs in green, the two

nanoparticles in darkish red and the carbon support layer in blue

in Figure 3. From this 3D reconstruction, we can conclude that

the nanoparticles are located on the top of the SiNWs, and are

not embedded inside of them, as it could be misleadingly

inferred by a conventional 2D TEM image. On the other hand,

due to the poor contrast at the base of the SiNWs, it was not

possible to reconstruct the SiNW–SiNS interface. However, this

issue is clarified by the EFTEM images, as depicted in

Figure 1b, which demonstrate the structural continuity between

the SiNW core and the SiNS (indicated by the arrow). This indi-

cates the Si substrate on which the NWs grow before further ox-

idation occurs, which is induced by the oxygen present in the

ICP chamber. Indeed, the oxygen derives from the native oxide

of the Si powder feedstock, which is released during the spher-

oidization process in the ICP reactor.

Statistical STEM-EDX analyses were carried out using a sub-

nanometer electron probe in order to corroborate the structural

analysis with further chemical information. Typical EDX spec-

tra were acquired in two different regions over the SiNWs,

namely (i) at the dark particle (indicated by point A in the inset

in Figure 4a), and (ii) along the SiNW (indicated by point B in

Figure 4a). The spectra, reported in Figure 4a, clearly evi-

denced that only Si and O peaks are present along the SiNW,

which is in agreement with the previous EFTEM analyses. The

C peak comes from the underlying lacey carbon Cu TEM grid

used as a supporting substrate for the analysis, representing a

background for our study. More interestingly, the presence of

Fe was detected in correspondence with the nanoparticle at the

tip of the SiNW, while no iron signal was found along the
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SiNW, within the sensitivity of our EDX measurements (i.e.,

less than 1 atom %).

Calculations based on the ZAF method [11] applied to our

STEM-EDX analyses revealed that the nanoparticle at the tip

was comprised of 7 atom % Fe and 14 atom % Si. Thus, we can

infer that the nanoparticles are composed of a FeSi2 alloy. This

result is in agreement with that previously reported in [12],

where we demonstrated using high-resolution TEM imaging

that the interplanar distance in the nanoparticle is compatible

with a FeSi2 alloy. Such a composition corresponds to the most

stable Fe–Si-based alloy at high temperature (≈10,000 K) under

conditions of an abundance of Si content, as established by the

Fe–Si binary phase diagram [13].

It is well known that metal-containing particles located at the

top of SiNWs are a distinctive feature of VLS-grown SiNWs,

which occurs on crystalline Si substrates [14,15]. Hence, we

argue that the growth of short SiNWs via the above-described

ICP process occurs through the VLS mechanism catalyzed by

iron nanoparticles. The origin of the nanoparticles is the impuri-

ties present in the initial Si powder feedstock (containing

0.18 atom % Fe impurities), while the Si core of the NSs acted

as the local substrate where the growth occurs. Indeed, the Fe

nanoparticles are expected to form at the outer surface of the

larger SiNSs formed during the spheroidization process. Once

the Fe nanoparticles are present at the SiNS surface, the SiNW

synthesis can occur via supersaturation of the Si vapor in the

catalytic nanoparticle and precipitation of Si, which then crys-

tallizes in the form of nanowire, as predicted by the VLS model

[14]. Nevertheless, it should be noticed that some HAADF

images revealed the presence of some nanoparticles on the

SiNS surface (see point C in the inset of Figure 4b), from which

no SiNW emerges. EDX spectra were acquired at regions ex-

hibiting no contrast on the SiNSs (point D) and on the dark

spots present on the SiNS surface (point C). It was observed

that, while the peaks of Au and C come from the supporting

lacey carbon Au grid, only Si and O signals are found at point

D, whereas point C indicates the additional presence of iron

corresponding to the nanoparticle. In the literature, it has been

demonstrated that Fe-catalyzed VLS growth cannot take place

under temperatures below 1150 °C [13]. It should be consid-

ered that a temperature gradient is generated inside the ICP

chamber and temperatures lower than 1150 °C can be reached at

the bottom [16]. It is noteworthy to recall that the ICP process

was designed for the synthesis of spherical Si particles. This

leads us to suppose that, while the synthesis of spherical Si

takes place, the self-assembly of SiNWs via VLS does not

occur on those SiNS formed at temperatures lower than

1150 °C, i.e., at the bottom of the ICP machine [16]. Instead,

SiNWs assembled via the VLS mechanism grown from SiNSs

formed closer to the center of the ICP reactor, where the tem-

perature is much higher.

Conclusion
In conclusion, the combination of EFTEM, HAAD-STEM to-

mography and STEM-EDX spectroscopy was essential to

confirm the growth mechanism of short SiNWs grown via the

above-described ICP process. Indeed, by revealing the 3D struc-

ture of our ICP-produced Si nanostructures, it was possible to

pinpoint the presence of small iron-containing nanoparticles at

the top of the SiNWs. Moreover, EFTEM images revealed that

the Si core of the SiNSs acted as a substrate from which the

SiNWs grow. Metal-containing nanoparticles at the top of the

SiNWs are an evident feature of VLS-grown SiNWs, where the

growth is expected to start from the crystalline Si substrate.

Hence, we conclude that the VLS mechanism is responsible for

the growth of short SiNWs in the above-described ICP process,

provided that a small amount of Fe is present during the spher-

oidization process. In this way, the ICP technique can be seen

as a prospect for the synthesis of SiNWs via the VLS mecha-

nism after suitable optimization of the process.

Experimental
The inductively coupled plasma process [10] is conventionally

exploited to transform a rough Si powder feedstock (irregular

particles with mean size of 115 µm and 99.5% purity) into

spherical microspheres of equivalent diameter. To this aim, the

Si feedstock is introduced via an Ar carrier gas in the ICP

reactor, where an Ar/H2 plasma is maintained at extremely high

temperature (on the order of ≈10,000 K). The Si particles

partially melt in-flight and, while being carried down in the first

collector of the ICP machine, re-condensate as silicon spheres

due to the surface-energy minimization principle. During the

formation of the microspheres, a fraction of the Si feedstock

sublimates and the molecules in the vapor phase aggregate in

the form of lighter Si nanostructures. These are transported

downstream in the reactor towards a second collector where

they accumulate in the form of Si nanopowder. To perform our

studies, this Si nanopowder was collected, dispersed into iso-

propyl alcohol, and sonicated for 5 min. By dropcasting this

solution on Si substrates and on lacey carbon Cu or Au grids,

both scanning electron microscope (SEM) imaging and TEM-

based analyses were performed, respectively.

The SEM characterizations were carried out using a field emis-

sion gun (FEG) Zeiss Supra25. TEM analyses were performed

with a JEOL JEM 2010F operating at 200 kV and with a spheri-

cal aberration probe corrected cold FEG ARM JEOL (0.27 eV

energy spread) operating at 100 keV and equipped with a large

area (100 mm2) EDX silicon drift detector with an energy reso-

lution of 127 eV. The former was used to realise the EFTEM
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analysis on individual SiNWs, while the latter was used to

accomplish the STEM-EDX analysis with a sub-nanometer

probe and ET in STEM mode by using a HAADF detector.

Electron tomography was conducted by using a single-tilt

Fischione tomography sample holder (±60° range). Finally, the

Composer Kai software was used for the reconstruction based

on the filtered back projection (FBP) alghoritm, while the Visu-

aliser Kai software was used for visualization.

Supporting Information
Supporting Information File 1
A video showing the 3D reconstructed volume of a SiNS

and VLS-grown SiNWs with an Fe nanoparticle on top.

The image presented in Figure 3 was extracted from this

video.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-47-S1.mp4]
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Abstract
Densely packed ZnO nanocolumns (NCs), perpendicularly oriented to the fused-silica substrates were directly grown under hydro-

thermal conditions at 90 °C, with a growth rate of around 0.2 μm/h. The morphology of the nanostructures was visualized and

analyzed by scanning electron microscopy (SEM). The surface properties of ZnO NCs and the binding state of present elements

were investigated before and after different plasma treatments, typically used in plasma-enhanced CVD solar cell deposition pro-

cesses, by X-ray photoelectron spectroscopy (XPS). Photothermal deflection spectroscopy (PDS) was used to investigate the optical

and photoelectrical characteristics of the ZnO NCs, and the changes induced to the absorptance by the plasma treatments. A strong

impact of hydrogen plasma treatment on the free-carrier and defect absorption of ZnO NCs has been directly detected in the PDS

spectra. Although oxygen plasma treatment was proven to be more efficient in the surface activation of the ZnO NC, the PDS anal-

ysis showed that the plasma treatment left the optical and photoelectrical features of the ZnO NCs intact. Thus, it was proven that

the selected oxygen plasma treatment can be of great benefit for the development of thin film solar cells based on ZnO NCs.
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Introduction
The widely accepted design of thin-film silicon (TF-Si) solar

cells, used for mass production, is composed of a transparent

conductive oxide with roughness at the nanoscale on the front

(TCO), e.g., tin oxide (SnO2) or zinc oxide (ZnO), followed by

p–i–n Si layers (amorphous and/or nanocrystalline) in the cell

and a back reflector [1,2]. In such a layer arrangement, the light

scattering and the consequent light trapping, caused by the

interfaces with nano-scale roughness (front TCO–active layer

and active layer–back reflector), increase the optical path inside

in the thin silicon layer. These effects are observed in the

weakly absorbing spectral region of silicon above approxi-

mately 650 nm, leading to efficiencies well above 13% at the

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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cell level and above 12% at the module level [3,4]. However,

the photo-generated current, determined by light absorption, is

limited by the drift of generated electrons and holes across the

absorber layer. Thus, the highest performances are expected for

solar cells having a sufficiently large “optical thickness” and a

sufficiently short distance between the electrodes, the “elec-

trical thickness”. In common planar TF-Si solar cells, it is

impossible to simultaneously fulfil these two conditions.

Recently developed solar cells based on a three dimensional

(3-D) design, in which periodically ordered zinc oxide nanocol-

umns (ZnO NCs) are used as a front electrode, have been of

great interest, because they would exceed in the ultimate light

trapping and provide excellent charge separation [5-7]. Due to

the vertical geometry of these textures, the optical thickness is

dictated by the height of the NCs, such that most of the light

traversing the cell sees an absorber-layer thickness approxi-

mately equal to the NC height. In contrast, as the front and back

TCO contacts are interpenetrating, the inter-electrode distance,

given by the thickness of the Si layers on the walls of the NCs,

is generally substantially thinner than that applied for state-of-

the-art a-Si:H solar cells; the lateral carrier transport provided

by this type of texture should thus ensure an optimal current

collection. Therefore, it is envisaged that in comparison to thin-

film planar cells with nano-scale roughness, the 3-D solar cells

might lead to higher efficiency providing important assets such

as minimal material consumption [8-10]. The proposed 3-D

concept is not limited to thin-film silicon solar cells, but could

be advantageously used for all other thin-film solar cells.

So far, a wide diversity of methods have been used for the prep-

aration of ZnO nanocolumns such as metal organic chemical

vapor deposition (MOCVD) [11], electrochemical deposition

[12], sputtering [13], reactive ion etching [5] and the hydrother-

mal method [6,14,15]. The last mentioned is an attractive and

preferable method for growing one-dimensional structures of

ZnO, as it is simple, does not require expensive equipment, is

safe and environmentally friendly since water is used as a sol-

vent, and it is easy to scale-up for further mass production.

Solar cell deposition is a multistep process during which differ-

ent plasma processes are being used. Oxygen plasma is applied

for both, activation of the surface and stripping of the polymer

mask used for fabrication of periodically ordered ZnO NCs,

while hydrogen plasma is usually used immediately before the

deposition of the active solar-cell layer for directly increasing

the electrical conductivity. The employed plasma treatments

could significantly influence the concentration of defects and

free carriers, reflected in the defect and free-carrier adsorption,

and consequently impact the efficiency of the solar cell. There-

fore, the investigation of the effects of the different plasma

treatments on the ZnO nanocolumns is of crucial importance.

Herein, a low-temperature hydrothermal method is used to

synthesize densely packed NCs on fused silica substrates

covered with a ZnO seed layer, which were prepared before by

DC reactive magnetron sputtering. The optical absorption of the

pristine ZnO layers as well as that of the substrates bearing the

dense ZnO NCs was investigated by photothermal deflection

spectroscopy (PDS) [16,17]. Furthermore, we investigated the

changes in the PDS spectrum of the dense NCs induced by

hydrogen and oxygen plasma treatment under conditions typical

for plasma processing of thin-film silicon solar cells. XPS was

used to determine the changes in surface composition as a result

of the different plasma treatments.

Results and Discussion
Figure 1 reports SEM images of densely packed ZnO nanocol-

umns grown at 90 °C for 180 min. As it can be seen from the

SEM cross-sectional view, the ZnO nanocolumns are not inter-

connected and are well spaced with gaps of several nanometers.

Notably, it is evident that each column has well defined bound-

aries (Figure 1a). The position of the individual nanocolumns is

random with diameters varying from around 30 to 180 nm, as

revealed by the top-view SEM image (Figure 1b).

An average nanocolumn length of 650 nm was measured from

the cross section, as shown in the SEM image of Figure 1a. The

thickness of the seed layer is about 150 nm. It should be noted,

that after the hydrogen or oxygen surface plasma treatments the

morphology of the nanocolumns does not change (see Figure S1

and Figure S2, Supporting Information File 1 for details).

The chemical bonding structure of the ZnO films prepared by

hydrothermal growth from a seed layer on fused silica carriers

was examined by XPS. Figure 2 reports typical XPS high-reso-

lution Zn 2p and O 1s spectra of the ZnO nanocolumns before

and after 25 min of treatment in H- and O-plasma. The pristine

ZnO NCs are characterized by a characteristic spin-split doublet

with a Zn 2p3/2 peak centered at 1021.6 eV and a Zn 2p1/2 peak

(at 1044.7 eV) showing 23.1 eV separation from the main

contribution. The O 1s spectrum of the as-prepared nanocol-

umns could be deconvoluted with three contributions arising

from lattice oxygen (Zn–O–Zn), non-lattice oxygen (Zn–O–H,

Zn–O−) and O=C moieties, and C–O–H contributions centered

at 530.4, 531.7 and 532.5 eV, respectively. The O=C and

C–O–H contributions originate from organic contaminants

adsorbed on the ZnO NCs surface during the transfer of the sub-

strates to the XPS chamber.

The plasma treatments that are typically used in the solar cell

fabrication processes, shift the position of the Zn 2p peaks by

0.3–0.4 eV toward higher binding energies and significantly

broaden their width, irrespectively of the exposure time. While
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Figure 1: Cross-sectional (a) and top (b) view of densely packed ZnO NCs grown at 90 °C for 180 min (scale bar: 500 nm).

Figure 2: High-resolution core-level Zn 2p and O 1s XPS spectra of
pristine (A) ZnO NCs and ZnO NCs after 25 min treatment in (B) H-
and (C) O-plasmas. Measured spectra are presented with black lines,
while their corresponding fitted envelopes are presented in red. The
individual contributions of different functional groups present in the
ZnO nanocolumns are represented with blue lines.

the full width at half maximum (FWHM) of the pristine nano-

columns is about 1.8 eV, the FWHM of H- and O-plasma

treated ZnO structures increased to 2.3 and 2.0 eV, respectively.

The observed changes in the high-resolution Zn 2p spectra indi-

cate the enhanced presence of surface defects, i.e., the exis-

tence of Zn atoms in different chemical surroundings. Concomi-

tantly, the plasma treatment introduces changes in the high-

resolution O 1s spectra and a strong increase of the contribu-

tions at about 531.7 eV, mainly due to the rise of the plasma in-

duced Zn–O–H and Zn–O− contributions [18]. Pristine nanocol-

umns are characterized by a ratio between the non-lattice

oxygen (Zn–O–H, Zn–O−) (excluding the O=C contaminants

contributions) and the lattice Zn–O–Zn structures of 0.29. Upon

the H- and O-plasma treatment this ratio rises to 0.43 and 0.60,

respectively. The concomitant observations in the high-resolu-

tion Zn 2p and O 1s spectra were independent from the dura-

tion of the plasma treatment. The XPS data show an increase of

defect density upon the plasma treatments in the surface area of

the ZnO NCs, i.e., an increased presence of Zn–O–H and

Zn–O− groups/species as a result of plasma seizure of the lattice

Zn–O–Zn structures. The higher concentration of non-lattice

oxygen (Zn–O–H and Zn–O−) species in the case of O-plasma

treatment evidences the more effective surface activation when

this type of plasma is being used.

The changes induced to the synthesized ZnO NCs by the expo-

sure to different plasma treatments was further probed by PDS.

Figure 3 shows the optical absorptance spectra of as-grown

ZnO nanocolumns and NCs treated in H-plasma for 1, 5, 10 and

25 min. The measured PDS absorptance spectra reflect the

absorption edge, Urbach tail, absorption on defects and free-

carrier absorption (proportional to the concentration of free

carriers).

All optical absorptance spectra show the optical absorption edge

at a photon energy of 3.3 eV and the free-carrier absorption in

the red and the infrared part of the spectrum below photon ener-
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Figure 3: The optical absorptance spectra of as-grown ZnO nanocol-
umns and NCs treated in H-plasma for 1, 5, 10 and 25 min.

gies of 2 eV. The infrared optical absorption increases with

hydrogen plasma treatment indicating the increase of the free-

carrier concentration as described in the Drude model. The

increase of the free-carrier concentration is reasonably ex-

pected to increase the electrical conductivity of the ZnO NCs.

Nevertheless, precise measurement of electrical conductivity is

a difficult task and we plan to approach it by direct measure-

ment on individual ZnO nanocolumns. The major changes

appear within several minutes of exposure to hydrogen plasma

and the effect saturates after about 10 min. We suppose that

hydrogen diffuses into ZnO creating shallow donors [19,20].

We note that the hydrogen doping does not shift the optical

absorption edge [21], which means that the lattice as well as the

occupancy of valence and conductive states does not change

significantly (up to the degenerate conduction band) [22].

While the hydrogen plasma treatment induced significant

changes in the optical absorptance spectra, notably, the PDS

spectra show that there is no detectable change of the infrared

optical absorptance (Figure 4). This observation strongly sug-

gests that the O-plasma treatment does not have any detri-

mental effects on the free-carrier concentration in the ZnO NCs.

Conclusion
In this work, randomly arranged densely packed and preferen-

tially perpendicularly oriented ZnO nanocolumn arrays were

grown from seed layers on fused silica substrates. The surface

composition of the ZnO NCs drastically changes upon the expo-

sure to H- and O-plasma treatments. The plasma treatments

increase the presence of non-lattice oxygen in the form of

Zn–O–H and Zn–O− contributions regardless of exposure time.

The O-plasma treatment led to a more effective surface activa-

tion of the ZnO NCs as evidenced by the XPS analysis. The em-

ployed hydrogen-plasma treatment led to an increase of the

Figure 4: The optical absorptance spectra of as-grown ZnO nanocol-
umns and NCs treated in O-plasma for 1, 5, 10 and 25 min.

free-carrier adsorption of up to two orders of magnitude, thus

seriously affecting the optical and photoelectrical characteris-

tics of the ZnO NCs. The oxygen-plasma treatment led to negli-

gible changes in the PDS absorptance spectra. The concomitant

increase in the presence of active surface species and only

minor influence on the optical and photoelectrical features of

the ZnO NCs absorptance spectra, make the O-plasma a

preferred treatment for the preparation of thin-film solar cells

based on ZnO NCs. The reported ZnO nanocolumns layer with

a proper spacing could be used as a 3-D scaffold not only for

amorphous silicon solar cells, but also for other absorbers with

a short lifetime such as CuO, CuO2, FeS2, quantum dots or

nanocrystalline Si.

Experimental
The growth of densely packed ZnO nanocolumns was per-

formed on fused silica (Suprasil®) substrates that were covered

with an undoped thin seed layer of ZnO by DC reactive magne-

tron sputtering. The parameters of magnetron sputtering were as

follows: processing temperature of 400 °C at a target voltage of

400 V, ratio between gas species of Ar/O = 2/0.5 for 10 min.

The dimensions of all substrates were 10 × 10 mm2. Before

seed layer deposition, the substrates were cleaned in an ultra-

sonic bath with acetone for 10 min, then rinsed with deionized

water and dried under nitrogen flow.

The hydrothermal growth of ZnO nanocolumns was performed

from an equimolar aqueous solution of 25 mmol zinc nitrate

hexahydrate (Zn(NO3)2·6H2O) and hexamethylenetetramine

((CH2)6N4) in an aqueous bath at 90 °C for 3 h [15,23]. During

the nanocolumns growth, the substrate was mounted upside-

down on a sample holder. After termination the sample was

thoroughly washed in deionized water and dried in nitrogen
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flow. The surface morphology of the samples was character-

ized by SEM (MAIA3, TESCAN). The electron energies were

5 keV or 10 keV. An in-lens detector was used to image the in-

vestigated surfaces.

Plasma treatment
Half of the as-prepared substrates with densely packed ZnO

NCs were treated in oxygen plasma at 100 W, 0.5 mbar for 1, 5,

10 and 25 min at room temperature (Femto, Diener electronic

GmbH).

The other half of the substrates underwent hydrogen plasma

treatment, it was done in a capacitively coupled radio frequen-

cy plasma reactor KIII [24] at 20 W, 1 mbar for 1, 5, 10 and

25 min at room temperature [25-27].

X-ray photoelectron spectroscopy (XPS)
XPS measurements were performed using a K-Alpha+ XPS

spectrometer (ThermoFisher Scientific, UK) operating at a base

pressure of 1.0 × 10−7 Pa. The data acquisition and processing

were performed using the Thermo Avantage software. All sam-

ples were analyzed using a microfocused, monochromated Al

Kα X-ray radiation (400 µm spot size) with a pass energy of

150 eV for survey and 50 eV for high-resolution core level

spectra. The X-ray angle of incidence was 30° and the emission

angle was along the surface normal. The K-Alpha charge dual

compensation system was employed during analysis, using elec-

trons and low-energy argon ions to prevent any localized build-

up of charge. The measured high-resolution spectra were fitted

with Voigt profiles. The analyzer transmission function,

Scofield sensitivity factors, and effective attenuation length for

photoelectrons were applied for quantification. All spectra were

referenced to the adventitious C 1s peak at a binding energy

(BE) of 285.0 eV. The BE scale was controlled on standards of

poly(ethylene terephthalate) and metallic Cu, Ag, and Au.

Photothermal deflection spectroscopy (PDS)
Measurements of optical absorption on bare sputtered ZnO sub-

strates (not shown here) as well as on as-grown densely packed

ZnO NCs and further plasma-treated nanocolumns were carried

out through photothermal deflection spectroscopy (PDS), a

technique for measuring weak optical absorption in thin films

[14,28]. Unlike optical transmittance spectroscopy, PDS detects

directly the amount of the absorbed light by measuring the heat

generated by the optical absorption with the optical absorp-

tance sensitivity down to 0.01%. PDS is based on measuring the

deflection of the laser beam in the vicinity of the thin film

immersed in a transparent liquid due to thermal changes of me-

dium induced by heating of thin film by the absorption of the

incident monochromatic light. A significant advantage of the

PDS is the weak influence of the optical scattering, which is im-

portant in the case of ZnO nanocolumns for which the transmit-

tance spectra are significantly deteriorated by optical scattering.

Supporting Information
Supporting Information File 1
Additional SEM pictures.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-48-S1.pdf]
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Abstract
Research efforts for realizing safer and higher performance energetic materials are continuing unabated all over the globe. While

the thermites – pyrotechnic compositions of an oxide and a metal – have been finely tailored thanks to progress in other sectors,

organic high explosives are still stagnating. The most symptomatic example is the longstanding challenge of the nanocrystallization

of 1,3,5-trinitroperhydro-1,3,5-triazine (RDX). Recent advances in crystallization processes and milling technology mark the begin-

ning of a new area which will hopefully lead the pyroelectric industry to finally embrace nanotechnology. This work reviews the

previous and current techniques used to crystallize RDX at a submicrometer scale or smaller. Several key points are highlighted

then discussed, such as the smallest particle size and its morphology, and the scale-up capacity and the versatility of the process.
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Review
Introduction
While nanotechnology has spread to nearly all other sub-fields

of material science, the pyrotechnic community has struggled to

produce very fine particles of organic explosives. Beside the

technical considerations, scientists are also striving to convince

the quite conservative military industry of the added value of

energetic nanomaterials. While the interest in nanoparticles has

been recently highlighted, companies continue with process

optimization [1] and observe the technological breakthroughs of

the last decades with caution. As a consequence, the innovation

has been mainly focused on the synthesis and prediction

of new molecules such as 1,3,3-trinitroazetidine (TNAZ),

2,4,6,8,10,12-hexanitro-2,4,6,8,10,12-hexaazaisowurtzitane

(CL-20), octanitrocubane (ONC), 1,1-diamino-2,2-dini-

troethene (FOX7), ammonium dinitramide (ADN), and 5-nitro-

1,2,4-triazol-3-one (NTO). These new materials aim to achieve

higher density, to increase the processability and to attain insen-

sitive munition (IM) characteristics; however, IM properties

actually rely on the whole physics-chemistry of the system.

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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Therefore, the development of powders with controlled particle

size and morphology and well-defined surface chemistry is

largely unexplored for energetic materials at the sub-microme-

ter scale and smaller. The criteria that are advantageous for new

energetic materials include the following:

• high decomposition temperature

• low sensitivity

• no phase transitions under compression or depression

• no autocatalytic decomposition

• no voids from solvents or gas

• mechanical behavior independent from temperature

• good availability/cost ratio

• easy processing

The compression of gaseous inclusions, cavities and voids, de-

formation, frictional heating, intercrystalline shearing and spark

discharge (electrostatic discharge (ESD)) are initiation pro-

cesses which can cause areas of an energetic material to heat up

to several hundred Kelvin. These areas are called hot spots and

are deflagration or detonation origins if they reach a critical

temperature. Tarver [2] calculated the critical temperature for

octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX) of dif-

ferent sized hot spots. For a 2 μm diameter hot spot he calcu-

lated a critical temperature of 985 K, whereas the critical tem-

perature for a 0.2 μm hot spot already rises to 1162 K.

Risse [3] measured a noticeable desensitization towards initia-

tion by friction and electrostatic discharge for nanostructured

1,3,5-trinitroperhydro-1,3,5-triazine (RDX) crystallized by

spray flash evaporation (SFE), compared to the raw material

(Table 1). The noticeably lower sensitivity towards friction

can be based on the self-lubricating effect, as small particles

will tend to occupy small interstices instead of breaking. Sensi-

tivity measurements were also performed on hexolite, which

showed a clear desensitization of the nanostructured explosive

(Table 2).

Table 1: Sensitivity towards impact, friction and ESD of micrometer-
sized and nanostructured RDX (n-RDX) [3].

RDX
Impact Friction ESD

[J] [N] [mJ]

M5 (raw material) >3.52 160 120
nanostructured RDX >3.52 >360 270

Using a sonocrystallization process, Bayat and Zeynali [4]

succeeded in the preparation of n-2,4,6,8,10,12-hexanitro-

2,4,6,8,10,12-hexaazaisowurtzitane (n-CL-20), which was less

sensitive towards friction, impact and electrostatic discharge

(Table 3).

Table 2: Comparison of the sensitivity levels of micrometer-sized
hexolite with those of a nanometer-sized hexolite (n-hexolite) [3].

Hexolite
Impact Friction ESD

[J] [N] [mJ]

micrometer 6 54 353.6
nanometer 25.06 72 436.6

Table 3: Comparison of the sensitivity levels of micrometer and nano-
meter-sized CL-20 [4].

Particle size Impact Friction ESD
[μL] [cm] [kg] [J]

15 25 6.4 45
0.095 55 no reaction 60

Figure 1: Impact sensitivity of RDX as a function of RDX type and par-
ticle diameter, adapted from [6].

Klapötke has often experienced the influence of particle size on

ESD, when stating for example ”the finer the powder of a par-

ticular (note from authors: RDX) sample is, the higher the ESD

sensitivity values are” [5]. However, this trend is not always ob-

served. Crystallized from rapid expansion of supercritical solu-

tions (RESS), several nanometer-scale RDX (n-RDX) lots have

been tested by Stepanov et al. [6]; while both 500 nm and

200 nm diameter RDX are less sensitive toward impact than

milled 4 μm RDX, the 200 nm diameter lot is substantially

more sensitive than the 500 nm one. As it can be seen in

Figure 1, the minimum sensitivity to impact is confirmed when

coating the powders with a binder; however, that confirmation

might reveal that the trend is more due to the intrinsic bulk

properties of the particles instead of their surface. Klaumünzer

et al. [7] investigated the sensitization of n-RDX against impact

and strongly reaffirmed that the generalization of a direct
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link between smaller particle and lower impact sensitivity – as

seen many times in the literature – should be more forcefully

addressed.

Beside safety, other improvements can emerge from materials

prepared on the nanoscale. The critical diameter, tunable deto-

nation velocity, delay before the detonation steady state, etc.

may be improved by the drastic grain size reduction. Energetic

nanocomposites are also promising materials improved by a

more intimate mixing. Liu et al. [8] showed that detonation

velocities of PBX composition from their milled n-RDX and

n-HMX materials are slightly better while being significantly

safer. The burning rate of nitrocellulose was also improved by

Zhang and Weeks [9] due to the formation of sub-micrometer

spheres. Recently, Comet et al. [10] proved that energetic nano-

composites can easily replace the hazardous primary explosives

to initiate a secondary explosive: 500 nm diameter n-RDX from

SFE was mixed with a nanoscale thermite to initiate the detona-

tion of PETN. The flame propagation velocity (FPV) of com-

posites made of n-WO3/n-Al/n-RDX can be tuned from 0.2 to

3.5 km/s through their explosive content. Under the same condi-

tions, n-WO3/n-Al with μ-RDX exhibit unstable regimes from

187 to 733 m/s, whereas the n-WO3/n-Al/n-RDX composite

deflagrates at a constant velocity of 2529 m/s. Those and other

unpublished results from our laboratory confirm the drastic

reduction of the critical diameter with the decrease of particle

size.

1,3,5-Trinitroperhydro-1,3,5-triazine is also found under the

following descriptors: cyclo-1,3,5-trimethylene-2,4,6-tri-

nitramine, 1,3,5-trinitrohexahydro-s-triazine, cyclotrimethylene-

trinitramine, hexahydro-1,3,5-trinitro-s-triazine, trimethylenetri-

nitramine, T4, cyclonite, hexogene and RDX. The most

common and widely accepted one is the acronym RDX and is

the one used in this present work. With nitro groups and a

triazine cycle, it is chemically similar to many organic explo-

sives and thus a good representative sample. Additionally, al-

though it was created in the 1930s, RDX is still widely used for

civilian and military applications, reinforcing its interest in

industrial and scientific studies. Therefore, RDX has been used

over the years as a reference for crystallization experiments,

aiming to reduce the size of energetic organic crystals below a

micrometer. Many crystallization processes inspired from other

fields of chemistry, such as polymer crystallization, have been

applied but only a few resulted in a significant size reduction.

The present review aims to fairly depict all the crystallization

processes used on the same material, RDX, and the limitations

encountered. The smallest particle size is of interest and will be

offset against the maturity of the technology. The interest for a

process can be also expressed according to its versatility and its

ability to process continuously as per industrial standards. Such

key points are further discussed in the conclusion. The classifi-

cation suggested here is based on the final state of the particle

formation. If a significant additional step is required to dry the

particles, which is often because the crystallization occurs in a

liquid that does not simultaneously evaporate or is not in a

supercritical state, the technique is classified as a wet produc-

tion method. There is only one notable exception, the aerosol

solvent extraction system (ASES), sorted among the supercrit-

ical processes for a better understanding. Melting and milling

processes for producing sub-micrometer energetic materials

require one or more additional liquids, therefore these tech-

niques are classified as wet methods.

Wet production methods
Crystallization from solution
Crystallization from solution has been studied but also used at

the industrial scale for centuries. From solution, hydraulic

processes can be easily monitored, controlled, and continuously

operated. Therefore, substantial efforts have been made

to scale the crystallization of energetic particles with existing

technologies.

Depending on the creation of supersaturation, distinctions are

made between cooling, evaporation, vacuum cooling,

drowning-out and reaction crystallization. The study of the

solubility of the compound is the key to determine which crys-

tallization process can be used. For instance, if the solubility is

not very temperature dependent, evaporation will be more

effective than cooling. To our knowledge, no consistent study

of the behavior of the solubility of RDX has been made. Fedo-

roff and Sheffield [11] indicate that the RDX solubility in ace-

tone is reduced four times by cooling from 60 to 0 °C. Pant et

al. [12] used all standard techniques available to recrystallize

RDX into sub-micrometer crystals in a beaker. The smallest

size was obtained when the antisolvent was added to a cooled,

highly supersaturated solution, while applying ultrasonication

and stirring. Achieving a high level of supersaturation results in

a higher nucleation rate, but aggregation increases rapidly. For

this solvent/compound system, they produced smaller particles

and reduced the agglomeration by sonication and the particles

were finally obtained by drying. This method may be suitable

for industry, however, the minimum size obtained was only

850 nm under tough conditions, with a yield of 60%, resulting

in rod-shaped crystals. Such morphology must be avoided due

the well-established sensitization for materials with a high

length-to-width ratio [13-15]. Increasing roughness due to sur-

face defects also sensitizes the energetic materials.

Kumar et al. [16] succeeded in producing finer RDX particles

by quickly injecting a very small volume (100 μL) of RDX dis-
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solved in acetone into ultrapure water. The smallest mean parti-

cle size was 38 nm as determined by scanning electron micros-

copy (SEM) for the highest temperature (70 °C) and lowest con-

centration of RDX in acetone (5 mM). It is worth mentioning

that dynamic light scattering (DLS) measurements were found

to be not reliable when compared to SEM analysis, which can

be explained by the lack of surfactant to stabilize the colloid.

This technique was also applied on HMX [17] with a particle

size around 30 nm and the same conclusions were drawn.

Bayat et al. [18], through an optimization of the microemulsion

process, crystallized 80 nm plate-like β-CL-20 particles. The

severe agglomeration and plate-like morphology could be due

to the freeze drying and washing of the microemulsion. Gao et

al. [19] recrystallized 1,1-diamino-2,2-dinitroethene (FOX7) in

ethyl alcohol down to the sub-micrometer range. SEM pictures

show an irregular plate-like morphology and therefore high-

light the inconsistency of the unique mean particle size of

340 nm claimed. The particles also exhibit a certain degree of

agglomeration which can be explained again by the pool of sur-

factant and the air-drying method used.

Luo et al. [20] reached an impressive mean diameter of 30 nm

of RDX. They used an unusual technique where RDX is

dispersed in bacterial cellulose. The smallest particle size was

obtained with a 71% RDX/gelatine mixture. However, increas-

ing the content of RDX leads to an increase in the particle size

and the maximum RDX loading tested was 91% resulting in a

mean particle diameter of 50 nm. The sensitivity of this com-

posite towards impact and friction was reduced by two times,

therefore questioning the reactivity. Nevertheless, further efforts

were made to replace the bacterial cellulose with an energetic

matrix.

Crystallization in solution allows the formation of large crys-

tals by growth, thus allowing more parametric studies regarding

the influence of solvents. For instance, one work [21] has

studied the importance of temperature and supersaturation for

the crystallization for HMX in γ-butyrolactone, revealing that

low temperature and highly supersaturated solutions tend to

increase the defects in HMX crystals.

Solvent substitution using reverse micelles
Dabin et al. [22] have developed an ingenious method to

prepare nanometer-scale RDX using a simple technique. The

crystallization is triggered by a solvent substitution, and the

nanometer scale material is obtained by restricting the reactor

volume using reverse micelles. NaAOT (sodium 1,4-bis(2-

ethylhexoxy)-1,4-dioxobutane-2-sulfonate) with isooctane was

used to form reverse micelles. Then RDX in dimethylform-

amide (DMF) is added to one solution containing these

micelles, and water to another solution of micelles. Both are

finally mixed together to form the n-RDX with a diameter of 70

to 100 nm. However, the nanoparticles produced from this

elegant solution exhibit an undesired rod-like morphology.

Sol–gel
Energetic materials processed by the sol–gel method are desen-

sitized by being embedded in a matrix, usually a silica one. De-

veloped by Gash et al. [23] and Tillotson et al. [24,25], the

silica explosive gels are prepared by dissolving the energetic

compound, the silica precursor and a catalyst in a co-solvent.

After the gelification, an antisolvent of the explosive is injected

to replace the solvent in the pores and precipitate the explo-

sives in the silica matrix. By drying with heating or at low pres-

sure, a xerogel with higher density is obtained. If supercritical

CO2 is used to extract the solvent, an aerogel with low density

is formed. Therefore, the nanostructured nature of the explo-

sive comes from the porous matrix: cavities of mesoporous gels

are 2 to 50 nm large and less than 2 nm for microporous

gels. Macroporous materials have pore diameters greater than

50 nm [26].

An RDX/resorcinol formaldehyde (RF) nanocomposite has

been synthesized [27] where 38 nm RDX crystallized in an RF

aerogel matrix with a surface area of 551.5 m2/g (measurement

taken without RDX). Wuillaume et al. [28] trapped ammonium

perchlorate (AP) and RDX in a mesoporous low-density ener-

getic organogel. During the impact test, a negligible decrease of

sensitivity was measured: 75 wt % RDX nanogels and macro-

gels had the same sensitivity and the 90 wt % nanogels are even

more sensitive than their macroscopic counterparts. When com-

pared to pure RDX, the 90 wt % nanogels are not desensitized.

However, small scale gap tests (SSGTs) preformed on pressed

gels (95% TMD) revealed an improvement of the sensitivity for

the 90 wt % RDX nanoformulation. The nanogel exhibits an

uncommon microstructure of sheets, with micrometer-sized par-

ticles potentially formed by primary nanoparticles. The lack of

desensitization in the loose powder may be explained by the

sensitization by the sheet-like shape counteracted by the pres-

ence of the gel coating each nanoparticle.

Li et al. [29] used a better energetic matrix, GAP, with a maxi-

mum of 40 wt % RDX. They noticed a lower sensitivity than

the physical mix. However, the claimed nanometer diameter is

only deduced from the porosity without RDX and from X-ray

diffraction (XRD) patterns which only give the mean coher-

ence length. They also created NC-RDX-AP nanocomposites

using a technique similar to sol–gel [30]. The matrix is the NC

itself solidified by micrometer-sized AP crystals and cross-

linked with toluene diisocyanate (TDI) and dibutyltin dilaurate

(DBTDL), whereas RDX is dissolved in acetone inside that
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template. The gel and the crystallization of RDX is triggered by

supercritical CO2 drying. Even if the sensitivity and the density

were not improved, the increase of the heat of explosion

measured and the originality of the approach make the forma-

tion of a nanocomposite based entirely on energetic materials

through chemical binding promising.

Melting
Many high energetic materials degrade very close to their

melting point. Therefore, only a few such as 2,4,6-trinitro-

toluene (TNT) or TNB can be used in the molten state since the

melting temperature is at least 100 °C away from the exother-

mic decomposition. The melt–cast process of TNT-based com-

positions has been used for shaping charges or loading them

into ammunitions since World War I. Crystallization from an

emulsified molten explosive is an innovative technique used by

Anniyappan et al. [31]. 2,4,6-triazido-1,3,5-triazine (or cyanuric

triazide, CTA) has been processed at 95 °C to crystallize as

micrometer-sized agglomerates. CTA is a promising primary

explosive compliant with the new REACH legislation [32]

forbidding the use of heavy-metal-based materials. Further in-

vestigation with surfactants might lead to smaller particles by

counteracting the high viscosity of molten droplets.

Milling
Redner et al. [33] developed a batch wet-milling process, pro-

ducing sub-micrometer RDX. A mixture of water, isobutanol, a

dispersant and RDX was filled into an unspecified mill, result-

ing in a minimum mean particle size of 310 nm and a crystal-

lite size of about 65 nm. Several milling issues were mentioned

such as the yield of about 25% and the importance of the resi-

dence time and the drying step.

Liu et al. [34,35] studied the effect of drying n-RDX and HMX

samples under various conditions. They first obtained n-RDX in

solution from a mixture of water, ethanol, isopropanol and

RDX. The suspension was put in a bidirectional rotation mill

for 6 h. Just as Rednere experienced, the drying process is a

critical step to obtain a nanogranular powder. They dried the

RDX under different conditions: freeze drying and supercritical

drying led to quite impressive results, with median diameters of

160 nm and 200 nm, respectively from a solution containing an

average particle size of 64 nm. After RDX and HMX, CL-20

was successfully processed the same way resulting in a median

diameter of 180 nm, as determined by SEM [8]. For the three

compounds, the nanopowders were found to be less sensitize

than their micrometer-sized counterparts.

Spray drying is a less energy intensive RDX drying method

studied by Patel et al. [36]. RDX and CL-20 were bead milled

from water with the addition of isobutanol and poly(vinyl

alcohol) (PVOH) to stabilize the colloid by dispersion and

coating. Then, an unknown polymeric binder was added just

before drying the slurry by spray drying. Mean particle diame-

ters down to 400 and 200 nm have been measured by DLS for

RDX- and CL-20-based composites, respectively, after milling.

However, no particle size distribution (PSD) curve was provi-

ded nor was the dispersion of the results indicated. It has been

noticed that for 200 nm particles of CL-20 the α phase is ob-

tained. From the same research group, nanoscale CL-20:HMX

has been prepared by bead milling an aqueous suspension of

ε-CL-20 and β-HMX in a 2:1 stoichiometric ratio [37]. The

progressive conversion of raw materials into the co-crystal is

achieved after one hour, resulting in a particle diameter of less

than 200 nm. However, not much attention was paid to the

drying effect of large-scale batches. SEM and XRD measure-

ments were performed on a drop-dried material at room temper-

ature, and it is likely that the drying of several grams of such

molecular crystal will behave differently. Furthermore, the

accuracy of the XRD technique does not allow one to conclude

that a complete conversion into the co-crystal has occurred, but

rather indicates that the percentage of ε-CL-20 and β-HMX is

lower by approximately 10%. The full quantification by

Rietveld or full pattern matching methods would have been use-

ful to follow the conversion with time.

Dry production methods
Physical vapor deposition (PVD)
In 2002, Frolov and Pivkina first reported on a vacuum

condensation process for high energetic materials [38-40]. The

vacuum deposition of ammonium nitrate (AN), RDX and a

composite AN–RDX was performed on a cooled quartz sub-

strate. The mean particle diameter was directly measured from

atomic force microscopy (AFM): a diameter of 50 nm was ob-

tained for the three materials, even after processing the

nanopowder (removal from the quartz substrate and pressing

into tablets).

Mil’chenko et al. [41] delved further in the physical vapor

deposition (PVD) process with the deposition of 2,4,6-triamino-

1,3,5-trinitrobenzene (TATB), HMX, RDX, PETN and BTF as

thin layers on several substrates such as plexiglas and copper

while changing operative parameters. The critical thickness of

the detonating layer is an order of magnitude lower; the sensi-

tivity toward impact and friction is barely mentioned as being

similar to the raw materials but the sensitivity to laser excita-

tion has been substantially increased.

Therefore, the PVD technique is highly suitable for pyrotechnic

integrated circuits or micro-electromechanical systems [42,43],

whereas mass production of loose powder is not economically

viable.
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Electrospray
Radacsi et al. [44] crystallized sub-micrometer RDX using an

electrospray technique. A solution of RDX/acetone is sprayed

through a nozzle that is electrically charged to a grounded plate.

This charges the droplet surface, increasing the surface energy

and thus triggering the fission into smaller droplets. This

Coulomb fission phenomenon and the evaporation of the sol-

vent leads to crystallization and the deposition of nonagglomer-

ated particles. By adjusting the nozzle parameters and the

potential difference various morphologies of RDX particles

resulted. For instance, micrometer-sized hollow spheres of

agglomerated RDX were produced. The minimum mean size

was 400 nm. This sub-micrometer RDX sample exhibited a

clear insensitivity towards friction, but with the same impact

sensitivity as conventional micrometer-sized RDX (Table 4).

Table 4: Comparison of the sensitivity levels of conventional and
400 nm diameter RDX.

RDX
Impact Friction

[J] [N]

conventional 7.5 120
sub-micrometer 10 >360

Reus et al. [45] then processed bicomponent systems: proteins

and RDX/TNT. It is mentioned that the XRD patterns of the

final products differ from that of the raw material, which seems

to indicate either a strong degradation or cocrystallization. In-

frared spectroscopy definitely demonstrated a critical partial de-

composition of both RDX and TNT due to the electrospray

technique and the same phenomenon has likely happened for

Radacsi et al., too. Whatever was really obtained, Reus crystal-

lized very small particles, estimated by us to be less than or

approximately 100 nm for any initial ratio of TNT/RDX. AFM

measurements could have provided much more information

about the size and shape of such nanoparticles, especially since

they are well dispersed on a substrate. The sensitivity tests have

been performed on those degraded materials, which were found

to be as insensitive as TNT.

The electrospray technique can be used to create a fine spray of

micrometer-sized charged droplets repelling each other, which

is ideal for crystallization. The high voltage needed is a major

handicap for processing sensitive powders such as energetic

materials containing nitro groups.

Plasma
During his Ph.D. project [46], Radacsi used an innovative and

advanced technique to crystallize sub-micrometer RDX: a

collison nebulizer that aerosolizes an RDX/acetone solution to a

surface dielectric barrier discharge (SDBD) plate where a cold

plasma disrupts the droplet by the Coulomb fission. Like the

electrospray technique, each droplet should crystallize into a

unique single crystal. The minimum mean diameter obtained

was 500 nm, with a diameter distribution from 200 to 900 nm,

and the particles had a prismatic or spherical shape. Again, like

the sub-micrometer powder obtained from the electrospray

technique, the 500 nm RDX was desensitized to friction but not

to impact (Table 5).

Table 5: Comparison of the sensitivity levels of conventional and
500 nm diameter RDX [46].

RDX
Impact Friction

[J] [N]

conventional 5 144
sub-micrometer 5 >360

Supercritical/gas antisolvent precipitation
Supercritical antisolvent (SAS) precipitation uses the same prin-

ciple as liquid crystallization, substituting the liquid antisolvent

by a supercritical fluid. The very high diffusivity of supercrit-

ical fluids leads to a rapid supersaturation and thus to a sudden

precipitation. Various approaches are used in SAS. One is the

supercritical antisolvent (GAS) precipitation, where the liquid

solution is first loaded into the vessel before the addition of the

supercritical antisolvent. For RDX, CO2 is an appropriate super-

critical antisolvent. Gallagher et al. [47] first investigated the

use of the GAS process for RDX in 1992. Supercritical CO2

injected into an RDX/cyclohexanone solution at various injec-

tion times, injection quantities and temperatures. In this first use

of GAS for RDX, various particle sizes and morphologies were

obtained, but none under the micrometer scale. Since then,

several process derived from the GAS process (which could

be referred as SAS subprocesses) have been used to form parti-

cles on the sub-micrometer and nanoscale for energetic materi-

als. However, since 1992, no GAS/SAS process has been

reported to produce energetic materials with a diameter less

than a micrometer [48-51], except for 5-nitro-1,2,4-triazol-3-

one (NTO) by Lim et al. [52,53].

Aerosol solvent extraction system (ASES) process
The aerosol solvent extraction system (ASES) process involves

precipitation through spraying the solution through an atomiza-

tion nozzle into supercritical CO2. Lee et al. [51] used GAS and

ASES systems to crystallize β-HMX. However, undesirables

shapes (needle-like, irregular and aggregated) were produced by

ASES at all operating conditions, whereas GAS led to regular

shapes with the desired β-phase. Dou et al. [54] sprayed RDX

dissolved in DMF to obtain micrometer-sized particles of high

polydispersity. However, sub-micrometer-sized polymers and

biopolymers produced by ASES have been reported since the
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1990s by Reverchon [55] and Dixon et al. [56]. Nevertheless,

that technique can still be used on NC-based composites due to

its polymer-like behavior.

Solution-enhanced dispersion by supercritical fluid
(SEDS)
The solution-enhanced dispersion by supercritical fluid (SEDS)

process was developed and patented by the Bradfort University

to achieve a smaller droplet size compared to the previously de-

scribed SAS methods. In the SEDS process, a solution with the

solvated compound is sprayed into a supercritical antisolvent

gas (CO2 for RDX) through a nozzle with two coaxial passages.

This technique can be seen as a specific implementation of the

ASES process, where CO2 is introduced through the nozzle si-

multaneously with the solution. Shang and Zhang [57] pro-

duced spherical RDX particles with a mean particle diameter of

770 nm using SEDS, which finally resulted in the reduction of

the particle size under to less than a micrometer.

Particles from gas-saturated solutions (PGSS)
Two patents ([58,59]) first described a procedure that today is

called particles from gas-saturated solutions (PGSS). The PGSS

technique consists of dissolving a compressed gas into a solu-

tion of the substrate in a solvent, then passing it through a

nozzle. The sudden decompression leads to crystallization and

thus to the formation of solid particles. Although this method is

widely used on a large scale with a wide range of products

(from inorganic powder to pharmaceutical compounds [60]),

nothing has been reported [49] concerning energetic materials

processed by PGSS.

Rapid expansion of supercritical solutions (RESS)
The rapid expansion of supercritical solutions (RESS) concept

was first described by Hannay and Hogart more than a century

ago [61] but studied by Krukonis [62] and the Battelle Institute

research team [63,64] in more detail. The RESS process

consists of spraying a supercritical (sc) fluid containing the sub-

strate through a nozzle in a low pressure chamber (0–60 bar).

The sudden pressure decrease leads to rapid nucleation where

small particles (from micrometer- to nanometer-sized) are

finally collected. The use of a supercritical fluid like CO2

allows the direct production of a dry, pure powder. Teipel et al.

[48,65] first reported the use of RESS for energetic materials:

10 μm diameter TNT particles were crystallized in those prelim-

inary experiments. In this work, parameters which strongly in-

fluence the crystallization in a RESS apparatus were discussed:

pressure, temperature, geometry of the nozzle and mass flow.

Stepanov, a member of the research group of Krasnoperov,

succeeded in the fine tuning of the RESS process to prepare

dried n-RDX [66-69]. The formed n-RDX particles had a mean

particle diameter ranging from 110 to 220 nm and an irregular

spherical morphology. He performed a scale-up of the RESS

process in order to increase the production capacity of RDX to

6 g/h but with a CO2 consumption of 35 kg/h. Through RESS, a

slight sensitization to impact and shock stimuli of the 200 nm

RDX occurred compared to 500 nm RDX [6].

CL-20 has also been processed by RESS from trifluoromethane

(CHF3) [53]. Supercritical CHF3 has similar thermodynamic

properties and is a better solvent of CL-20 than scCO2. Only

micrometer-sized particles could be produced and no article

reporting the results could be found. Changing the solvent is an

area of research followed by Lee et al. [70] using compressed

liquid dimethyl ether (DME) for RDX. The parametric study

points out the role of inlet pressure and temperature and the

nozzle diameter. The increase of any of those three parameters

increases the particle size. Therefore, the two minimal mean

particle sizes of 370 and 360 nm were obtained for the lowest

mass flow rate of 0.37 and 0.85 g/s of DME.

Rapid expansion of supercritical solutions into an
aqueous solution (RESS-AS) (or RESOLV)
After the success of the RESS process, Essel et al. developed a

new method based on that technique called RESS-AS, which as

first reported in 2010 [71]. RESS-AS uses the versatility of the

RESS process, while spraying into an aqueous solution contain-

ing a dispersant and/or growth inhibitor [72]. They reported

[73] the synthesis of 30 nm RDX in a pH 7-stabilized solution.

For such sizes and even at that pH, agglomeration and Ostwald

ripening occur. Therefore, to avoid the degradation of the nano-

particles, a polymer coating (PEI or poly(vinylpyrrolidone)

(PVP)) is necessary. It should be mentioned that no subsequent

sensitivity tests have been reported, provoking the question

about whether a nanopowder could have be obtained from those

colloidal suspensions.

Laser ablation
For the first time, Gottfried et al. [74] successfully produced

RDX nanoparticles using laser ablation. A near-infrared,

nanosecond pulsed laser was focused on military-grade RDX

pellets. The scanning mobility particle sizer (SMPS) and SEM

analyses showed a particle size distribution around 64 nm for a

200 mJ pulse and a 75 mJ pulse. No further analysis has

been reported, such as trace decomposition, crystalline quality,

apparent density, sensitivity, etc.

Ultrasonic spray pyrolysis
Since the nineties, spray crystallization and synthesis has been

performed using several atomizers, and among them piezoelec-

tric transducers [75,76]. As a spray technique, the goal is to

produce one particle per droplet, but here the crystallization is

controlled by the drying step, an oven just after the atomization.
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Spitzer et al. [77,78] and Kim et al. [79] both developed an

apparatus to produce dried sub-micrometer RDX from an ultra-

sonic transducer. After the droplet generation, the solvent is

evaporated by thermal gradient applied on the flux pulled by a

pump. Highly agglomerated particles 200–500 nm were pro-

duced. Gao et al. [19,80] used the same experimental setup –

while the previous works of Spitzer et al. and Kim et al. are

never cited – with the exception of the furnace having here a

gradient of temperature in order to produce 78 nm FOX7 parti-

cles and sub-micrometer-sized CL-20:HMX cocrystals. The

claimed large-scale synthesis has not been fairly investigated.

For instance increasing the number of piezoelectric transducers

and scaling up the furnace would require excessive amounts of

electrical power, thus making the cost-effectiveness of this

method doubtful.

Spray drying
The development of spray drying [81,82] has been expanding

over the years and has recently become a suitable commercial

solution at both R&D and industry scales to produce dried

particles from micrometers to nanometers. The pyrotechnic

community quickly discerned the advantages of this simple

technique to process energetic compounds as pure and compos-

ite materials.

The process sprays a solution containing a dissolved compound

or particles in suspension into a hot gaseous stream (air or

nitrogen) thus crystallizing into particles and/or drying the gran-

ules. van der Heijden et al. [83] showed that spray drying is able

to crystallize finer RDX particles (”from 400 nm and larger”)

than their technique of precipitation into antisolvent (1 to

10 μm). Qiu et al. studied the crystallization of energetic com-

pounds using spray drying with ultrasonic [84] or pneumatic

[85] nozzles or with both type of nozzles [86]. All their experi-

ments were done with the addition of poly(vinyl acetate)

(PVAc) and resulted in micrometer-sized or sub-micrometer

hollow spheres made of primary nanoparticles; the smallest of

which were estimated at 20 nm for RDX/PVAc made from a

pneumatic nozzle with a mean droplet size of around 7 μm. The

versatility of the process allows the production of energetic

composites (coating of TATB on micrometer-sized HMX, RDX

or CL-20 by Ma et al. [87]), energetic/elastomer composites

(micrometer-sized CL-20/EPDM by Ji et al. [88], micrometer-

sized spheres of agglomerated HMX/Viton by Shi et al. [89]),

and even co-crystals (micrometer-sized spheres of agglomer-

ated HMX/TNT by Li et al. [90]).

Spray flash evaporation (SFE)
Risse and Spitzer developed an innovative process after experi-

encing the limitations of the ultrasonic spray pyrolysis method:

beyond the inherent risk of using a high voltage electrostatic

precipitator for energetic powders, the rate of evaporation of

droplets was too low to avoid agglomeration and to crystallize

sub-micrometer particles. Risse et al. [3,91] used the flash-

evaporation behavior of droplets to dramatically reduce the life-

time and the size of droplets. The compound is dissolved in a

volatile solvent and that solution is heated just before being

sprayed into vacuum, where the crystallization is triggered

by the sudden temperature depression and the solvent evapora-

tion. Due to the recent advances in that technique and its versa-

tility, the spray flash evaporation (SFE) process deserves the

following review of the corresponding literature.

Theoretical insights on the SFE technology
Flash evaporation is the physical phenomenon occurring when

the boiling point of a liquid is lower than its actual temperature

due to a sudden drop of pressure and/or a quick increase of tem-

perature. The excess heat is instantly converted into latent heat

of vaporization, cooling both liquid and vapor down to the satu-

ration temperature. Multistage flash (MSF) evaporators of static

water have been used since the middle of the 20th century [92-

94] with yield of around 100 m3 per day, receiving interest

mainly from the U.S. West Coast [95] and Japan (national

research program ”seawater desalting and by product recovery”

launched in 1969, [96]). Current applications are extended from

solution concentration such as in wine industry [97] to heat

dissipation of electronic chips and laser devices [98].

Brown and York [99] found a critical temperature above which

the liquid jet burst by rapid bubbling. They injected water up to

13 bar through simple single-hole nozzles with a minimal diam-

eter of 500 μm into ambient pressure. The linear mean droplet

size was found to follow a linear variation of temperature. Then,

in 1981, Miyatake et al. were pioneers in the field of flash evap-

oration and published the first known articles about spray flash

evaporation with superheating [100,101], after studying flash

evaporation from water pool [102]. Many technical limitations

restricted their studies for current issues: only straight-lined

liquid jets were studied with basic optical techniques where the

smallest drops and bubbles could not be indexed. However,

Miyatake et al. [103] interestingly used electrolysis to generate

more bubbles into a flashing water jet. Nowadays, not many

laboratories still investigate flashing liquid jets. Guenther and

Wirth [104] characterized flashing liquid jets with modern tech-

niques and noticed the formation of bubbles inside a glass

nozzle for high superheating. They also demonstrated that a

simple acoustic measurement can be used to monitor the atom-

ization of superheated liquids. The current application of

flashing liquid jet is the improvement of MSF desalination pro-

cesses of sea water [105,106], where a much higher evapora-

tion rate is obtained in contrast to static flash evaporation where

the rate is surface dependent.
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Figure 3: SFE installation as patented and used in this present work

We mentioned applicative publications for now, but specific

studies on the flashing phenomenon of droplets are rare. Owen

and Jalil [107] investigated that specific form of evaporation on

isolated drops. A superheating of 0 to 5 °C triggers only sur-

face evaporation, then boiling occurs at higher superheating.

Flashing is triggered for superheating from 18 to 24 °C for a

drop of 1–3 mm and larger drops flash more readily as illus-

trated in Figure 2. Since flash evaporation is closely related to

cooling, many theoretical approaches start with a simplified

model without superheating: Shin et al. [108] and Satoh et al.

[109] thoroughly described the evaporation behavior of a water

droplet in an abruptly evacuated atmosphere leading to its solid-

ification. Sobac et al. [110] developed a comprehensive model

of the evaporation of a liquid spherical drop that is not applic-

able to extremely small droplets as in flashing spray.

Figure 2: Empirical diagram of the evaporation of a water drop,
adapted from [107]

Interesting studies close to the current SFE process came from

Gebauer et al. [111-114]. In their system, a pressurized, super-

heated liquid is atomized through an hollow cone nozzle into a

low pressure chamber and micrometer-sized particles are recov-

ered. However, only a partial evaporation occurs and leads to

further crystal growth during the flight time and is deposited in

the sump collected in the bottom of the crystallizer.

Comprehensive description of SFE
Figure 3 describes a standard SFE apparatus, where two zones

can be distinguished: a high pressure one is in red and the low

pressure one in blue. One storage tank (4) is used for technical

operation such as preheating, postcooling and cleaning and is

filled with technical grade solvent. The compounds of interest

are dissolved in solvent in an other tank (1). Both tanks are

pressurized with a dry carrier gas up the pre-expansion pressure.

the fluid is brought inside the atomization chamber at this pres-

sure using standard industrial hydraulic tubes; there, the liquid

is superheated within a jacket around a metallic heat conductor.

A regulation is made within a thermocouple (type K, diameter

1.5 mm) plugged to a proportional/integral/derivative (PID)

controller and inserted in the the tubing. Details can be seen in

Figure 4: the tip of the thermocouple measures the temperature

after the heating jacket and just before the nozzle mounted on a

full flow quick coupling. The superheated fluid is then sprayed

through a hollow cone nozzle (3) into a chamber at a vacuum

below 10 mbar.

Figure 5 illustrates the recovery system of the solid particles

from the gaseous flow coming from the evaporation. The

cyclonic separators are made from the description of Chen and

Tsai [115] who calculated a cut-off diameter of 21.7–49.8 nm.

A glass flat flange reaction vessel allows one to gather the

powder easily. One cyclone separates the aerosol, while the

other unit can be isolated from the vacuum to recover the prod-

uct. In this way the process operates continuously, spraying and

separating the aerosol at any flow rate. At the end, the flow of

gaseous solvent passes through a 35 m3/h vacuum pump; a
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Figure 4: Schematic cross-sections of the nozzle and its heating system; from left to right, rear view, longitudinal cross-section and front view.

Figure 5: System for the product recovery: the cyclonic separator for
vacuum (orange) and the interchangeable vessel (grey).

condenser after the pump can recover the solvent for industrial

installations. The standard operating conditions are: 40 bar of

inlet pressure, 160 °C at the hollow cone nozzle, and an orifice

diameter of 60 μm.

Versatility of SFE
The following parameters of SFE can be adapted, according to

the solute and the desired particle size range:

• Type of solvent: The most suitable solvents for SFE are

those having a low boiling point in the range of

30–70 °C. A high molar heat capacity helps to stabilize

the fluid in its superheated state.

• Superheating temperature: Higher superheating tempera-

ture increases the evaporation rate, as mentioned earlier.

The superheating temperature depends on the mass flow,

the heat exchanger (surface, geometry and residence

time) and the fluid properties.

• Pre-expansion pressure: The pre-expansion pressure has

to be above the vapor pressure of the superheated sol-

vent. That pressure should also be compatible with

nozzle diameter and type, with for instance an operating

range from 30 to 150 bar for sub-millimeter nozzles. The

droplet size is also known to decrease at higher pres-

sures. However a higher pressure involves a higher flow

rate, and a degradation of the superheating.

• Saturation pressure and temperature: The vacuum pump

specifications mainly dictate the saturation pressure and

temperature of the spray cone in the atomization

chamber. The volume and geometry of the chamber and

the ones of the whole vacuum piping system have only a

minor influence when reaching high pumping flow rate.

• Nozzle diameter: For most nozzles types like hollow

cone nozzles, full cone nozzles, or flat jet nozzles, a

reduced orifice diameter decreases the droplet size; it

also increases the preexpansion pressure needed to guar-

antee a fine spraying.

Besides the innovative applications of energetic nanomaterials,

such as the synthesis of ultrafine nanodiamonds [116,117] and

reactivity enhancement [10], the versatility of SFE allows the

crystallization at a sub-micrometer or nanometer scales of a

wide range of organic compounds. In particular, cocrystals of

medical materials are of interest for drug enhancement and were

successfully processed through SFE at the nanoscale [118]. In-

organic nanoparticles were also produced on the nanoscale

through SFE by Klaumuenzer et al. [119]. ZnO was crystal-

lized from the precursor zinc acetate dihydrate dissolved in

ethanol with addition of water. From early experiments, prima-

ry nanoparticles of 20 nm were found to be agglomerated in

sub-size structures, whereas the slightly larger nanoparticles

were found much less agglomerated using the classical wet

method. However, the SFE clearly demonstrated the feasibility

of faster and quite efficient crystallization of inorganic particles

from precursors. Le Brize and Spitzer [120] processed ener-

getic composite materials by SFE: a sub-micrometer structure

was evidenced from SEM pictures and an higher degree of

chemical interaction was also found from IR and Raman spec-

tra. The high versatility of the SFE permits the processing of
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Table 6: Comparison and summary of the major techniques for the nanocrystallization of energetic materials with an industrial point of view.

Process Working pressure(s) Heating (°C) Continuous Scale-up Limiting step(s) Smallest sizea

Sol–gel atmospheric no no −+ matrix, drying 100–150b

Antisolvent atmospheric 70 could be − injection, drying 38
Milling atmospheric cooling no + drying 160c

PVD 10−4 Pad 100–200 no −− vacuum 50
Electrospray atmospheric no could be − mass flow, electric field 400
ASES 12 MPa yes and cooling no −− scCO2

e micrometers
SEDS 35 MPad yes no −− scCO2 micrometers
RESS 35 MPa → 0.1–5 MPa yes and cooling could be −+ scCO2 200
RESS-AS 35 MPa → atmospheric 25 could be −+ scCO2, drying 30f

Laser atmospheric no no − mass flow 64
Ultrasonic atmospheric 50–150 could be −+ transducer 200–500
Spray drying atmospheric 50–100 could be ++ evaporation ratio 400
SFE 5 MPa → 5 mbar 150 yes ++ vacuum 300

aSmallest pure RDX mean diameter reported in nm; bXRD measurement; cFreeze-dried from a 64 nm RDX slurry; dNot available in the references, so
the value is based on usual operating conditions; esupercritical carbon dioxide; fFrom DLS, no report about dried state.

liquid (poly(ethylene glycol) (PEG) 400) and solid (PVP 40k)

polymers to tune the RDX particle size distribution from the

nanometer to the micrometer scale with controlled shapes [121].

The smallest particle diameter obtained was at 160 nm with a

spherical morphology. Adding 0.05 wt % of PVP decreased the

size of RDX by 34%, from around 500 nm to 320 nm, but also

significantly improved the spheric shape. Additionally, all the

synthesized RDX samples were less sensitive, especially toward

electrostatic discharge.

Conclusion
As displayed in Table 6, the smallest diameter of RDX is either

obtained from wet techniques or from small-scale approaches

which cannot be transferred to industry (PVD and laser abla-

tion). Even if PVD has been successfully used in the semicon-

ductor sector for our everyday electronic devices for decades,

PVD applied on energetic materials will never be able to reach

a production of several hundred of grams per hour. However,

PVD is suitable for the current trend to create ”pyrotechnic inte-

grated circuits”. Femtosecond laser ablation is used for nano-

particle synthesis of metal in solution at the laboratory scale.

The colloids produced are found to be extremely stable. Used in

dried conditions, a deposit of nanoparticles on a substrate could

be obtained from a gas flow, or a dried powder could be

collected within a cyclonic separator. This laser-based

technique has been used to cut high energetic material quite

safely [122] but nanoparticle production would be severely

limited to high-added-value industrial applications due to low

production rate and high operation cost. Besides those two

aspects, neither methods would process advanced composites,

with a binder for instance, or would be able to do concomitant

or co-crystallization.

The production of nanoparticles through wet techniques has

become a common industrial chemical process. The European

project, Sustainable Hydrothermal Manufacturing of Nanomete-

rials (SHYMAN), aims to increase the production rate of a

continuous hydrothermal process from 1–10 tons/year to

100 tons/year for inorganic nanomaterials [123]. Tsuzuki et al.

[124] statistically studied which methods for inorganic nano-

synthesis are mostly employed in industry: vapor (39% mainly

chemical vapor deposition (CVD)) and liquid (45%) phase syn-

thesis are the two main types of techniques. Since patents or

brand marketing can restrain the choice of a technology, this

distribution should not be interpreted as a way to estimate the

robustness or versatility of the methods. Considering such wide

adoption of wet techniques [125] and the knowledge from

chemical engineering (homogenization in large reactor, process-

ing of liquid flow, versatility, safety etc.), wet crystallization

methods are a logical choice to process organic materials. How-

ever, unlike inorganic and metal nanoparticles, organic matter is

very sensitive to drying as we previously saw for milling. Yet

this delicate step is required since the reactivity of high ener-

getic materials is fully exploited in the dried state. Freeze

drying and supercritical drying seem to kinetically and partially

prevent crystal growth from occurring. Only a complete growth

inhibition will lead to the production of smaller nanoparticles

under 100 nm from milling or antisolvent/cooling crystalliza-

tion. From an industrial point of view, freeze or supercritical

drying are batch-only processes. All current industrial drying

process are not designed to tackle the fast growth of soft matter.

Innovative techniques such as spin freezing [126] or spray

drying enhance the processability, and potentially the perfor-

mance, but the rigorous testing of their reliability is yet an open

issue.
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The ball milling techniques raise concerns about the purity of

the product. It is well know that after such an extensive friction

process, industrially milled ceramics cannot be used for high

purity chemical processes [127]. Industry moved to other tech-

niques such as vapor phase-based techniques to overcome that

limitation in addition to others like the lake of control, local

heating etc. Even with soft matter, similar issues can be ex-

pected; even small quantities of metallic impurities could cata-

lyze the degradation of the explosive and/or sensitize it.

After 25 years of research and 10 years of process engineering,

the supercritical fluid (SCF) technology has not convinced the

industry and only marginal use for the specific commercial drug

products have been reported [125]. First, the choice of the gas at

industrial scales is returning to CO2 due to safety and afford-

ability criteria. For instance, gases such as nitrous oxide or

ethane have low critical values, but explosive mixtures can be

generated. Trifluoromethane is inert, nonflammable and is

usually a better solvent, but is significantly more expensive than

CO2 and a potent greenhouse gas. Second, the main limitation,

the solubility into scCO2, can be overcome by the addition of an

organic cosolvent. Such a modification alters the environmen-

tally safe nature of scCO2-based SCF and complicates the

process by the need to remove any residual organic solvents.

The aggregation phenomenon is commonly observed in SCF

processes; further investigations on the role of different particle

collection environments are needed, but RESS-AS processes

greatly avoid the particle aggregation. The use of a liquid anti-

solvent with polymeric stabilizers has been found to be very

effective. However, it compromises the recovery of a dry, pure

powder, going back to square one with the drying issues previ-

ously discussed.

Spray techniques are commonly used in the industry, such as

microencapsulation massively used for food [128,129], spray

drying in pulmonary drug delivery for production of uniform

and breathable size particles [130] or even thermal spray depo-

sition of metallic material [131]. Spraying is a method which

allows easy implementation of an installation and easy direct

control over the injection. However, because of the low techno-

logical cost of atomizing nozzles and the low control over

the spray itself, details and know-how are much more impor-

tant than for other processes. Direct spray drying as a crystalli-

zation technique for RDX does not produce sub-micrometer-

sized particles without the help of an additive and the SCF

techniques are not suitable for industry. The need for an inter-

mediate method in terms of pressure and temperature leads to

the creation of the SFE technique, especially tailored for crys-

tallization. SFE operates from 40–100 bar with an RDX solu-

bility in acetone around 5 wt %, whereas scCO2 is formed from

74–500 bar for a solubility from null to 0.025 wt %.

The SFE technology has proven its high level of versatility and

reliability, and is now entering advanced stages of development.

Scale-up studies are performed and advanced in situ characteri-

zation is under investigation. Preliminary results using phase

Doppler interferometry (PDA) reveals that SFE produces

micrometer sized droplets with high velocities, typical features

of interest for metastable crystalline structures.

For a deeper understanding of the crystallization of energetic

materials at the nanoscale, a better comprehension of the result-

ing powder is needed. Beyond the issue of the reliability of the

sensitivity values of energetic materials at the nanoscale [132]

and tested at the laboratory scale [133], the pyrotechnic commu-

nity should actively discuss the repeatability, the agglomeration

of particles and the particle size distribution with accurate peak

fittings.
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Abstract
Graphene is an ideal candidate for next generation applications as a transparent electrode for electronics on plastic due to its flexi-

bility and the conservation of electrical properties upon deformation. More importantly, its field-effect tunable carrier density, high

mobility and saturation velocity make it an appealing choice as a channel material for field-effect transistors (FETs) for several

potential applications. As an example, properly designed and scaled graphene FETs (Gr-FETs) can be used for flexible high fre-

quency (RF) electronics or for high sensitivity chemical sensors. Miniaturized and flexible Gr-FET sensors would be highly advan-

tageous for current sensors technology for in vivo and in situ applications. In this paper, we report a wafer-scale processing strategy

to fabricate arrays of back-gated Gr-FETs on poly(ethylene naphthalate) (PEN) substrates. These devices present a large-area

graphene channel fully exposed to the external environment, in order to be suitable for sensing applications, and the channel

conductivity is efficiently modulated by a buried gate contact under a thin Al2O3 insulating film. In order to be compatible with the

use of the PEN substrate, optimized deposition conditions of the Al2O3 film by plasma-enhanced atomic layer deposition

(PE-ALD) at a low temperature (100 °C) have been developed without any relevant degradation of the final dielectric performance.

467

Introduction
One of the new challenges in the field of electronics is repre-

sented by flexible devices. The evolution of the processing tech-

nologies for soft substrates and the discovery of new materials

suitable for bending, stretching or conformably shaping [1],

such as in the case of many 2D materials [2], paved the way to a

huge number of stretchable, foldable or form factor reconfig-

urable demonstrators. Such devices can be considered for

various applications, from consumer devices [3] to biomedical

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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in vivo applications [4,5]. Among all the two-dimensional mate-

rials, graphene is one of the most appealing to be used as a flex-

ible, conductive membrane, given its Young’s modulus on the

order of TPa and large spring constant (1–5 N/m) [6]. Besides

its high charge mobility of up to thousands of cm2·V−1·s−1,

even at room temperature for both electron and holes, graphene

is characterized by exhibiting only a small variation in elec-

trical performance under mechanical deformation [7,8]. These

are essential characteristics for stable and reliable operation.

Thanks to these properties, graphene can be considered for high

frequency FETs both on conventional substrates [9] and on

flexible platforms [10]. In particular, remarkable cut-off fre-

quency values (≈25 GHz) and robust performance under

repeated bending (down to 0.7 mm bending radius) have been

reported in graphene FETs (Gr-FETs) even with gradually

scaled (≈0.5 µm) channel lengths fabricated on a flexible poly-

imide substrate and adopting a back-gate configuration and

Al2O3 as a gate dielectric.

In addition, due to the low density of states (DOS) around the

Dirac point, the carrier density of graphene is very sensitive to

the adsorption of charged/polar species at or near its surface – a

peculiarity particularly suitable for chemical/biological sensing.

As an example, gas sensors with single molecule sensitivity

have been initially demonstrated using high quality, exfoliated

graphene from graphite [11]. Considering the scalable graphene

production methods, epitaxial graphene grown on silicon

carbide has also been demonstrated as an excellent material for

sensing [12]. However, for many applications, flexible and

disposable sensors are needed. For these applications graphene

has to be easily transferred to the target substrate. In this sense,

the use of graphene grown by chemical vapor deposition (CVD)

on various metals (Ni [7], Cu [13]) and using various precur-

sors [14] represents the most suitable choice.

Among the various device architectures, Gr-FET-based sensors

can represent a great combination between a chemical-to-elec-

trical signal converter and an electrical signal amplifier [15]. In

particular, the first characteristic can be achieved by using a

properly extended channel area able to effectively interact with

the chemical target, while the second one can be obtained by

maximizing the gate capacitance. For this last reason, from a

purely research perspective, the best device configuration is the

ion sensing FET (IS-FET) [16] constituted of a graphene

channel covered by the target solution and a macroscopic refer-

ence electrode immersed in the solution itself as the gate con-

tact. Beside the fabrication simplicity, this configuration

exploits electric double layer capacitance at the gate/solution

interface and at the channel/solution interface, which can reach

tens of µF/cm2 (depending on the ions concentration). Howev-

er, for real applications, especially for a potential totally flex-

ible device, there is a need of a reference electrode that is an

external, rigid and macroscopic element, which represents a

relevant drawback. The solid IS-FET [17] (where a local back-

gate buried under a solid dielectric film replaces the reference

electrode) represents a valid alternative for real applications. In

this case the thickness and the dielectric constant of the insu-

lating film have crucial importance in order to maintain a

reasonably high gate capacitance of the final device. In particu-

lar, considering high κ-dielectrics such as HfO2 or Al2O3 with

film thickness in the order of 10 nm, the gate capacitance can

reach hundreds or even thousands of nF/cm2, which is still

reasonably high for sensing applications. It is clear that the high

quality and the scaled thickness of the dielectric film fabricated

below the temperature limit of the plastic support is the key

point for the final devices performance.

A low temperature (100 °C) deposition process to obtain a high

quality dielectric film is essential in order to be compatible with

common plastic substrates, such as poly(ethylene terephthalate)

(PET) or poly(ethylene naphthalate) (PEN), which is also the

case of our study.

Atomic layer deposition (ALD) represents an optimal method to

fabricate a good quality Al2O3 dielectric film with a tight

control on the deposited thickness and a high level of conformal

coverage. While the thickness control allows easy fabrication of

a tens of nanometer thick dielectric film (resulting in a benefi-

cially high dielectric capacitance), the conformal coverage is

essential to contain the potential local degradation of the dielec-

tric performance. Otherwise, this degradation can take over due

to the device topography and the high starting roughness of the

plastic substrate.

ALD is essentially a low temperature process. It is possible to

obtain a high quality Al2O3 film by depositing using a plasma-

enhanced ALD process and exploiting trimethylaluminium

(TMA) as the metalorganic chemical precursor and O2 as the

co-reagent at an optimal growth temperature of 250 °C. Never-

theless, such a temperature is still high in combination with a

plastic substrate such as PEN, for which the glass transition

temperature is ≈155 °C. Using ALD it is possible to grow at

lower temperatures as reported in the case of plastic coating and

gas diffusion barrier fabrication [18]. However, with reducing

the temperature, the deposition conditions must be optimized in

order to ensure the expected layer-by-layer ALD mechanism of

the insulating film, instead of a massive CVD growth mecha-

nism, which in turn can result in a degradation of the overall

structural and electrical quality of the insulator. This aspect is

particularly relevant for the fabrication of a FET where the

properties of the gate dielectric (e.g., permittivity, leakage
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Figure 1: a) Comparison between tapping mode atomic force microscopy (tAFM) morphologies of low temperature (left) and standard temperature
(right) dielectric materials deposited on a Si wafer; b) AFM local step height of the lift-off patterned low temperature dielectric; c) comparison between
tAFM morphologies of low temperature (left) and standard temperature (right) dielectric material deposited on an Al coated Si wafer; and d) current
density leakage through low temperature and standard temperature dielectric materials.

current, critical breakdown field) are crucial for the device oper-

ation.

Results and Discussion
Low temperature gate dielectric
In our experiments we developed a 100 °C PE-ALD process

using a PE ALD LL reactor by SENTECH Instruments GmbH,

starting with trimethylaluminium (TMA) as a metal-organic

chemical precursor and O2 as the oxygen source for the Al2O3

synthesis. In particular, we explored the resulting properties ob-

tained by modifying the deposition cycle and enlarging the

purging periods between the precursor exposure in order to

prevent the precursor mixing and a consequent CVD growth

mechanism.

The developed low temperature (LT) and prolonged cycle

process was analyzed on a silicon (100) reference wafer and

compared to a standard temperature (ST) PE-ALD growth

process. The morphology collected by tapping mode atomic

force microscopy (tAFM) for the LT growth (Figure 1a left) is

comparable to the morphology obtained by the ST growth

(Figure 1a right). The dielectric thickness and the consequent

growth per cycle was determined by spectroscopic ellipsometry

measurements performed on an array of several positions on a

wafer scale. A thickness of 28.9 ± 0.5 nm after 250 ALD cycles

(0.12 nm/cycle growth rate) was revealed by the ST process,

whereas after the same number of cycles, the LT process

revealed a thickness of 40.9 ± 0.5 nm (0.16 nm/cycle growth

rate).

The LT process thickness was also confirmed (43 ± 1 nm) by

the local step height measure reported in Figure 1b for a

patterned Al2O3. The dielectric patterning was obtained by

depositing the oxide on a silicon wafer masked by a negative

profile resist and then removing the resist by an ultrasonic hot

chemical bath. This approach, namely the lift-off method,

allows a structured layer to be defined without direct chemical/

physical etching of the patterned layer. This completely avoids

incomplete or over etching, resulting in a step profile which

corresponds to the patterned layer thickness. It should be noted

that this method is allowed only for the LT process if a stan-

dard resist for lift-off process is considered [19]. The 250 °C

used in the ST process would totally degrade the resist.

Both LT and ST processes were repeated on an aluminum-

coated silicon wafer, where a number of cycles was needed to

produce a ≈30 nm dielectric thickness. The Al-coated Si wafer

was prepared by depositing a 200 nm thick Al film by RF reac-

tive sputtering with a surface roughness (measured by AFM,

image not reported) of about 4.3 nm. The RMS roughness

values obtained for both the LT Al2O3 (Figure 1c, left) and

the ST Al2O3 (Figure 1c, right) were 4.20 nm and 4.49 nm, re-

spectively, that is, very similar to the starting Al surface rough-

ness.

The Al/Al2O3 stack was exploited for a mercury probe mea-

surement of the dielectric capacitance. In particular, a

metal–insulator–metal capacitor (MIM) is defined by the

Al/Al2O3 stack from one side and from the reversibly contacted
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Table 1: Comparison between the low temperature and standard temperature process properties extracted during the material characterization on the
standard Si substrates.

Low temperature (100 °C) Standard temperature (250 °C)

Growth per Cycle:
* Ellipsometry 0.16 nm/cycle 0.12 nm/cycle
* Local step height 0.168 nm/cycle –
Relative permittivity 7.91 7.95
Leakage (6 MV/cm) 6.6 × 10−7 A/cm2 1.1 × 10−7 A/cm2

Roughness (RMS):
* On Si wafer 0.297 nm 0.443 nm
* On sputtered Al 4.20 nm 4.49 nm

Figure 2: a) Tapping mode atomic force microscopy (tAFM) morphology of the PEN surface and b) a schematic representation of the PEN starting
substrate. c) tAFM morphology of the PEN-coated surface by a 100 nm protective Al2O3 layer and d) a schematic representation of the Al2O3 barrier/
PEN substrate.

mercury probe on the other side. A wafer-scale matrix of

sampled positions were collected on both the ST and the

LT dielectric layers. Dielectric constants of 7.94 ± 0.05

and 7.91 ± 0.05 where extracted for ST and LT dielectrics, re-

spectively, confirming a similar dielectric quality of the two

films and an extremely good homogeneity of the result on the

wafer scale (standard deviation below 1%). As reported in

Figure 1d the leakage current through the dielectric was also

extracted. In both cases, a negligible current on the order of

hundreds of nA/cm2 (see Table 1) was collected for electric

fields up to 6 MV/cm, which is a reasonable operating range. It

is possible to conclude that the LT film obtained by a proper

modification of the deposition parameters reveals a dielectric

quality close to that obtained by a ST film and is good enough

to be exploited as a dielectric material for FETs on plastic.

Fabrication and electrical characterization of
Gr-FETs on flexible substrates
We fabricated several arrays of independently back-gated

Gr-FETs by adopting a specifically optimized process flow. In

particular, we considered large area devices with channel

widths and lengths on the order of ≈100 µm, suitable for solu-

tion sensing applications. This channel size poses a challenge

considering that the larger the channel dimension, the higher the

effect can be on the device performance due to the material

defects (e.g., graphene cracks and grain boundaries, surface

asperities, dielectric inhomogeneity).

We started with a thermally flattened PEN Teonex film pur-

chased from Dupont Teiji Films. PEN is an analogous material

to poly(ethylene terephthalate) (PET), with superior physical

and thermal stability (up to 155 °C), which are advantageous

properties for flexible technology.

The polymer film was reversibly bonded on a Si wafer by me-

chanical lamination, adopting a double face thermal release tape

(Nitto Denko, 150 °C thermal release) and shaped by cutting

along the wafer edges. This is essential for proper manage-

ability of the substrate during fabrication and testing.

The polymer film, as reported in Figure 2a, was morphological-

ly characterized by tAFM and a starting RMS of ≈7 nm was
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Figure 3: a) Tapping mode atomic force microscopy (tAFM) morphology and b) schematic illustration of the aluminum back-gate pad. c) tAFM mor-
phology and d) related schematic illustration of the Al2O3 deposited by the low temperature ALD process.

found. It is worth noting that even if this is a reasonable rough-

ness for a plastic substrate, it is 1–2 orders of magnitude higher

than the RMS values of traditional rigid substrates for elec-

tronics, such as silicon dioxide on Si.

The polymer film surface was coated by a 100 nm protective

Al2O3 layer, deposited by DC-pulsed RF reactive sputter,

assisted by a cooling system able to maintain the sample below

100 °C. This is a relevant precaution in order to prevent

polymer degradation which may occur due to the processing, in

particular, where a plasma is involved. The tAFM morphology

reported in Figure 2c shows an essentially unchanged morphol-

ogy of the substrate surface after the protective coating deposi-

tion. This is an important indication of the absence of polymer

degradation during the integration of the protective barrier.

Figure 2d reports the schematic representation of the PEN sub-

strate after the Al2O3 barrier integration.

200 nm thick aluminum back gate pads have been fabricated by

metal sputtering, considering the same metal deposition process

previously exploited on Si during the dielectric layer testing,

and patterning by a lift-off approach. The metal morphology is

reported in Figure 3a, revealing an RMS of ≈9.8 nm, consistent

with the roughness of the underlying substrate. Figure 3b

reports the schematic illustration of the patterned Al pads on the

plastic substrate.

A ≈30 nm thick Al2O3 dielectric film was deposited by the pre-

viously analyzed LT ALD process. The surface tAFM morphol-

ogy reported in Figure 3c shows a roughness of ≈7.6 nm,

slightly lower than the underlying Al gate contact. The absence

of substrate morphological degradation demonstrates that the

previously discussed LT process is completely compatible with

the final plastic substrate.

Graphene transistor channels were fabricated starting from a

single layer graphene film grown by CVD on large area copper

foils (provided by Graphenea). The graphene membrane was

transferred to a large area (100 mm diameter) of the target sub-

strate by a PMMA-assisted wet transfer procedure and patterned

by soft O2 plasma etching.

Figure 4a shows the tAFM morphology of graphene. The

typical, wrinkled morphology of CVD-synthesized graphene

[13] is less evident on PEN substrates compared with smoother

substrates. However, it is still possible to identify wrinkles, as

indicated by the dashed green circle in Figure 4a. A schematic

illustration of the graphene channel fabricated over the FET

gate contact is reported in Figure 4b.

After patterning the graphene channel, the source and drain

contacts were fabricated by lift-off of a 30/120 nm thick Ni/Au

double layer, which partially overlaps the edges of the graphene

channel. A complete Gr-FET device is shown in the optical

microscopy image in Figure 4c and schematically illustrated in

Figure 4d. Furthermore, the resistance contributions which de-

termine the total electrical resistance, RTOT, between source and

drain contacts are also illustrated in Figure 4d. Here, the

gate-bias-dependent graphene channel resistance, Rch(Vg),

the source and drain contact resistance, Rc, and the access

resistance, Racc, associated with the ungated graphene access

regions between the channel and the source and drain contacts

(Lacc = 20 µm length per access region) are shown.

The total resistance resulting from the series combination of

these contributions can be expressed as:

(1)
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Figure 4: a) Tapping mode atomic force microscopy (tAFM) morphology and b) schematic illustration of the graphene channel. c) Optical microscopy
and d) schematic illustration of the final back-gated device with the detail of the involved series resistance contributions from source to drain.

The capacitance of the Al2O3 dielectric deposited by ALD on

the flexible substrate was characterized by metal–insula-

tor–metal (MIM) test devices properly manufactured together

with the Gr-FETs, into the same wafer. The resulting gate ca-

pacitance per unit area is Cg = 2.05 × 10−7 F/cm2. The Al2O3

film thickness of 29.9 nm is known from the growth rate previ-

ously determined on the reference substrate. The resulting

dielectric constant is 6.9, which is reasonably high considering

the low temperature (100 °C) adopted for the dielectric growth

and the high roughness of the substrate. As a way of compari-

son with silicon dioxide, the resulting equivalent oxide thick-

ness (EOT) is 16.8 nm.

Several arrays of independently biased back-gated Gr-FETs

with different channel geometries were fabricated on the wafer

scale using the above described process flow. The electrical

characterization of more than 50 devices revealed a significant

number of early failures. The origin of these failures is out of

the scope of this paper and will be the subject of further investi-

gations. Interestingly, working devices showed quite repro-

ducible electrical characteristics.

Figure 5a reports the output characteristics (drain current vs

drain bias, Id vs Vd) at incremental values of the back gate bias

(Vg from 0 to 11 V) for a representative Gr-FET device with

channel width W = 100 µm, channel length L = 190 µm

(area = W × L = 19 × 103 µm2) and an access region length

Lacc = 20 µm, defined as the distance between source (drain)

and the channel region. All the output characteristics exhibit a

linear (ohmic) behavior, with a gradually decreasing slope (i.e.,

an increasing channel resistance) in the considered gate bias

range.

Figure 5: a) Id–Vd characteristics at different back gate bias values
and b) Id–Vg transfer characteristic for a representative Gr-FET with
channel width W = 100 μm, channel length L = 190 μm and access
regions length Lacc = 20 μm. In the insert of b) the leakage current
(Ig vs Vg) collected simultaneously to the transfer characteristic mea-
surement is shown.
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Figure 6: Transfer conductance, gm, of the Gr-FET, calculated from
the Id vs Vg transfer characteristic.

Figure 5b shows a representative transfer characteristic of the

Gr-FET, i.e., Id vs Vg for a fixed drain bias (Vd = 0.1 V). It

shows the typical ambipolar behavior for a graphene channel

with a current minimum at the neutrality (or Dirac) point (VNP)

at 9.0 V. The neutrality point is significantly shifted at high pos-

itive bias with respect to the expected ideal value calculated

considering the difference between Al and neutral graphene

workfunctions (VNP,id = WAl − WGr ≈ 4.1 − 4.5 = −0.4 eV). This

positive shift is a clear indication of graphene p-type doping, as

estimated by p = Cg(VNP − VNP,id)/q ≈ 1.2 × 1013 cm−2 [20],

where q is the electron charge. This doping can be ascribed to

the effect of the chemical (PMMA) residues which normally

persist after the graphene transfer. It is worth noting that due to

the constrains imposed by the use of a PEN substrate, it is not

possible to perform thermal annealing processes (in vacuum or

Ar/H2 ambient at temperatures from 300 to 400 °C) or stronger

chemical treatments typically used to remove polymeric

residues after graphene transfer on standard substrates. Further-

more, a certain doping can be attributed to the electrostatic

effect of fixed or trapped charges in the gate oxide when

deposited at low temperature.

The insert of Figure 5b shows the leakage current through the

gate dielectric (Ig vs Vg) collected simultaneously to the transfer

characteristic measurement, showing only a negligible current

flow (less than nA) in the whole back gate bias range. The

transfer conductance gm of the Gr-FET reported in Figure 6 was

obtained considering the Id vs Vg characteristic by the formula:

(2)

From the peak transfer conductance, we calculated the hole

and electron field effect mobility, µh = 476 cm2·V−1·s−1 and

µe = 204 cm2·V−1·s−1 using the formula:

(3)

These field effect mobility values are reasonably high, consid-

ering the channel area (about 104 µm2), the high roughness due

to the plastic substrate and the unintentional doping of

graphene. In particular, it is expected that the polycrystalline

nature of CVD graphene has a direct effect on the current trans-

port in a large area channel. In addition to these natural defects

originating from CVD growth, the graphene membrane is sub-

jected to significant strain if transferred to a rough surface while

a certain amount of mechanical defects, such as cracks or

folding is expected by the transfer procedure itself, especially

onto a structured surface. Besides these macroscopic defects,

nanoscale scattering mechanisms [21], such as charged impuri-

ties scattering and resonant scattering by defects/polymer con-

taminations, is expected to play a key role in reducing graphene

mobility. Finally, it should also be noted that this is a calcula-

tion of the extrinsic field effect mobility, where the contribu-

tion of the series resistances (such as the contact resistance Rc

and the access resistance Racc) are still included. A more refined

calculation of the graphene field effect mobility would include

the elimination of the series resistance contributions in order to

extract the intrinsic transfer conductance and the related

mobility.

Significant improvements in the transfer conductance and

mobility of large area Gr-FETs on flexible substrates will be ex-

pected by the use polymeric substrates with optimized lower

roughness and by further improvements in the graphene trans-

ferring methods, e.g., adopting alternative transfer layers differ-

ent than common PMMA, leaving a very limited amount of

chemical residues on graphene [22].

The field effect modulation of the channel conductivity ob-

tained so far using the thin Al2O3 back-gate dielectric make the

fabricated Gr-FETs interesting as a platform for chemical

sensing applications. In this sense, a key step will be proper

functionalization of graphene channel to enhance the sensitivity

to specific analytes.

Conclusion
In conclusion, we reported recent advances in the fabrication of

Gr-FET with large channel areas (≈104 µm2) and local back-

gate on flexible PEN substrates. Particular attention was paid to

the fabrication of a thin Al2O3 dielectric film at low tempera-

ture. In particular, a low temperature (100 °C) PE-ALD process

was optimized and properly tested on a standard substrate (Si)

in comparison with a standard PE-ALD deposition. This

revealed a material with good morphology, reasonable growth

per cycle and comparable dielectric performance. The opti-



Beilstein J. Nanotechnol. 2017, 8, 467–474.

474

mized dielectric material deposition was exploited in order to

fabricate back-gated Gr-FETs directly on a PEN substrate, with

a gate oxide thickness of 30 nm. Electrical characterization of

the Gr-FET devices is reported in order to evaluate key elec-

trical parameters such as the transfer conductance, graphene

doping and electron and hole mobility. The fabricated devices

will represent the platform for the implementation of solid

IS-FETs that can be part of a fully flexible, integrated system

for sensing and signal processing.
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Abstract
We studied the growth and oxidation of niobium nitride (NbN) films that we used to fabricate superconductive tunnel junctions.

The thin films were deposited by dc reactive magnetron sputtering using a mixture of argon and nitrogen. The process parameters

were optimized by monitoring the plasma with an optical spectroscopy technique. This technique allowed us to obtain NbN as well

as good quality AlN films and both were used to obtain NbN/AlN/NbN trilayers. Lift-off lithography and selective anodization of

the NbN films were used, respectively, to define the main trilayer geometry and/or to separate electrically, different areas of the

trilayers. The anodized films were characterized by using Auger spectroscopy to analyze compounds formed on the surface and by

means of a nano-indenter in order to investigate its mechanical and adhesion properties. The transport properties of NbN/AlN/NbN

Josephson junctions obtained as a result of the above described fabrication process were measured in liquid helium at 4.2 K.
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Introduction
Niobium (Nb) is the most commonly used material in supercon-

ducting electronics [1-3], but several groups have been investi-

gating the properties of metals and alloys that could represent

an alternative to it. Niobium nitride (NbN), in particular, is a

promising material in this respect given its relatively high criti-

cal temperature and energy gap of the order, respectively, of

16 K and 2.5 mV [4-8]. The transition temperature is appealing

because of the progress achieved in closed-cycle refrigeration,

while the value of the gap is stimulating for engineering devices

in the terahertz range. Several papers have been dedicated in the

past to the realization of all-NbN-based superconducting tunnel

junctions [9-11], but a reliable technology generating samples

with quality features similar to the ones of all-Nb samples

[1,12] has not emerged yet.

We have undertaken a systematic study of the production of all-

NbN films and all-NbN tunnel junctions. In a previous publica-

tion the authors of the present paper investigated the effect of

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:lucci@roma2.infn.it
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the substrate on the quality of the NbN films and the NbN/AlN

interface [13] while preliminary lithographic attempts on NbN/

AlN/NbN trilayers were presented in another publication [14].

In the present paper our effort toward the realization of high-

quality all-NbN tunnel junctions continues. We have first set up

the conditions for a highly reproducible and controllable growth

of good-quality NbN monitoring the sputtering plasma by

optical spectroscopy [15-17]. The same technique has been em-

ployed to obtain AlN thin films. At first, we have decided to

concentrate on AlN as dielectric layer in NbN/AlN/NbN junc-

tions because this material seems to be the most promising at

present. Moreover, as a first step we considered reasonable to

match our overall fabrication recipe with existing processes and

literature. Along with the optimal and controlled film growth

we also carried out an investigation of the anodization of these

films since this technique is necessary for the most of the proce-

dures leading to the patterning of tunnel junctions.

The processes for defining patterns on NbN thin films are typi-

cally based on ion etching and subsequent deposition of insu-

lating layers [9-11]. We have tried to limit our fabrication

recipe instead to minimal procedures, namely just lift-off lithog-

raphy and selective anodization. By using lift-off lithography

aggressive and high-energy etching processes such as ion

milling and reactive ion etching (RIE) can be avoided. The use

of anodization can reduce the number of mask and photolithog-

raphy steps. In particular, it is not necessary to deposit further

insulators to separate different metals in multilayers. In all of

our investigations the substrates are commercially available

silicon wafers coated with 1 μm artificial oxide. This choice

was also dictated by the perspective of setting up a recipe that

could well lend itself to be developed for “large-scale” commer-

cial applications.

Experimental
Methods
One reliable process to deposit NbN and AlN films consists of

using a reactive sputtering chamber [4-8]. When such a tech-

nique is employed, however, the quality of the films depends on

several parameters: the purity of the deposition chamber, the

reciprocal positions of source and substrate, the relative pres-

sure of N2, the magnetic field, the dc or the rf power used and

the surface temperature of the substrate. The last condition is

particularly critical because the increase of the kinetic energy of

ions close to the substrate promotes the formation of nitrides,

but deteriorates the vacuum conditions. Temperature control is

particularly relevant when lithographic patterns impressed by

photoresist (an organic polymeric compound melting above

120 °C) are present on the substrate because the degassing of

the polymer pollutes the deposition chamber. For this reason the

temperature of the substrate must be kept constantly below

120 °C. This often makes it necessary to alternate periods of

sputtering with periods in which the sputtering is stopped.

Eye inspection of the plasma during the sputtering reveals that

the color of the glow discharge changes from blue to red with

increasing nitrogen concentration. A quantitative analysis of

this effect can be obtained by relating the concentration of N2 in

the plasma to the intensities of the emission lines observed with

the aid of a spectrometer [15-17]. This technique has enabled us

to link the plasma composition and the final composition of the

nitride films. To our knowledge, this is the first time this optical

spectrometry technique is applied in the production of super-

conductive metallic films for optimizing the transition tempera-

ture and film quality. Since the deviation from a stoichiometric

composition of the NbN affects (reducing it) the supercon-

ducting critical temperature, the pattern of the emission lines in

the glow discharge provides direct information on the critical

temperature of the deposited nitride films. For AlN the gas

composition affects the resistivity of the film and, even in this

case, the pattern of the emission lines in the glow discharge

provides information on the final resistivity of the sputtered

films.

The anodization of the NbN layer was obtained by means of a

1 mol solution of ammonium pentaborate in ethylene glycol. In

order to oxidize NbN samples, we used a current-control tech-

nique, i.e., the current density has been set while the potential

difference (Vs) between cathode and anode in the electrolytic

cell has been monitored simultaneously. The samples were

anodized using different current bias and voltage compliance

(Vc) to scrutinize the effects on the growth of NbN oxide. The

cell has a platinum electrode at fixed distance of 1 cm parallel

to the sample surface.

A systematic study on different thicknesses (depending on Vs)

was performed to obtain a compact layer without defects and

cracks. The anodized films were also characterized by Auger

spectroscopy to analyze compounds formed on the surface and

their stoichiometry. A multilayer superconductor/insulator/

superconductor was obtained by successive depositions and

patterned by means of the proposed anodization technique to

obtain a NbN/AlN/NbN Josephson junction the current–voltage

characteristic of which was measured in a liquid helium bath at

4.2 K.

Equipment
The sputtering system used in our experiment is a commercial

Leybold sputtering system equipped with two 4 inch dc and rf

magnetron sources and one etching source. A flux meter

controls the inlet for N2 and Ar. Finally, a rotatable disk plate

holds several substrates in the chamber; this plate is grounded to
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Figure 1: a) Glow-discharge peak intensity monitored in the region of 328–367 nm, an energy region in which we find both Nb and N2 peaks. In the
inset the power, the fixed Ar concentration and the range of the amount of N2 are reported. The color of the six curves, obtained for increasing values
of the N2 flux, starting from 0 and going up to 25 sccm in steps of 5 sccm are as follows: black, red, green, dark blue, cyan, and magenta; b) Glow-dis-
charge peak intensity in the region 388–438 nm, inset as in panel a.

allow for ion cleaning before the sputtering process. For the

deposition of NbN, the dc mode was used with different gas

mixtures of N2/Ar flux, (total pressure 5 × 10−1 Pa), while AlN

was deposited in rf mode (150 W) with a gas mixture of N2 and

20 sccm of Ar, the base pressure in the chamber being 10−4 Pa.

In these conditions, the deposition rates for NbN and AlN were

0.6 nm/s and 0.06 nm/s, respectively.

The calibration of the deposition rate was performed by

measuring, ex situ, the thickness of the obtained film by means

of a profilometer. All the samples described in this work were

grown on Si(111) substrates covered by 1 μm of amorphous,

artificially grown oxide. Following common recipes reported in

literature the target–substrate distance is about 10 cm and the

substrate temperature, measured by a thermocouple, is kept

below 50 °C during the NbN film growth. Alternating flash

deposition of 120 s with pauses of about 20 s was carried out.

The thickness of the deposited films was 300 nm.

The critical temperature Tc of the NbN thin films has been de-

termined by four-probe measurements of resistance as a func-

tion of the temperature with the samples secured to the cold

finger of a Gifford–McMahon cryocooler. The characteristics of

the films were measured as a function of two parameters of the

deposition process: the dc power of the source (increasing or

reducing the rate of the flash and pause during sputtering) and

the concentration of N2 in the gas mixture present during the

sputtering process. Under these conditions, we obtained films

with different superconducting transition temperatures (Tc)

ranging from 9.0 to 15.5 K. The room-temperature sheet resis-

tance (resistivity per unit thickness) of the AlN films was also

measured by using the four-probe technique. Different AlN

specimens have been prepared, keeping constant the rf power

(150 W) and the argon flux (20 sccm), but varying the nitrogen

concentration during the sputtering process.

The optical emission spectra of the plasma discharge were

acquired with an Ocean Optics Spectrometer, model HR 4000,

in the range of 300–1000 nm, connected to the vacuum chamber

by means of an optical fibre pointing directly into the plasma.

The measurements of hardness, reduced modulus and surface

roughness have been performed by Nano Test Micro Materials

Ltd., using a diamond Berkovich tip.

Results and Discussion
NbN films
In Figure 1 we show two optical emission spectra of the glow

discharge in a selected wavelength range as detected during the

preparation of the NbN deposition, just before opening the

shutter. Both curves show the intensity of the light emission

peaks as a function of the wavelength, detected during the glow

discharge for a fixed power of 200 W. The data show the trend

of the intensity of the N2 and of Nb peaks, when the gas content

of the chamber changes from a constant flux of Ar (91 sccm) to

a mixture of N2/Ar obtained by increasing the N2 injection from

0 to 25 sccm in steps of 5 sccm. We note that the intensity of

the N2 peak (see the peak at 337 nm) increases to a value

2.5 times that of the background (600 a.u.), while the Nb peak

(416 nm) decreases to about half of its maximum value. This

happens because niobium reacts with N2 to the nitride. The

more N2 is present the higher is the amount of nitride generated

and the lower is the amount of Nb atoms emitting at a given

spectral position. The relative height of the Nb and N2 peaks is

the parameter that we correlate to the transition temperatures

(and quality) of our NbN films. In order to do so we always

select the spectral lines exhibiting the largest variation as a
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function of the nitrogen inlet. In this specific case (Figure 1),

we select the lines mentioned before, namely 337 nm for N2 and

416 nm for Nb.

Figure 1 also shows how to quantify the color change visible by

eye in the plasma and obtain a fine tuning of the composition of

the plasma during the sputtering deposition. Each of the curves

shown in Figure 1 corresponds to a different concentration of

N2 and to different colors, which are shown in Figure 2.

Figure 2: The color of the plasma corresponding to the six increasing
values of the input flux described in Figure 1 (0 sccm is the leftmost,
25 sccm is the rightmost).

In Figure 3 we report a three-dimensional plot showing the

values of critical temperature (Tc) of NbN films as a function of

the dc power applied on the target and the N2 flux inlet in the

deposition chamber for 40 different recipes. Tc is the tempera-

ture for which the electrical resistance, measured with the four-

point probe technique, drops to zero. We have fabricated more

than 100 films with a thickness maintained constant at about

300 nm. Several points in the plot of Figure 3 were repeatedly

measured with a variance of the values of the critical tempera-

ture within few tenths of a degree.

Figure 3: 3D plot constructed to optimize sputter deposition. Each
point of the grid corresponds to a sample fabricated with the given set
of parameters. We can see that in our apparatus with a basic pressure
of 2 × 10−5 Pa the highest Tc (15.5 K) is obtained with 300 W and a
gas mixture of 14% N2 in Ar.

For each film, we have varied either the dc power or the con-

centration of N2 in the chamber. We note that the film with the

highest critical temperature (15.5 K) is obtained when the N2

flux is 13 sccm and the dc power applied is 300 W. Unfortu-

nately, high power on the target implies a high temperature on

the substrate. Consequently, in order to deposit NbN films on a

patterned mask, we must use a lower dc power, and find another

concentration of N2. Because the high temperature induced on

the substrate softens the photoresist and pollutes the NbN films.

In Figure 4 the section of the 3D-plot of Figure 3 correspond-

ing to a dc power of 200 W is shown. We can see more clearly

that a N2 flux of 9 sccm gives NbN film with a Tc of 14 K. In

addition from the top axis of Figure 4 we can trace the depen-

dence of Tc upon the ratio between the height of the peaks on

Nb and N2. Thus, by monitoring the relative height of the spec-

trometric peaks, as mentioned above, we can follow the growth

of NbN and estimate the expected transition temperature.

Figure 4: Critical temperature Tc of NbN as a function of the N2 flux
and of the of N2/Nb peak ratio. In the inset the deposition parameters
are given.

Equation 1 gives the fit of the measured Tc (the surface of

Figure 3) as a function of the power (P) in watts and the

nitrogen flux (F) in sccm. We observe a strong dependence of

Tc on the nitrogen flux, a tendency opposite to the data ob-

tained by Dawson-Elli et al. [5] who worked in a saturated

regime of nitrogen flux.

(1)

AlN films
In Figure 5 the relative intensities of the optical plasma emis-

sion obtained during the deposition of AlN films, are plotted in

the wavelength range of 590–820 nm. The spectra are recorded

for a constant rf power of 150 W, while the N2/Ar mixture is

varied by changing the N2 flux from 0 to 100 sccm while



Beilstein J. Nanotechnol. 2017, 8, 539–546.

543

Figure 6: Resistivity of AlN film as a function of N2/Ar gas flux and
Ar/N2 peak ratio. The rf power was fixed at 150 W.

keeping the Ar flux constant at 20 sccm. With increasing N2

flux the N2 peaks increase and the Ar peaks decrease. Similarly

to what we did for NbN (Figure 1), we correlated the relative

height of two peaks (for N2 and Ar) to the conductivity of the

film.

Figure 5: Spectrum of the emission lines. Details of AlN for different
values of N2 flux (starting from 0 and going up to 100 sccm in steps of
20 sccm, the colors are as follows: black, red, green, dark blue, cyan,
and magenta) at fixed power (150 W) and an Ar flux of 20 sccm.

In Figure 6 we plot the sheet resistance of the deposited AlN

films as a function of the composition of the N2/Ar mixture and

of the N2/Ar peak ratio. We choose from Figure 5 the peaks

with high intensity that were also very responsive to the gas

variations of the gas flux (Ar and N2 peaks at 750 nm and

660 nm, respectively). The spectral lines of Ar and N2 should

be close enough to be simultaneously visualized on the spec-

trometer display. It is impossible to measure the sheet resis-

tance of a highly insulating film. However, we estimated that

when the peak ratio of N2/Ar is close to 2.63 the resistance is

higher than 4.53 × 106 Ω/sq. (10 MΩ is the maximum value that

can be measured by our data-acquisition set-up.)

NbN anodization
For the anodization recipe we started selecting the parameters

generally used to anodize niobium, namely current densities of

{10; 1; 0.3; 0.1} mA/cm2 at different compliance voltages. In

Figure 7 we show the voltage difference between the NbN films

and the counter electrode during the anodization process as a

function of time. The inset indicates the anodization currents

and voltages. We observed that a voltage noise is present at

high current densities (curves 1,2,3) that reduces Vc from 150 to

90 V.

Figure 7: Film voltages as a function of the time obtained varying the
current density and compliance voltages for different samples in our
NbN anodization process. The number close to each curve is associat-
ed with the current and voltage parameters indicated in the inset.

Moreover, for these three samples (1,2,3) we clearly see

changes in slope which is a signal of a non-uniform oxidation

process, and of the fact that cracks and fractures are damaging

the film. The existence of fractures and cracks is also con-

firmed from optical analysis of the surfaces. Indeed, after the

oxidation the samples 1,2 and 3 the oxidized films were com-

pletely delaminated (Figure 8a). The visible contour separating

the top from the bottom represents the separation between NbN

(top) and the anodized Nb (bottom).

Reducing the current density (curves 4 and 5) and Vc to 30 V,

the fluctuations of Vs were reduced and the adhesion of the

films was improved although the sample corresponding to curve

4 and 5 were still conducting. A careful analysis of these two

curves in Figure 7 reveals that a change in slope is still present

around 20–25 V. Further reducing Vc to 18–20 V we obtained

curve 6, a smooth curve without voltage noise and change in

slope. From an optical and electric analysis, the film is uniform,

shows good adhesion and is an electric insulator (sheet resis-
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Figure 8: Optical microscopy images at 100× magnification of
a) sample 1 in a) and b) sample 6. The upper part of the pictures is the
NbN film, and the lower part is the oxided film after the anodization
process.

tance larger than 10 MΩ/sq). In Figure 8b we can see that the

surface of the oxidized Nb (bottom part) is rather smooth and

exhibits good adhesion (we shall later comment more on

the mechanical properties). The oxide film grown on the

NbN has a different final thickness due to different lattice pa-

rameters (Figure 9). NbN has a cubic structure (Fm−3m, space

group 255, a = 0.44 nm, corresponding to a cell volume of

0.0846 nm3), whereas NbxOy (the stable stoichiometry for an

insulator should be Nb2O5) has an orthorhombic structure

(a = 0.398 nm, b = 0.382 nm and c = 1.279 nm, cell volume of

0.194 nm3).

From the measurement of the step thickness and assuming a

one-directional oxide growth (free space) we extracted the

following relationship, where T denotes the thickness (see

Figure 9 for the symbols): TINT/(TEXT + TINT) ≈ 0.0846/0.194

and TOX ≈ 1.8·TEXT.

It is possible to predict the thickness of the oxide layer

measuring the height of the step. As a further relationship be-

Figure 9: Scheme of the oxidized film grown on NbN. The total thick-
ness of the oxide (TEXT + TINT) is higher than the initial thickness of
NbN (TINT).

tween the oxide thickness T and the voltage across the sample

Vs we found T ≈ (2.8 nm)Vs. This relationship could be the

connection between the maximum voltage and the maximum

thickness (ca. 60 nm) that we can grow before a crack or a frac-

ture starts damaging the film. In the mechanical characteriza-

tion, performed at 1 mN as maximum load, we observed contin-

uous and smooth load-vs-depth graphs. The absence of cracks

and delaminations during the measurements reveals good adhe-

sion between the film and the substrate. When the composition

of the layer changes from NbN to NbxOy hardness and reduced

modulus both decrease, respectively, from an average value of

5.9 GPa to 4.6 GPa and from 85 GPa to 78 GPa. The roughness

of the oxidized surface was ±5 nm.

To determine the chemical composition of the grown film we

performed Auger electron spectroscopy (AES) and the spectra

are shown in Figure 10. A complete nitrogen replacement with

oxygen is observed from the measurements and a rough stoichi-

ometry can be extrapolated compatible with Nb2O5.

Figure 10: Auger electron spectroscopy of the initial NbN sample
before and after anodization. A soft surface cleaning process by Ar ion
etching was performed before the measurements. From the spectra is
observed that only niobium and nitrogen are present before the
process. After the oxidation process the nitrogen was completely
replaced with oxygen.
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Figure 11: a) Current–voltage characteristic for NbN Josephson junc-
tion and b) diffraction pattern obtained measuring Jc as function of the
applied magnetic field. The continuous line is a fit obtained imposing a
Josephson current distribution “rounded” along the corners of the
nominally square area.

Figure 12: A section of our samples indicating the layers of the fabri-
cation steps and their relative thicknesses.

Tunnel junctions
In Figure 11a we show the current–voltage characteristic of a

Josephson-junction measured at 4.2 K. The three-layer junction

(NbN/AlN/NbN) is formed by three films of different thickness,

namely 175 nm, 2 nm and 360 nm. The choice of the thick-

nesses of the films was imposed by design requirements. The

Josephson junctions (Figure 12) were realized using UV lithog-

raphy and a lift-off process. The (10 × 10) µm2 junction areas

were defined anodizing the top layer following standard tech-

niques [14]. The parameters of this junction are a representa-

tive result of our fabrication recipe: Josephson critical current

density jc = 14.2 A/cm2, product of maximum critical current

and normal resistance Ic·RNN = 1.63 mV, RNN/RSG = 10,

Vm = IC·RSG = 16.3 mV, gap sum voltage VG = 3.6 mV. These

parameters are sufficiently consistent with those reported

by other research groups (10 A/cm2 < jc < 8 kA/cm2,

1.7 mV < Ic·RNN < 3.32 mV, 5 < (RNN/RSG) < 40, 13 mV <

Vm < 100 mV, gap sum voltage 4.2 mV < VG < 5.6 mV [9-11])

thereby confirming the apparent impression of an overall rea-

sonable result of our fabrication process. This conclusion is

especially encouraging if we consider that the fabrication pro-

cesses of other groups were carried out on crystalline substrates

brought to high temperatures during deposition.

From the magnetic field diffraction pattern of Figure 11b we

can extract the London penetration depth of our NbN films of

500 ± 30 nm. This result is in good agreement with previous

results obtained through NbN deposition on non-heated sub-

strates [18,19]. The pattern shows a somewhat non-uniform

Josephson current distribution [20], which we speculate to be

due to a reshaping of the contour of the junctions during the an-

odization process. The continuous line in Figure 11b is a fit to

the data obtained by a non-uniform Josephson current distribu-

tion in the junction, namely a profile rounded around the

corners of the supposed rectangular shape.

It is known that the growth of NbN/AlN/NbN tunnel junctions

on oxidized silicon substrates can give rise to a non-optimal

barrier formation. In order to check the influence of the sub-

strate on trilayers we plan to test our trilayer process on MgO

substrates, which are known, for providing the highest quality

of the tunneling barrier [13]. We are not sure, however, that the

nature of the substrate is the only crucial factor in fabricating

NbN-based tunnel junctions with excellent quality. We have

shown indeed that an acceptable (in terms of results) NbN

process can be obtained just by lift-off lithography and anodiza-

tion of the superconductive films grown over “cold” amor-

phous silicon oxide. Improvements of this recipe could substan-

tially enhance the ease of fabrication and lead to noticeable

progress in the scientific and technical usefulness of all-NbN

tunneling devices.

Conclusion
A viable method to optically monitor and tune, in a timely

fashion, the chemical composition of the plasma in a sputtering

process has been applied to grow thin films of niobium nitride

and aluminium nitride. The advantage of this optical spectros-

copy technique is that the control of the chemical composition

of the film is no longer system-dependent and provides objec-

tive advantages during the reactive sputtering deposition. We

have shown that for the NbN superconducting films, this
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method gives the possibility to increase or to reduce the flux of

nitrogen and to obtain the best chemical composition within the

constraints imposed by the other growth parameters. Similarly,

it is possible to predict and obtain the conductive or insulating

properties of AlN.

We have adapted the deposition process to the lithographic and

technological needs for the realization of superconductor/insu-

lator/superconductor and Josephson junctions devices. These

techniques rely on three layers of NbN/AlN/NbN, and require,

as a first step in the fabrication process the use of a photoresist-

patterned substrate. This condition, in turn, limits the highest

acceptable dc power to 200 W. For a reduced sputtering power,

the plasma composition must be redefined, because only the

right amount of N2 in the plasma composition gives the highest

critical temperature of the NbN film. The highest transition tem-

perature was reached for a ratio N2/Nb equal to 1.42 corre-

sponding to a N2 flux of 9 sccm.

We have presented the required values for current density and

compliance voltage to obtain a controlled and stable oxidation

of a NbN thin film. Auger electron spectroscopy and nano-

indentation analysis has been employed to verify respectively

the complete oxidation of the surface and the mechanical

stability of the film. We have also found a relationship between

the growth of the oxide film and the voltage during the anodiza-

tion as a method to control its thickness up to few angstroms per

second. The properties and the quality of Josephson junctions

obtained using our patterning based on lift-off lithography on

cold substrates and the anodization of NbN for defining the

junction area are not far from those reported by other groups for

high-temperature deposition of the films and reactive etching

for geometry definition.
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Abstract
This work is focused on the study of the optical properties of silver nanostructures embedded in a polymer host matrix. The intro-

duction of silver nanostructures in polymer thin films is assumed to result in layers having adaptable optical properties. Thin film

layers with inclusions of differently shaped nanoparticles, such as nanospheres and nanoprisms, and of different sizes, are optically

characterized. The nanoparticles are produced by a simple chemical synthesis at room temperature in water. The plasmonic reso-

nance peaks of the different colloidal solutions range from 390 to 1300 nm. The non-absorbing, transparent polymer matrix

poly(vinylpyrrolidone) (PVP) was chosen because of its suitable optical and chemical properties. The optical studies of the layers

include spectrophotometry and spectroscopic ellipsometry measurements, which provide information about the reflection, transmis-

sion, absorption of the material as well as the complex optical indices, n and k. Finite difference time domain simulations of nano-

particles in thin film layers allow the visualization of the nanoparticle interactions or the electric field enhancement on and around

the nanoparticles to complete the optical characterization. A simple analysis method is proposed to obtain the complex refractive

index of nanospheres and nanoprisms in a polymer matrix.
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Introduction
Noble metal nanoparticles (NPs) are of considerable interest in

various domains, ranging from chemistry to medicine and light

filtering [1-6]. Silver NPs are especially challenging because of

the possibility to control the phenomenon of light–matter inter-

action in the visible wavelength range. The optical properties of

these metallic NPs are induced by localized surface plasmon

resonances, which are size, shape, material and environment de-

pendent [7]. At the localized surface plasmon resonance wave-

lengths, the conduction electrons of the NPs oscillate coher-

ently, which induces an electric field enhancement. The incom-

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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ing light is either absorbed or scattered by the NPs [8]. The

absorption and scattering are commonly referred to as optical

extinction. Single NPs are widely studied under different char-

acterization techniques and computer modeling, such as Mie

theory for spherical NPs. The absorption dominates the extinc-

tion for small radii and scattering dominates for larger radii. For

silver, the threshold radius is 20 nm [9].

Given these properties, the optical properties of the thin films

can be engineered by embedding specifically designed NPs. For

example, by choosing silver NPs, the thin film layers will

absorb in the visible wavelength range. This leads to applica-

tions of plasmonic thin film layers for photodetectors [10],

photovoltaics [6,11] or nonreflective coatings [12-14].

In this works, silver NPs were chosen for their high electric

field enhancement in the visible wavelength range [15].

Progress in the chemistry of NP synthesis allowed us to choose

a chemical process adapted to our study that produces NPs of

different shapes and sizes. Among different NP production

methods, chemical synthesis is easy to implement and produces

NPs at low cost. Standard physical vapor deposition methods

require high energy sources, such as lasers [16], whereas chemi-

cal synthesis produces, among other shapes, nanospheres and

nanoprisms of different sizes in water at room temperature.

Taking advantage of the size and shape versatility of this chemi-

cal synthesis, we aim to control the absorption of thin film

layers by embedding different NPs.

When included in polymer thin film layers (such as poly(vinyl-

pyrrolidone) (PVP)), the plasmon resonance wavelengths of the

NPs are red-shifted with respect to the resonance wavelengths

in water. This environment dependence can easily be under-

stood by considering the variation of the absorption cross-

section, σabs, of a spherical NP according to the Mie theory:

(1)

where k is the wave vector, ε is the complex dielectric function

of the NP and εm the complex dielectric function of the sur-

rounding medium. Furthermore, collective resonances can alter

the optical properties of these NPs and further redshift the

absorption peaks.

In the following, we present studies of thin film layers with dif-

ferently shaped and sized silver NP inclusions. The NPs are ob-

tained by a facile water-based chemical synthesis at room tem-

perature [17,18]. Depending on the chosen reagents, different

shapes are achieved. To cover the whole visible wavelength

range, we synthesized nanospheres and nanoprisms as their

colloidal solutions absorb from 390 up to 1300 nm. The nature

of the absorption peak was determined through spectropho-

tometer measurements coupled with computer simulations and

transmission electron microscopy (TEM) imaging. Spectropho-

tometer and spectroscopic ellipsometry measurements of the

PVP host matrix validated its non-absorbing and transparent

properties. Spectroscopic ellipsometry measurements of the

heterogeneous layers of nanospheres and nanoprisms embed-

ded in the host matrix were fitted by the mathematical addition

of the Cauchy law and the single Lorentz law centered at the

dipolar resonance wavelength of the nanoparticles. Spectros-

copic ellipsometry has been previously performed on nanoparti-

cles embedded in dielectrics [19,20], but the NPs were primari-

ly spherical or ellipsoidal. We propose here a simple analysis of

nanoprisms based on the analysis of nanospheres in PVP.

Results and Discussion
Characterization of the colloidal nanoparticle
solution
The NPs are synthesized as described below in the Experimen-

tal section. As synthesized, the nanospheres and nanoprisms

were at first dispersed in water. The growth of the nanoprisms

was fulfilled in two steps: first spherical seeds with specific

crystallographic defects were produced, and second, the growth

took place on these defects to form nanoprisms [18,21,22]. The

absorption of the colloidal solutions of the first and second step,

as seeds and prisms (Figure 1a), shows the characteristic plas-

monic absorption peaks. The peaks 1 and 1’ were identified as

the dipolar resonance of the nanoprisms and the nanospheres,

respectively. The dipolar resonance of the nanoprisms induced

absorption between 540–750 nm. The width of this absorption

was not due to the distribution in size of the NPs, but rather to

the random orientation of the NPs in the solution. The nano-

prisms, as synthetized, are visualized in TEM images

(Figure 1b). The residual seeds are removed by successive

centrifugation steps. Furthermore, finite difference time domain

(FDTD) simulations show that the maximum electric field en-

hancement (Figure 1c) for p- and s-polarized light does not

occur at the same wavelength. For a single nanoprism (50 nm

edge size and 10 nm thickness) in water, the maximum electric

field enhancement for p-polarized light, corresponding to the

dipolar resonance wavelength, occurs at 625 nm, whereas the

maximum electric field enhancement for s-polarized light

occurs at 619 nm.

This absorption peak can be tailored to any wavelength desired

in the visible wavelength range by changing the size of the

nanoprisms. This is simply done by changing the quantity of

seeds added during the second step of the nanoprism synthesis.

The spherical seeds absorbed light between 350–430 nm. The
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Figure 1: a) Normalized absorption of nanosphere and nanoprism solutions. b) TEM image of the synthetized nanoprisms before centrifugation and
c) visualization of the electric field enhancement normalized to the incident electric field in the nanoprism for wavelength of peak 1 under z-oriented
(i) p-polarized light and (ii) s-polarized light, and for the wavelength of peak 2 under (iii) p-polarized light and (iv) s-polarized light.

nature of the resonances was verified by computer calculations

using the Mie theory for the spherical seeds and FDTD for the

non-spherical particles. The maximum electric field enhance-

ment for p- and s-polarized light for the dipolar and quadrupolar

exaltations are pictured on Figure 1c. Peak 2 was identified as

the quadrupolar resonance peak of the nanoprisms. The absorp-

tion peak 3 was assumed to be due to the dipolar resonance of

the residual seeds in the nanoprism solution from the absorp-

tion spectrum. TEM images of the NPs in solution confirmed

that residual spheres are present. These different plasmonic

resonance peaks presented in the absorption spectrum of the

NPs in solution resulted mathematically in the addition of

Lorentz functions centered at the different energies.

In summary, silver NPs that absorb over the entire visible wave-

length range were synthesized, and the nature of the absorption

peak of the colloidal solution was determined. Additionally, the

optical response in thin film layers was studied.

Spectroscopic ellipsometry
Spectroscopic ellipsometry is a powerful technique to deter-

mine the effective optical indices (real and imaginary parts) of
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Table 1: Fitting parameters of spectroscopic ellipsometry measurements for different structures.

Sample Laws Cauchy parameters Lorentz parameters

PVP 40,000 g·mol−1 Cauchy B = 0.0053 μm2, C = 0 μm4

PVP 55,000 g·mol−1 Cauchy B = 0.00709 μm2, C = 0 μm4

PVP 55,000 g·mol−1

+ 20 nm nanospheres
Cauchy
+ 1 Lorentz

B = 0.00544 μm2, C = 0 μm4, n∞ = 1.57 f = 0.005, E0 = 3.09 eV, Γ = 0.41 eV, ε∞ = 0.0002

PVP 55,000 g·mol−1

+ 25 nm nanoprisms
Cauchy
+ 1 Lorentz

B = 0.00502 μm2, C = 0 μm4, n∞ = 1.56 f = 0.003, E0 = 1.9 eV, Γ = 0.32 eV, ε∞ = 0.0066

thin film layers or the thickness of known materials. Indeed, the

thickness and the optical indices of the thin film layer are

coupled parameters and cannot be controlled simultaneously.

To obtain the real and imaginary part of the optical index of the

thin films, variable angle spectroscopic ellipsometry (VASE)

measurements were performed with a Semilab rotating compen-

sator ellipsometer. The incident beam was focused on a

micrometer sized spot diameter of the sample (about 100 μm).

We measured the polarization change of light upon reflection

on a sample in the visible wavelength range at which the silver

NP absorb: 350–950 nm at incident angles of 65°, 70°, 71°, 72°,

73°, 74° and 75°. This polarization change depended on the

amplitude and phase variations of the electric fields for p- and

s-polarization. More details on spectroscopic ellipsometry can

be found in textbooks [23,24].

For data analysis, the films were considered as an effective me-

dium having properties including those both of the NPs and the

polymer, as has been previously reported [19,20,25,26]. The

optical modeling was developed using SEA (WinElli3) soft-

ware. This software uses the Levenberg−Marquardt algorithm

[27] to minimize the mean squared error (MSE) between the

measured and calculated ellipsometric data, Ψ and Δ. To verify

the validity of our mathematical model, transfer matrix method

(TMM) calculations of the reflectance were compared with re-

flectance measurements carried out on a spectrophotometer

(Lambda 950, PerkinElmer).

It should be noted that the complex refractive index  is

, where n is the frequency-dependent real refractive

index, and k is the frequency-dependent extinction coefficient.

PVP host matrix
To maximize the influence of the nanospheres and nanoprisms

on the light interaction, the NP host matrix must be a trans-

parent, non-absorbing polymer in the visible wavelength range.

Furthermore, the matrix should be a mild environment for the

NPs and help the adherence of the NPs to the substrate [28].

Attempts to deposit the nanoparticles directly on the substrates

did not succeed as the optical properties of the measured sub-

strates did not show any nanoparticle optical signature. PVP is

commonly used to stabilize silver NPs [29,30]. PVP is also a

flexible polymer [31], thus the integration of plasmonic proper-

ties into this flexible matrix could be interesting for flexible

devices.

First, the polymer alone was studied. To obtain a complete

understanding of the host matrix, PVP of different molar

weights, 40,000 g·mol−1 and 55,000 g·mol−1, were deposited in

thin film layers. In order to determine the optical indices of the

films as a function of the molar weight, a dispersion model

based on the Cauchy mathematical law was used for each

sample:

(2)

where n is the refractive index varying with the wavelength, n∞

is the refractive index at infinite energy, and B and C are two

constants. The extinction coefficient of the host matrix is zero

in the visible wavelength range, i.e., the absorption of the

heterogeneous thin films will be only due to plasmonic effects.

The parameters for the Cauchy law are listed in Table 1. The

measured refractive indices (Figure 2) indicate a dependence on

the molar weight. With increasing molar weight, the material

fraction in the layer changes, leading to a higher refractive

index. The choice of the molar weight therefore has importance

when considering the optical properties of the thin film layers.

In the following, the PVP of molar weight of 55,000 g·mol−1

was be chosen for experimental reasons. Taken together, the

host matrix was characterized by spectroscopic ellipsometry

and fitted by a non-absorbing Cauchy law. The absorption of

the thin film layer was derived from the presence of the silver

NPs.

Heterogeneous thin film layers
By embedding NPs into the non-absorbing polymer host matrix,

the absorption of light was induced at specific plasmonic wave-

length resonances. In order to determine the optical indices of

the films containing NPs, the thin film layer was visualized as
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Figure 2: Real and imaginary optical indices of PVP of 40,000 and
55,000 g·mol−1 average molar weight, fitted by a non-absorbing
Cauchy law.

an effective medium [32-36]. A dispersion model based on a

non-absorbing Cauchy mathematical law and one or more

Lorentz mathematical laws was used. The Lorentz oscillator

model is derived from the classical theory of interaction be-

tween light and matter [27]. As it describes the dipolar frequen-

cy-dependent polarization due to bound charges, it represents

well the plasmonic behavior of metal NPs. The Lorentz model

influences both the real and imaginary part of the dielectric

function as

(3)

where f is the oscillator strength, E0 (in eV) is the resonant

energy of the oscillator, Γ (in eV) is the broadening of the oscil-

lator and ε∞ is the high energy dielectric constant.

We focused on the plasmonic properties of the silver NPs in the

visible wavelength range. Therefore, the Lorentz model was

sufficient to account for the optical properties of the NPs, and

the electronic intraband transitions occurring in the UV [27]

were not considered in this study. The resonant energy and the

broadening width of the oscillator were deduced from the

absorption energy of the NPs. The oscillator strength was the

only parameter varied as function of the size and shape of the

embedded NP.

By a mathematical addition of the Cauchy and the Lorentz laws,

we noticed that the two constants (n∞ from the Cauchy model

and ε∞ from the Lorentz model) are only contained in the real

part of the dielectric constant and correspond to an offset.

Nanospheres of 10 nm diameter were included in a

55,000 g·mol−1 PVP layer on a silicon substrate. Spectrophoto-

metric measurements indicated that these nanospheres in PVP

absorbed at 405 nm, i.e., the oscillator in the Lorentz model was

centered at an energy of 3.06 eV. The thickness of the thin film

layer, determined by a mechanical stylus profilometer (Brucker

Decktak XT), was 190 ± 5 nm. The fitting parameters are sum-

marized in Table 1.

Nanoprisms of 25 nm edge size were deposited into a

55,000 g·mol−1 PVP layer. Their absorption in the PVP layer

was centered at 650 nm or 1.9 eV. The thin film layer thickness

was 230 ± 5 nm. To fit the data, the Cauchy parameter B was

varied. The introduction of the silver NPs reduces the amount of

PVP, therefore the value of B was affected in comparison with

the fit parameters of the PVP layer alone. The parameters of the

Lorentz law, E0 and Γ, were fixed by the knowledge of the

dipolar absorption peak wavelength of the corresponding NPs in

PVP. The strength of the oscillator was varied in function of the

NP density in the thin film layer.

Surprisingly, the nanoprisms were modeled with a single

Lorentz law, accounting for the dipolar plasmonic resonance at

700 nm. Adding a second Lorentz law, accounting for

quadrupolar resonances of the prisms, did not improve the

fitting. The second law increases the number of variables from

six to nine, but the RMSE did not decrease and the correlation

coefficient R2 did not increase. This leads to the question

whether the shape has an influence on the optical indices of the

heterogeneous layers or only the size. According to the above

samples, only the size has an influence and a single Lorentz law

models the plasmonics signature of the NPs.

The fit to the data for the nanospheres in PVP was optimized up

to a R2 = 99.45% and a RMSE = 2.1 and up to R2 = 99.44% and

RMSE = 1.9 for the nanoprisms in PVP. The obtained optical

indices were then used to calculate the reflectance using a TMM

calculation. The calculated reflectance was compared to the

measured reflectance (Figure 3) in order to validate the mathe-

matical laws used to model the thin film layer.

With the fit quality optimized, the comparison between the

measured and calculated reflectance is necessary to verify the

physical validity of the fit. The two curves follow the same ten-

dency. The slight discrepancy in the reflectance spectra could

be attributed to the measurement or to diffusion phenomena in-
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Figure 3: (a) Optical indices n and k, (b) reflectance measured and calculated by TMM for heterogeneous layers with nanospheres, (c) optical indices
and (d) reflectance measured and calculated for heterogeneous layers with nanoprisms.

duced by the NPs, which is not taken into account in our ellip-

sometry model.

In summary, the complex optical index of silver nanospheres

and nanoprisms embedded into a transparent, non-absorbing

polymer layer were modeled by the mathematical addition of

the Cauchy law, accounting for the optical properties of the

polymer, and the Lorentz law, centered at the dipolar absorp-

tion wavelength of the embedded NPs. The addition of further

Lorentz law accounting for higher order resonances or intra-

band transitions occurring in the UV did not improve the

data fit for this specific density of nanoprisms. Further Lorentz

laws might be necessary to account for other absorption peaks

when the density of nanoparticles in the thin film layer is in-

creased.

Conclusion
In conclusion, chemically synthesized nanospheres and nano-

prisms were embedded in a transparent, non-absorbing PVP

layer. Spectroscopic ellipsometry measurement results were fit

in the scope of an effective medium theory with the mathemat-

ical addition of the Cauchy law and a single Lorentz law. This

model is based on a multiple oscillator approach, where the

effective dielectric function is the simple addition of the dielec-

tric function of one or more Lorentz oscillators. Since the nano-

particles are randomly distributed in the layer, the effective

dielectric constant accounts for the averaged optical response of

the nanoprisms. A single Lorentz oscillator is required to fit the

nanospheres and nanoprisms in PVP. This easy method allows

us to obtain the optical indices of thin films with complex inclu-

sions. The question arising from these results is whether the

shape of the NP matters when embedded in a thin film layer.

Further studies with additional shapes of NPs will be required to

generalize our results, that is, the determination of whether only

the size matters. The precise knowledge of the morphology of

our structures, through AFM or TEM studies, may improve our

optical models in the future.

Experimental
Synthesis of nanoparticles
The NPs were synthesized by the reduction of silver ions by so-

dium borohydride at room temperature in water. The nano-

spheres were synthesized in a one-step method [17]. The nano-

prisms were created in a two-step seed-based method [18]. By

depositing the nanospheres directly onto the substrate, their size

was determined by atomic force microscopy (AFM, Figure 4).



Beilstein J. Nanotechnol. 2017, 8, 1065–1072.

1071

Figure 4: AFM topography of the nanospheres on a substrate.

The synthesized nanospheres have a diameter of 20 nm. The

nanoprisms were equilateral and their edge size varied from 10

to 100 nm depending on the quantity of seed taken in the second

step of the synthesis [18,37]. Their thickness was constant and

found to be 10 nm. The NPs were stabilized by citrates and

PVP. The colloidal solutions were washed by successive

centrifugation steps and redispersed in ethanol.

Host matrix
PVP was chosen as the host matrix due to its transparent and

non-absorbing properties in the visible range. Furthermore, the

pyrridil group has strong affinity to metals, such as silver NPs

[28]. A few microliters of a highly concentrated PVP solution

(40 g/L) in ethanol, was added to the washed NPs.

Deposition of thin film layers
The substrates were chosen according to the measurements per-

formed afterwards. Indeed, spectrophotometer measurements

require a transparent substrate, therefore microscopic glass

slides (VWR international) were used. Spectroscopic ellipsom-

etry required a high optical index difference between the sub-

strate and the thin film layer, thus a silicon wafer was chosen.

The substrates were cleaned in an ultrasonic bath in acetone and

ethanol, dried by nitrogen flow and an oxygen plasma. The

latter step also increased the wettability of the substrate.

The deposition of the thin film layers was performed by spin

coating. The spin coating speed was set to 500–1000 rpm, in

order to obtain layers of a few hundred micrometers thickness.

The deposition technique yields homogeneous thin film layers

in the center of the sample where the optical measurements are

performed. Nevertheless, every measurement was repeated at

least twice on two different areas to avoid thickness-dependent

artefacts. The thickness and homogeneity of the thin films were

determined by a mechanical stylus profilometer (Brucker

Decktak XT).
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Abstract
Diamond nanoparticles, known as nanodiamonds (NDs), possess several medically significant properties. Having a tailorable and

easily accessible surface gives them great potential for use in sensing and imaging applications and as a component of cell growth

scaffolds. In this work we investigate in vitro interactions of human osteoblast-like SAOS-2 cells with four different groups of NDs,

namely high-pressure high-temperature (HPHT) NDs (diameter 18–210 nm, oxygen-terminated), photoluminescent HPHT NDs (di-

ameter 40 nm, oxygen-terminated), detonation NDs (diameter 5 nm, H-terminated), and the same detonation NDs further oxidized

by annealing at 450 °C. The influence of the NDs on cell viability and cell count was measured by the mitochondrial metabolic ac-

tivity test and by counting cells with stained nuclei. The interaction of NDs with cells was monitored by phase contrast live-cell

imaging in real time. For both types of oxygen-terminated HPHT NDs, the cell viability and the cell number remained almost the

same for concentrations up to 100 µg/mL within the whole range of ND diameters tested. The uptake of hydrogen-terminated deto-

nation NDs caused the viability and the cell number to decrease by 80–85%. The oxidation of the NDs hindered the decrease, but

on day 7, a further decrease was observed. While the O-terminated NDs showed mechanical obstruction of cells by agglomerates

preventing cell adhesion, migration and division, the H-terminated detonation NDs exhibited rapid penetration into the cells from

the beginning of the cultivation period, and also rapid cell congestion and a rapid reduction in viability. These findings are dis-

cussed with reference to relevant properties of NDs such as surface chemical bonds, zeta potential and nanoparticle types.

1649

Introduction
Carbon-based materials in the form of nanostructures are

showing great promise as engineering and biomedical materials

[1]. Moreover, diamond represents a new class of material with

properties that are tailorable on demand [2]. This work investi-

gates the use of diamond nanomaterials, or nanodiamonds

(NDs), especially in life sciences, tissue engineering and regen-
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erative medicine [3-6]. Diamond is biocompatible [7,8], and for

advanced biomedical applications, it is particularly promising in

its nanostructured forms (nanoparticles, nanostructured

diamond films and composite scaffolds) [9].

ND particles can act in the single particle form (bioimaging and

biosensing) [10,11], can serve as a stable delivery platform for

therapeutic antibodies [12], or can be incorporated into various

materials, for example, films for potential implant coatings [13].

Nanodiamond-based drug delivery has been mainly developed

for advanced tumour therapies and for localized drug delivery

[3,14]. Due to their stable and controllable photoluminescence,

NDs are also highly promising for advanced photonic and bio-

imaging techniques [15,16] and for nanoscale sensing [17,18].

There are various types of NDs, but two main groups can be

identified on the basis of their synthesis procedure. The first

group of NDs are those synthesized by the detonation method

[19], where even sub-nanometer detonation nanodiamond parti-

cles (DNDs) are produced [20]. A typical size distribution has a

maximum DND diameter of around 5 nm. The second group of

NDs are prepared by mechanical grinding of high-pressure

high-temperature (HPHT) diamond crystals [21]. The HPHT

ND particle size distribution can be mechanically controlled

down to approximately 20 nm, or by further post-processing

down to 1 nm, as has recently been reported [22].

NDs typically contain impurities, such as other carbon

allotropes, various oxides or carbides (i.e., carriers of various

functional surface groups) [3,23]. Therefore, for use in biologi-

cal or biomedical studies, NDs need to be extensively purified.

Numerous methods exist for removing non-diamond carbon

components based on treatment with various oxidizers, such as

peroxides, acids and ozone-enriched air [3,24,25]. Oxidation in

air at elevated temperature is a good method for effective sp2

carbon removal [26,27], particle size reduction [22] and surface

oxidation (i.e., the surface is covered by defined starting func-

tional groups).

The cytotoxicity of NDs depends on their origin (i.e., DNDs or

HPHT NDs), their size (distribution), their tendency to form

aggregates (surface charge), the presence of impurities, and sur-

face functionalization groups. Adverse effects on cell viability

have been reported when using DNDs [24,28-32], while HPHT

NDs often appear to be nontoxic [33,34]. Factors influencing

the cytotoxicity of nanoparticles are their size [24,35,36] and

surface functionalization [37].

In this work, we focus on cytotoxicity studies of NDs as a func-

tion of their synthesis route (DNDs versus HPHT NDs), their

concentration in the medium (from 10 to 1000 mg/mL, 3 to

300 µg/cm2), their size (5 nm DND, 18–210 nm HPHT NDs)

and their surface potential/termination (as-received and oxygen-

terminated). The cytotoxicity of NDs against the SAOS-2

human osteoblastic cell line is evaluated in this work by

counting adherent cells and by a mitochondrial metabolic activi-

ty test (MTS) after 3 and 7 days. Both the cell count and mito-

chondrial activity are positively correlated with the cell viability

and are negatively correlated with the material cytotoxicity. The

live-cell imaging method was used for observing the intake of

NDs into the cells. The results were evaluated on the basis of

particle size, surface potential, surface functional groups, and

the concentration of the ND suspension.

Results and Discussion
Influence of particle size and concentration
Figure 1 shows the results of a cell mitochondrial activity test

(upper row ) and a cell nuclei count (lower row) after 3 days of

cultivation for three different concentrations of 10, 100 and

1000 µg/mL (3, 30, and 300 µg/cm2) as a function of HPHT

ND (labeled as MR-xx) particle size. Both tests proved almost

no ND size or concentration dependence on cell viability after

3 days of cultivation within the measurement error. Only at the

highest concentration of NDs (1000 µg/mL, 300 µg/cm2), the

mitochondrial activity and the cell number showed a tendency

to decrease in certain ND groups. However, these differences

were not statistically significant. This decrease could be due to

the obstruction of access to nutrients or scavenging of nutrients

and growth factors from the cultivation medium by the NDs. A

high ND concentration can also express chemical toxicity based

on the production of reactive oxygen species.

Figure 1: Viability of SAOS-2 cells incubated with HPHT NDs for three
concentrations as a function of the mean particle diameter after
3 days. (Upper row) results of an MTS assay, (lower row) results of cell
counting after cell staining. The results are given as the mean ± SD
from 3 experiments, each performed in sextuplicate. ANOVA, Tukey
HSD post-hoc test. “*” indicates a significant difference from MR-18 at
a concentration of 1000 µg/mL (p < 0.05).
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Figure 2 shows the results of a cell mitochondrial activity test

(upper row) and counting of the cell nuclei (lower row) after

7 days of cultivation for three different concentrations of 10,

100 and 1000 µg/mL (3, 30, 300 µg/cm2) as a function of

HPHT ND particle size. Again, no dependence of the ND size

or concentration was observed for 10 and 100 µg/mL (3 and

30 µg/cm2) suspension concentrations after 7 days. However, a

concentration-dependent toxic effect of HPHT NDs was

revealed after 7 days of cultivation, where the viability of the

cells cultivated in the 1000 µg/mL (300 µg/cm2) suspension

reduced by 25% when evaluated by MTS and by 35% when

evaluated by the cell counting experiment. This pronounced

effect may have been caused by the previously mentioned

obstruction of access to nutrients by nutrient scavenging or by

reactive oxygen species. Alternatively, it could have been

caused just by mechanical obstruction of the cell adhesion and

division by ND agglomerates, as confirmed by live-cell

imaging. A similar effect was also observed in human

osteoblast-like MG 63 cells cultured in a medium with multi-

walled carbon nanotubes (MWCNTs) at concentrations of 4, 40,

400, 4000 and 40000 µg/mL. On days 1, 3 and 7 after seeding,

the number of MG 63 in the media with 4 and 40 µg/mL of

MWCNTs was similar to or even higher than in the control

cultures without MWCNTs, while at higher concentrations of

MWCNTs, it decreased in a concentration-dependent manner.

This was explained by the fact that MWCNTs at higher concen-

trations covered most of the bottom of the culture well and left

only limited space for cell attachment and spreading [38].

Figure 2: Viability of SAOS-2 cells incubated with HPHT NDs at three
concentrations as a function of the mean particle diameter after
7 days. (Upper row) results of the MTS assay; (lower row) results of
cell counting after cell staining. The results are given as the
mean ± SD from 3 experiments, each performed in sextuplicate.
ANOVA, Tukey HSD post-hoc test. “*” indicates a significant differ-
ence from MR-18 at a concentration of 1000 µg/mL (p < 0.05).

Influence of particle type
Figure 3 and Figure 4 show a comparison between the cell

metabolic activity test (upper row) and counting of the cell

Figure 3: Viability of SAOS-2 cells incubated with NDs at three con-
centrations as a function of ND type and surface treatment after
3 days. (Upper row) results of the MTS assay; (lower row) results of
cell counting after nuclei staining. The results are given as the
mean ± SD from 3 experiments, each performed in sextuplicate.
ANOVA, Tukey HSD post-hoc test. “&” - significant difference from
NA-5 100 µg/mL (p < 0.05), “*” - significant difference from all other
measurements (p < 0.01), “#” - significant difference from all other
measurements except for NA-5 100 µg/mL (p < 0.01), “@” - significant
difference from MR-50 10 and 100 µg/mL, AR-40 10 µg/mL (p < 0.05).

Figure 4: Viability of SAOS-2 cells incubated with NDs for three con-
centrations as a function of ND type and surface treatment after
7 days. (Upper row) results of the MTS assay; (lower row) results of
cell counting after nuclei staining. The results are given as the
mean ± SD from 3 experiments, each performed in sextuplicate.
ANOVA, Tukey HSD post-hoc test. “a” - significant difference from
NA-5 1000 µg/mL and NR-5 1000 µg/mL p < 0.01, “&” - significant
difference from MR-18 1000 µg/mL, NA-5 100 and 1000 µg/mL, NR-5
100 and 1000 µg/mL (p < 0.05), “%” - significant difference from
AR-40, MR-18 10 µg/mL, NA-5 10 µg/mL and NR-5 10 µg/mL
(p < 0.05), “*” - significant difference from control, all 10 µg/mL mea-
surements and all MR and AR 100 µg/mL measurements (p < 0.01),
@ - same as “*” + MR-50 1000 µg/mL (p < 0.01), “$” - significant differ-
ence from 1000 µg/mL (p < 0.01), “#” - significant difference from all
AR-40 and from all 100 and 1000 µg/mL concentrations, with the
exception of MR-50 (p < 0.05).

nuclei (lower row) for three different concentrations of 10, 100

and 1000 µg/mL (3, 30 and 300 µg/cm2) as a function of ND

type and surface treatment after 3 days (Figure 3) and 7 days
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(Figure 4) of cultivation. Three ND types with differing charac-

teristics were selected: non-luminescent HPHT NDs of two di-

ameters as described in the previous section (MR-18 and

MR-50), HPHT NDs with photoluminescent nitrogen-vacancy

(N-V) centers (AR-40), and detonation NDs with hydrogen

termination (NR-5, as-received) and with oxygen termination

(NA-5, annealed).

First, we compared the photoluminescent HPHT NDs (AR-40)

with non-luminescent HPHT NDs of similar size (MR-50) and

of smaller size (MR-18). The photoluminescent NDs AR-40

were available only in two concentrations: 10 and 100 µg/mL (3

and 30 µg/cm2). Both HPHT ND types were oxidized. Neither

of the HPHT NDs are cytotoxic in low and medium concentra-

tions after 3 and 7 days of cultivation. A visible decrease in cell

viability can be observed with the highest ND concentration of

MR-50 and 18. The decrease was statistically insignificant after

3 days (Figure 3). However, after 7 days the cell viability had

decreased significantly (Figure 4) in comparison with the

control cells in the pure culture medium and in comparison with

the other concentrations of MR. The similar cytotoxicity of

these HPHT NDs is probably caused by the similar production

method, which results in oxidized surface termination and sur-

face energy of the NDs. The presence of photoluminescent N-V

centers had no negative effect on cell viability in the concentra-

tions studied (3 µg/cm2 and 30 µg/cm2).

Similar to the other HPHT NDs with an oxidized surface, the

NDs with N-V optical centers expressed no significant toxicity

when compared with the ND-free living control (i.e., cells

grown in polystyrene wells in a medium without diamond nano-

particles). Similar results were also obtained in a study by

Vaijayanthimala et al. [11], in which the proliferation of HeLa

cells and 3T3-L1 pre-adipocytes exhibited no significant differ-

ence in cultures exposed and unexposed to photoluminescent

nanodiamonds. This positive effect can be attributed to the fact

that the mechanism of the ND uptake was clathrin-mediated

endocytosis, that is, a physiological cellular mechanism for

internalization of various bioactive substances from the extra-

cellular environment. The negligible difference in cytotoxicity

is caused by the similar production method, surface termination

and energy of the NDs.

The surface termination of the two HPHT ND types is similar,

despite the fact that the photoluminescent NDs were further

postprocessed utilising methods influencing the bulk of the NDs

(formation of vacancies, and N-V sites supported by high-tem-

perature annealing in vacuum) [39]. This was confirmed by the

fact that there was no obvious difference in the FTIR spectra

between the MR-18 sample and the AR-40 sample. The zeta

potential of MR-type NDs were negative, typically in the range

of −20 to −40 mV [40,41], comparable with the −37 mV zeta

potential value of the AR-40 sample. The stock concentration of

AR-40 did not allow us to test the effect of the highest ND con-

centration (1000 µg/mL, 300 µg/cm2).

Next, we compared the influence of surface treatment by evalu-

ating NR-5 and NA-5 samples (i.e., samples of detonation NDs

as-received and treated by annealing, respectively). These deto-

nation NDs in their as-received state have a positive zeta poten-

tial, which is characteristic for hydrogenated NDs. The XPS

analysis indicated a mixture of hydrogen and oxygen states on

the surface. They were fully oxygenated by annealing at high

temperature. The viability of the cells cultivated with NR-5

(100 and 1000 µg/mL, 30 and 300 µg/cm2) had already reduced

by 80–85% after 3 days of cultivation. However, the annealing

of these DNDs (NA-5) reduced their toxicity significantly by

30%. This effect could still be observed after 7 days of cultiva-

tion, where the cytotoxicity of air-annealed DNDs decreased by

25% for a 100 µg/mL (30 µg/cm2) suspension, and by 30% for

a 1000 µg/mL (300 µg/cm2) suspension. The particle size

should be same as these samples are produced from the same

batch of DND powder. The main difference lies in the surface

termination and energy. The surface termination differs mainly

in antisymmetric and symmetric CH2, CH3 (decrease), C═O

(increase) and strong overlapping C–O, C–C bonds with air oxi-

dation [42]. The oxidation of DNDs has a strong impact on their

zeta potential, which influences the aggregation or the selection

of adhered proteins from the culture medium. The as-received

DNDs have a strongly positive zeta potential of ≈40 mV, while

oxidation reverses it to approximately −40 mV [41].

The cell surface charge is influenced by the actual biochemical

composition of the cytoplasmic membrane and the state of the

cell. It is an important biophysical parameter influencing the

interaction with the cell surroundings.

The cell surface charge (zeta potential) of human cells was be-

tween −20 and −30 mV caused by the presence of noniono-

genic groups within phospholipids, proteins, and their polysac-

charide conjugates [43]. Thus, we can expect similar zeta poten-

tial values for SAOS-2 cells, which are comparable with HPHT

NDs and annealed DNDs, (i.e., negatively charged nanoparti-

cles). It is known that negatively charged nanoparticles are less

attractive for binding to the cell membrane than positively

charged nanoparticles, which can be internalized more rapidly

[44]. Positively charged nanoparticles have been reported to

improve the efficacy of imaging, gene transfer and drug

delivery. However, at the same time, negative effects like

impaired integrity of cytoplasmic membrane and damage of

other membranous organelles like mitochondria and lysosomes

were observed. Also, more autophagosomes were produced by
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Figure 5: Phase contrast images of photoluminescent NDs (AR-40, 100 µg/mL) incubated with SAOS-2 cells after 3 days (left) and after 7 days
(right).

the cells cultivated with positively charged nanoparticles ([45]

or for a review see [46]). Hydrogenated positively charged ND

particles impaired the radio-resistance of cancer cells and poten-

tiated radiation-caused DNA damage and the generation of

cytotoxic reactive oxygen species [47]. Thus, the positive

charge of our as-received DNDs could, at least partly, explain

their more pronounced cytotoxic effect than that observed in

negatively charged annealed DNDs.

Finally, we can compare the NDs produced by mechanical

grinding and by the detonation method, MR-18 and NR-5, re-

spectively. Here, the main differences are in the production

method and the particle size (18 nm and 5 nm), while the effect

of surface termination is minimized due to air annealing [42].

We have shown that air annealing of as-received DNDs reduced

mainly bands in the 2800–3000 cm−1 region corresponding to

CH2 and CH3 stretching vibrations, and they give rise to a C═O

stretch at 1775 cm−1, C–O stretch at 1294 cm−1, and a C–O–C

stretch at 1077 cm−1.

This produces surface termination similar to that of the

as-received HPHT NDs (compare Figs. 1 in [42] and [40]). The

zeta potentials have almost the same value of −40 mV for both

ND types [41]. This explains the similarity in cytotoxic behav-

iour, where annealing of DNDs reduced their toxicity signifi-

cantly. A decrease in the cytotoxicity is still observable after

7 days of cultivation (a 40% reduction), likely because some

CH2, CH3 and C–H stretch bands remain and some differences

in particle diameter. Finally, the dependence of the concentra-

tion on the cell viability was again most pronounced for the

highest concentration (1000 µg/mL, 300 µg/cm2).

Live-cell imaging of diamond nanoparticle
uptake
Live-cell imaging (see Supporting Information File 1 and Sup-

porting Information File 2 for full experimental data) con-

firmed the formation of DND aggregates in the suspension

(10 µg/mL, 3 µg/cm2). Particle aggregates are collected by cells

from their surroundings. DNDs then accumulate on their sur-

face and are endocytosed during the experiment. The accumula-

tion and the cytotoxicity of the DNDs in the cell depends on

their surface termination.

Live-cell imaging of SAOS-2 cells with as-received DNDs

(NR-5, see Supporting Information File 1) reveals rapid uptake

of NDs by the cells. The DNDs penetrated the cells early in the

experiment. The video begins with six living cells. The cells are

soon congested by the nanoparticles then their viability drops

rapidly. Five cells undergo cytokinesis, but at least half of the

cells are dead at the end of the experiment. In at least one or

two of the cases of cell death, an expelled cytoplast can be seen

exiting the cell membrane. This indicates uncontrolled cell

death and rupture. The remaining living cells have an elongated

shape due to the accumulated NDs which mechanically restrain

their spreading and migration [38].

Unlike NR-5, the air-annealed DND aggregates (NA-5, see

Supporting Information File 2) are not taken up by the cells as

rapidly as their non-annealed counterparts. The video starts with

a similar number of living cells as described above. The cells

undergo 14 cytokineses, and most of them survive until the end

of the video sequence. Only two or three cell death events can

be recognized in the video.

Photoluminescence of diamond
nanoparticles
Figure 5 shows fluorescence phase contrast images of osteo-

blasts and photoluminescent NDs (AR-40, 100 µg/mL,

30 µg/cm2) grown for 3 and 7 days. The images reveal the pres-

ence of NDs in the cells. The red photoluminescence signal

around the outside of the cell nuclei indicate that the NDs could

not penetrate the nuclear envelope and stay in the cytoplasm. A

certain amount of NDs are present outside the cells, probably in

the loose serum protein/ND aggregates or in cell debris. The
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well-spread osteoblasts are homogeneously and confluently dis-

tributed. Good cell adhesion and division confirms the viability

of the cells with photoluminescent NDs (AR-40).

Conclusion
A comparison of cell viability with various types of NDs

(HPHT, HPHT PL, DND) and surface termination and

energy showed that the toxicity is mostly dependent on particle

surface modification. In our study, oxygen termination emerges

as the best surface modification for ND particles from the point-

of-view of their biocompatibility. The viability of cells culti-

vated with positively charged as-received DNDs (100 and

1000 µg/mL, 30 and 300 µg/cm2) had already decreased after

3 days of cultivation. However, annealing these NDs reduced

their toxicity significantly. This effect could still be observed

after 7 days of cultivation.

A concentration-dependent toxic effect of HPHT NDs was

revealed after 7 days of cultivation when the viability of the

cells cultivated at a 1000 µg/mL (300 µg/cm2) concentration

reduced by 25–30% in comparison with 100 µg/mL and

10 µg/mL (30 µg/cm2 and 3 µg/cm2). This was associated with

the mechanical obstruction by NDs preventing cell adhesion,

migration and division.

In comparison with the results of our previous studies, the air

annealing of as-received DNDs reduced bands mainly corre-

sponding to CH2 and CH3 stretching vibrations, and gave rise to

C═O, CO and C–O–C stretch bands [41,42]. The zeta potential

was also reversed from positive values to negative values. Thus

the surface state of as-received DNDs is rendered similar to the

state of HPHT NDs with similar cytotoxicity results. A de-

crease in viability was still observable after 7 days of cultiva-

tion, mostly due to the remaining CH2, CH3 and C–H stretching

bands. The dependence of concentration on cell viability was

again observed.

The comparison of the viability of the cells cultivated with

various types of NDs indicates that the toxicity of NDs is proba-

bly dependent on the surface functional groups and the zeta

potential rather than on the diameter of the particles.

Live-cell imaging showed that as-received DNDs penetrated

rapidly into cells and caused rupture. O-terminated DNDs

aggregated into large clusters, and the cells internalized them at

a slower rate with a low impact on their viability for the first

3 days. After 7 days of cultivation, the MTS test revealed lower

cell viability for ND concentrations of 100 µg/mL and

1000 µg/mL (30 µg/cm2and 300 µg/cm2). Nevertheless,

O-termination increases the biocompatability of diamond nano-

particles and can be considered an advantageous modification.

Experimental
Origin and surface modification of diamond
nanoparticles
Nanodiamond particles produced by two different methods

were used: NanoAmando DNDs (NanoCarbon Research Insti-

tute, Japan) with a nominal diameter of 5 nm, HPHT NDs

(Microdiamant AG, Switzerland) with median sizes from

18–210 nm, and 40 nm HPHT NDs with N-V-based photolumi-

nescence (Adámas Nanotechnologies, USA). The particles were

used either as-received or were oxidised by air annealing at

450 °C for 30 min [48]. For the detonation nanodiamonds pur-

chased from NanoCarbon, the as-received nanodiamonds had a

mixture of hydrogen and oxygen states on the surface with a

positive zeta potential (characteristic for hydrogenated NDs). A

fully oxidized state was achieved by air annealing, which

resulted in oxygen-termination. The other diamond nanoparti-

cles, namely high-pressure high-temperature (HPHT) DNPs and

photoluminescent HPHT NDs, were oxidized in their as-deliv-

ered state.

Characterization of diamond nanoparticles
The size of the ND particles and their zeta potential was deter-

mined by dynamic light scattering (DLS) measurements in

water at 25 °C using a Nano-ZetaSizer (Malvern, UK) equipped

with an He-Ne laser. A separate disposable folded capillary cell

was used for each set of ND measurements to eliminate sample

cross contamination.

A Nicolet 8700 FTIR spectrometer (Thermo Scientific, USA)

was equipped with N2 purging, a KBr beamsplitter and an MCT

detector cooled by liquid nitrogen. 50 µL of the water suspen-

sion with NDs was applied on the Au mirror by the drop-casting

method just prior to the grazing angle reflectance FTIR mea-

surements. The optical absorbance was calculated in standard

absorbance units as A = −log(R/R0), where R is the spectrum

measured with NDs and R0 is the reference (background) spec-

trum recorded using the clean Au mirror before the NDs were

applied. In all cases, the spectra represent an average of

128 scans recorded with a resolution of 4 cm−1.

The basic characteristics and the notation of the NDs that were

used are summarized in Table 1. More data on ND characteriza-

tion by FTIR and XPS can be found in our previous works

[42,49].

Evaluation of cell viability
The cell viability upon exposure to the NDs was evaluated

using the SAOS-2 human osteoblastic cell line (European

Collection of Cell Cultures, Salisbury, UK, Cat. No. 89050205).

The SAOS-2 cell line was used for biocompatibility experi-

ments based on cell anchorage dependency and homogeneity.
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Table 1: Characteristics and notation of diamond nanoparticle (ND)
samples.

ND type Particle size [nm] Treatment Notation

HPHT NDs

18

as-received

MR-18
25 MR-25
50 MR-50
75 MR-75
90 MR-90
125 MR-125
210 MR-210

DNDs 5 as-received NR-5
5 annealed NA-5

HPHT PL NDs 40 as-received AR-40

Two complementary methods were used. The first method was

based on the mitochondrial metabolic activity test (MTS), while

the second method was based on counting adherent cells. The

cells were cultivated in the recommended McCoy’s 5A medi-

um (Sigma-Aldrich, USA) with 15% fetal bovine serum (FBS,

Sigma-Aldrich, USA). The cells were seeded at a density of

15000 cells/cm2 in a sterile 96-well plate (TPP, Switzerland)

and were cultivated for 24 h before the nanoparticles were

added. Cells from the 82nd passage to the 86th passage were

used for the experiments. The NDs were sonicated in a UP

100H sonicator (Hielscher, Germany) in sterile distilled water

in a stock concentration of 10 mg/mL, at 80 W for 30 min. The

stock ND suspension was sterilized by exposure to UVC light

(Esco germicidal lamp, spectrum peak at 253.7 nm) for 30 min.

The working concentrations of 10, 100 and 1000 µg/mL were

then diluted in the cultivation medium with FBS. The original

medium was aspired off the cells, and the medium with NDs

was pipetted onto the cells. The cells were cultivated with the

NDs for 3 and 7 days under standard cultivation conditions

(37 °C, 5% CO2). The cell metabolic activity (a marker of cell

viability and growth) was measured using the colorimetric MTS

test (CellTiter 96® - Promega, USA). The absorbance of the

colorimetric MTS test was measured at 490 nm, and a refer-

ence measurement was taken at 650 nm. This experiment was

repeated three times in sextuplicate for each experimental

group. The cells on the samples were then washed with phos-

phate buffered saline and were fixed with 4% paraformalde-

hyde for 10 min. The nuclei of the fixed cells were then stained

using Hoechst 33258 dye for cell counting. Micrographs of the

stained nuclei were acquired using an IX71 microscope

(Olympus, Japan) with a 10× lens. 12 micrographs were taken

for each sample. The cell nuclei were automatically counted

using open source ImageJ image processing software. Photolu-

minescence microphotographs of fixed cells co-cultivated with

photoluminescent NDs (AR-40), 100 µg/mL (30 µg/cm2), were

also taken using an IX71 microscope (Olympus, Japan) with a

40× lens. The AR-40 NDs were excited by green excitation

light, and their red photoluminescence was collected through a

U-MWG2 filter cube (Olympus, Japan).

The statistical significance of the differences in the cell meta-

bolic activity and in cell number among the samples was evalu-

ated using ANOVA with the Tukey HSD post-hoc test.

Live-cell imaging
The live-cell imaging method was used for observing the ND

uptake in the cells. Live-cell imaging was again performed on

the SAOS-2 cell line. The cells were seeded on a 35 mm diame-

ter Petri dish with a 0.17 mm glass bottom and were cultivated

for 24 h. The ND suspension was prepared in the same way as

for the viability test. For live-cell imaging, only 10 µg/mL and

100 µg/mL concentrations were used. The live-cell imaging was

performed on the TE2000 microscope with 40× magnification,

(Nikon, Japan), Plan Fluor, ELWD objective (Nikon, Japan)

with phase contrast installed. The microscope was equipped

with a cell incubation chamber (Solent Scientific, UK) with

humidity regulation (95%), controlled temperature (37 °C) and

CO2 concentration (5%). The cells were photographed for 72 h

at 2 min intervals for the first 6 h and thereafter at 10 min inter-

vals.

Supporting Information
Supporting Information File 1
Live-cell imaging of NR-5 (10 µg/mL, 3 µg/cm2) uptake by

the SAOS-2 cells.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-165-S1.avi]

Supporting Information File 2
Live-cell imaging of NA-5 (10 µg/mL, 3 µg/cm2) uptake

by the SAOS-2 cells.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-165-S2.avi]

Supporting Information File 3
FTIR comparison of MR-18 and AR-40 nanodiamonds.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-165-S3.png]

Supporting Information File 4
Live-cell imaging of SAOS-2 cells after three days without

nanodiamonds.

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-8-165-S4.avi]
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