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Nanotribology is a young and dynamic field of research which

aims to investigate friction, wear and adhesion phenomena

down to the nanometer scale. Since these phenomena occur in

all natural, artificial or conceptual situations involving two sur-

faces (at least) in contact or in close proximity to each other, it

is not surprising that, knowingly or not, many physicists, mate-

rials scientists, mechanical engineers or chemists have to

contend with these topics sooner or later in their careers.

This Thematic Series is intended as an “invitation to nanotri-

bology” addressed to the attentive readership of the Beilstein

Journal of Nanotechnology. The first goal of this Thematic

Series is simply to make more colleagues and students aware of

the existence of this fascinating subject, which, in spite of its

universality, is often considered as a niche topic even at presti-

gious scientific conferences. The second goal, which is closely

related to the first one, is to provide fresh examples of the most

recent advancements in the field worldwide. This is substanti-

ated in a series of ten original contributions whose authors are

quite well distributed around the world (from India, China,

Argentina, Cameroon, Russia and USA back to many countries

in Old Europe).

The covered topics include lubrication, surface preparation and

theoretical models of friction at the nanoscale. Regarding the

first topic, this Thematic Series gives examples of cutting-edge

aqueous solutions including nanodiamonds [1] and novel mate-

rials such as nitrogen-doped graphene oxide [2] and imida-

zolium-based ionic liquids [3] used as additives to mineral oils.

Standard large-scale applications to steel surfaces, but also to a

material of key importance in micro- and nanoelecromechan-

ical systems, i.e., silicon oxide, are recognized. The quality of

the surface condition is addressed experimentally by the exam-

ple of cryogenically treated martensitic stainless steel [4] and

theoretically by an analysis of the influence of micro-dimple

textures on hydrodynamic lubrication [5]. On a more funda-

mental level, different authors have modeled the influence of

electrical double layers on hydrodynamic lubrication [6], the
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occurrence of a second-order phase transition in ultrathin lubri-

cant films [7] and the velocity dependence of dry friction on

crystal surfaces at the atomic scale [8].

While many experimental techniques for materials characteriza-

tion are those typical of surface science (e.g., X-ray diffraction,

SEM, TEM, XPS and Raman spectroscopy), more specific to

nanotribology are nanoindenters, nanotribometers, quartz force

microbalance and especially atomic force microscopy (AFM),

which, without a doubt, has triggered a true revolution in our

understanding of friction at the atomic scale. This is exempli-

fied by the lattice resolved friction force images on oxidized

silicon surfaces in the tribochemistry study presented by the

Bennewitz group [9]. On a larger scale, alternative surface scan

methods (e.g., circular mode AFM) for investigation of abra-

sive wear are proposed by Noel et al. [10].

Considering the interdisciplinary nature of the subject, and the

variety of materials, lubricants, and possible applications, the

previous examples, in spite of their high quality, are still not

enough to achieve our goals. For this reason, the research arti-

cles in this Thematic Series are complemented by a rather

comprehensive but concise review paper [11], which was born

out of the collaboration of nine researchers (experimentalists

and theoreticians) within the European COST Action MP 1303

“Understanding and Controlling Nano and Mesoscale Friction”,

which ran from 2013 to 2017. Here the covered topics include

but are not limited to controlled manipulation of nanoparticles,

optically trapped colloidal and ionic systems, superlubricity of

graphene, sliding friction of organic molecules, charge density

waves, and perspectives of tuning friction using photo-assisted

reactions.

Hopefully, new ideas and further research work will be stimu-

lated from this Thematic Series, which could not have come to

light without the contributions of all authors and the constant

support from the Beilstein-Institut and specifically, Dr. Wendy

Patterson and Dr. Uli Fechner.

Enrico Gnecco, Susan Perkin, Andrea Vanossi, and Ernst

Meyer

Jena, Oxford, Trieste and Basel, August 2018
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Abstract
The present paper describes a facile synthesis method for nitrogen-doped reduced graphene oxide (N-rGO) and the application of

N-rGO as an effective additive for improving the tribological properties of base oil. N-rGO has been characterized by different

characterization techniques such as X-ray diffraction, scanning electron microscopy, transmission electron microscopy, X-ray

photoelectron spectroscopy and Raman spectroscopy. N-rGO-based nanolubricants are prepared and their tribological properties are

studied using a four-ball tester. The nanolubricants show excellent stability over a period of six months and a significant decrease in

coefficient of friction (25%) for small amounts of N-rGO (3 mg/L). The improvement in tribological properties can be attributed to

the sliding mechanism of N-rGO accompanied by the high mechanical strength of graphene. Further, the nanolubricant is prepared

at large scale (700 liter) and field trials are carried out at one NTPC thermal plant in India. The implementation of the nanolubri-

cant in an induced draft (ID) fan results in the remarkable decrease in the power consumption.

1476

Introduction
Advances in machine technology necessitate the reduction in

energy loss by improving the tribological performance. This

energy loss is caused primarily by friction and wear. The

employment of lubricants in machines reduces friction and

wear, which results in energy saving. However, the tribological

performance of conventional lubricants (water and oil) fails to

meet the demand of newly developed mechanical technologies.

Recent development in lubricant technology reveals that the
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tribological performance of conventional lubricants can be im-

proved by the addition of the solid particles [1-6]. When bound-

ary lubrication occurs the asperities of the sliding surfaces are in

direct contact with each other despite the presence of lubricant.

Thus, the load is actually carried by the surface asperities [7].

The addition of solid particles is advantageous in the boundary-

lubrication regime since the solid particles can move to the sur-

face-contact region and improve the lubrication. This type of

lubricants makes use of the ball-bearing mechanism and the

high mechanical strength of solid additives.

Several studies have been carried to investigate the tribological

performance of lubricant after the addition of solid particles.

Initially, most of the studies were concentrated on the carbon

C60 molecules as additive in lubricant oil [8-10]. Subsequently,

researchers studied the tribological properties of carbon-based

additives such as graphite [1], graphene [2,6], carbon spheres

[11,12] and carbon nanotubes [13-15]. In addition, several

reports are available on the tribological properties of nanolubri-

cant based on metals [16], metal oxides [17,18], MoS2 [4,19],

boron [20] and WS2 [21]. Among all the solid additives, 2D

graphene is a promising material to improve the tribological

performance because of its high surface area to volume ratio

and excellent mechanical strength. Lin et al. studied the tribo-

logical properties of modified graphene platelets dispersed in oil

and shows that the graphene platelets improved the wear resis-

tance and load-carrying capacity of the machine after the modi-

fication [22]. Song et al. compared the tribological properties of

multiwalled carbon nanotubes and graphene oxide nanosheets

as additives for water-based lubricants and found that graphene

oxide nanosheets improved the tribological properties more

than the carbon nanotubes [23]. Zhang et al. studied the tribo-

logical properties of an oil lubricant with oleic acid-modified

graphene and obtained 17% and 14% reduction in coefficient of

friction (COF) and wear scar diameter (WSD), respectively

[24]. Berman et al. studied the friction and wear characteristics

of 440C steel test pairs lubricated with graphene and found a

remarkable reduction in COF (from ca. 1 to ca. 0.15) and wear

[25]. In addition, there are several studies carried out on

reduced graphene oxide and revealed that the graphene is the

most promising material for enhancing the tribological perfor-

mance [6,22,23,26-38]. Recently, Jaiswal et al. reported the

tribological study on TiO2-reinforced boron/nitrogen co-doped

graphene oxide and revealed that the doping of reduced

graphene oxide with heteroatoms (nitrogen, boron, co-doped

nitrogen/boron) successively enhanced the antiwear properties

[39]. Considering aforesaid facts, the present work describes the

facile synthesis of nitrogen-doped reduced graphene oxide

(N-rGO) where the surface of graphene sheet is modified by

doping with nitrogen, which results in an excellent stability in

base oil. Moreover, the nanolubricants prepared by dispersing a

very small amount of N-rGO (3 mg/L) show a significant de-

crease in the COF (25%) and WSD (15%) and these are the

lowest values ever reported for COF for such a small amount of

N-rGO. The present work not only describes the tribological

performance of the nanolubricant but also reports the applica-

tion of the developed nanolubricant in an induced draft (ID) fan

and thus proves the potential towards commercialization. The

implementation of the prepared nanolubricants in the ID fan

results a remarkable reduction in the power consumption.

Experimental
Synthesis of N-rGO
The synthesis of graphene oxide using Hummers method is de-

scribed in Supporting Information File 1. Nitrogen-doped

reduced graphene oxide (N-rGO) was prepared from melamine

and GO. Melamine was used as nitrogen precursor. For this, the

GO and melamine were mixed thoroughly in 1:1 ratio. The GO

and melamine mixture was loaded into a tubular furnace.

Initially, argon gas was flushed inside the furnace for 10 min to

create an inert atmosphere. Afterwards, the temperature of the

furnace was raised to 500 °C and hydrogen gas was flowed

through for 30 min. At this temperature, GO was exfoliated into

few-layered reduced graphene oxide (r-GO). Further, the tem-

perature of furnace was increased to 700 °C. At this tempera-

ture, melamine was decomposed completely resulting in the

uniform doping of nitrogen in graphene. The final sample is

labeled as N-rGO. Figure 1 shows the schematic for the synthe-

sis of N-rGO.

Figure 1: Schematic illustration for the synthesis of N-rGO.

Characterization techniques
The powder X-ray diffraction (XRD) patterns were recorded in

the range of 2θ = 5° to 2θ = 90° using a Rigaku X-ray diffrac-

tometer. Raman scattering spectra of graphite, GO and N-rGO

were collected by using a WITec Raman spectrometer equipped

with Nd:YAG laser (λ = 532 nm). The surface morphology of

the sample was analyzed by using field-emission scanning elec-
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tron microscopy (FEI quanta FEG200). Transmission electron

microscopy images were taken using transmission electron

microscope (JEOL JEM-2010F) operated at 200 keV. X-ray

photoelectron spectroscopy was performed to confirm the pres-

ence of various elements. Nanolubricants were prepared by

using a probe sonicator (Sonics, 500 W).

Tribological testing
The tribological properties of nanolubricants were studied using

a four-ball tester (Magnum Engineers, Bengaluru, India). The

test balls are made of chrome steel alloy having a diameter of

12.7 mm according to ANSI standard. The measurements were

performed according to ASTM 5183 standard.

Nanolubricant preparation
Nanolubricants were prepared by dispersing N-rGO in oil using

probe sonication. The probe sonication was done for 30 min

with a 20 kHz frequency and a power of 500 W (20%) using

probe sonicator. Different nanolubricants with different

amounts of N-rGO were prepared and the stability of these

nanolubricants was checked by probing the settlement after one-

month time. Figure 2 shows the photographs of nanolubricants

prepared in base oil with different amounts of N-rGO with a

minimum of 3 mg/L and a maximum of 12.5 mg/L. The N-rGO

lubricants have a good stability as seen in Figure 2.

Figure 2: N-rGO dispersion nanolubricant at different concentration.

Friction and wear test
The COF and wear test of N-rGO nanolubricant was studied by

using a four-ball tester. In a four-ball tribotester, an upper ball

rotates with a specific speed against the three stationary balls at

an applied load. This rotation results in the friction and wears at

the contact points of the three stationary balls. For the present

study, the friction and wear tests were carried out at a rotating

speed of 600 rpm by applying a constant load of 400 N. The

tests were carried out for 60 min at 75 °C. Before carrying out

the measurements, the four test balls were ultrasonicated in

ethanol for 10 min and dried. The other components were

cleaned with ethanol and the cleaned three test balls were

clamped together in the ball-pot assembly. The test balls were

covered with nanolubricant for measurements. The fourth ball

was clamped in the upper holder and the constant load of 400 N

was applied. Figure 3 represents the schematic of the ball-pot

assembly in a four-ball tester.

Figure 3: Schematic of the ball-pot assembly in a four-ball tester.

Results and Discussion
Materials characterization
The XRD patterns of graphite, GO and N-rGO are depicted in

Figure S1 (Supporting Information File 1). The intense crys-

talline peak of graphite occurs at ca. 26°, which is the character-

istic peak of hexagonal graphite with a d-spacing of 0.34 nm.

Upon conversion of graphite into GO, the peak position shifts to

ca. 11° corresponding to an interlayer spacing of 0.79 nm. This

increase in d-spacing can be attributed to the intercalation of

–OH and –COOH functional groups in the graphite layers.

N-rGO shows a broad peak from ca. 15° to 36° with a d-spacing

of 0.37 nm. The decrease in the interlayer spacing from 0.79 to

0.37 nm suggests the removal of oxygen-containing functional

groups from the GO interlayer during exfoliation [40]. This

broad peak is also indicative of a loss of the long-range order in

graphene.

Raman spectroscopic measurements (Figure S2, Supporting

Information File 1) were performed at low laser intensities in

order to avoid the burning of samples. A highly intense peak is

observed for graphite at 1589 cm−1 corresponding to the

G band. The lack of D band peaks in graphite implies that the

graphite is defect-free. A shift of the G band of GO located at

1610 cm−1 is observed [40]. However, after reduction and

nitrogen doping, the peak corresponding to the G band shifted

back to 1589 cm−1, close to the value of graphite. The presence

of the D band, with an intensity comparable to that of the
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G band, in case of GO and N-rGO suggests that defects are

created during the chemical treatment.

SEM and TEM images of the N-rGO are shown in Figure S3

(Supporting Information File 1). N-rGO exhibits a wrinkled sur-

face, which can be attributed to the rapid removal of functional

groups during exfoliation. The size of N-rGO sheets is of a few

square micrometers. The samples for TEM analysis are pre-

pared by dispersing small amount of N-rGO in 2-propanol. The

dispersion is ultrasonicated for 10 min and then drop-cast over a

carbon-coated copper grid (200 mesh). TEM images shown in

Figure S3c,d (Supporting Information File 1) reveal that N-rGO

has few layers and shows folding at some places.

In order to confirm the nitrogen doping in N-rGO, X-ray photo-

electron spectroscopy was carried out. The XPS survey spec-

trum of N-rGO confirms the presence of carbon (87.5 atom %),

oxygen (8.9 atom %) and nitrogen (3.6 atom %) (Figure S4,

Supporting Information File 1). The high-resolution C 1s spec-

tra show three components corresponding to sp2 C=C bonds (at

284.6 eV), sp2 C=N bonds (at 285.9 eV) and sp3 C–N bonds (at

288.8 eV). The peaks at 285.9 and 288.8 eV can be assigned to

oxygen-containing functional groups, i.e., C=O and C–OH, re-

spectively [41]. The high-resolution N 1s spectrum of N-rGO is

deconvoluted into three peaks corresponding to graphitic N (at

401.1 eV), pyridinic N (at 398.2 eV) and pyrrolic N (at

400.1 eV).

Optimization of additive
In order to optimize the concentration of additive, the nanolu-

bricants were prepared with various concentrations and tested

their tribological properties. Figure 4 and Figure 5 give the

change in the COF as a function of the concentration of addi-

tive (N-rGO) at the ASTM standard. One can see that the

optimum amount of the additive (N-rGO) is 3 mg/L for which

the maximum decrease of COF was obtained. COF decreases

from 0.225 (base oil) to 0.170 (3 mg/L of N-rGO), which is a

reduction of about 25%. The excessive additive in base oil in-

creases the COF of nano-lubricant (Figure 5). For comparison,

the COF at higher concentrations of N-rGO is shown in

Figure 5. The COF increases with increasing concentration of

N-rGO additive. This increase can be attributed to the forma-

tion of aggregates between the contact surfaces resulting in poor

lubrication. These measurements suggest that the optimum

amount of additive is 3 mg/L, which is the concentration used in

all further experiments.

Figure 6 shows the measurements of COF with base oil and the

nanolubricant with N-rGO (3 mg/L). The COF of nanolubricant

is lower than that of base oil. For 2D nanostructures, the

improvement in tribological properties is well understood as

Figure 4: Coefficient of friction at low N-rGO concentrations.

Figure 5: Coefficient of friction at high N-rGO concentrations.

Figure 6: Variation of COF over time for base oil and nanolubricant
with N-rGO (3 mg/L).
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sliding mechanism. The significant decrease in the COF for

N-rGO dispersed nanolubricant can be ascribed to the layered

morphology of N-rGO, which allows the easy intrusion in the

friction interfaces. In the boundary-lubrication regime, friction

surfaces are in direct contact with each other and the presence

of N-rGO sheets between the moving contact surfaces avoids

the direct contact and thus reduces the COF.

WSD of the test ball with base oil and N-rGO nanolubricant is

shown in Figure 7. With N-rGO (3 mg/L) oil the WSD is

reduced to 200 μm from 230 μm for base oil (15% reduction).

The significant decrease in WSD can be attributed to the easy

penetration of N-rGO sheets into the contact points [2,39],

which reduces the direct contact between the rough surfaces.

Figure 7: Wear scar diameter (WSD) of stainless steel balls lubricated
with (a) base oil and (b) N-rGO nanolubricant (3 mg/L).

The measured temperature as a function of the gradually in-

creased normal load during the experiment is plotted and com-

pared in Figure 8 for base oil and N-rGO oil. The temperature

increased to 62.5 °C for base oil while for N-rGO nanolubri-

cant, the temperature increased to 47.5 °C at 1400 N. This indi-

cates that the developed N-rGO based nanolubricant not only

reduces the COF, but also acts as heat transfer fluid and

decreases the temperature at friction interfaces.

Figure 8: Comparison of the measured temperature of base oil and
N-rGO (3 mg/L) nanolubricant as a function of the load.

Application of the nanolubricant in induced
draft (ID) fans
Stable nanolubricants were prepared in large scale (700 liter)

for field trial at a power plant of the National Thermal Power

Corporation (NTPC) in India. The study was performed on two

different induced draft (ID) fans (A and B) on two different

channels (Ch 1 and Ch 2) using an energy management system.

Initially, the data were recorded for 80 days at an interval of 1 h

before the base oil was replaced with the nanolubricant during

an overhaul. Figure 9a,b show the variation of unit load and

current in fan A and fan B for Ch 1 and Ch 2 with base oil.

Figure 9a shows that the average current in Fan A and Fan B

(Ch 1) is about 255 A. From Figure 9b, it is observed that the

current in fan A and fan B (in Ch 2) is not exactly equal. The

average value of the current of fan A turned out to be 245 A

whereas the average value of the current of fan B was 265 A.

The lubricant in fan A was then replaced with the N-rGO nanol-

ubricant while the lubricant in ID fan B remained base oil in

both channels. Figure 9c,d show the variation of unit load and

current in Ch 1 and Ch 2 after replacing the lubricant in fan A.

It is clear that the current in fan A is lower than current in fan B.

For Ch 1, the average value of current for fan A and fan B was

250 A and 265 A. Similarly for Ch 2, the average value of cur-

rent for fan A was 240 A whereas for fan B it was 275 A. Thus,

the difference in current between fan A and fan B was in-

creased from 20 A to 35 A in Ch 2.
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Figure 9: Unit load and current of ID fan A and B for (a) Ch 1, (b) Ch 2 before overhaul (replacement of base oil with nanolubricant), (c) Ch 1 and (d)
Ch 2 after overhaul.

Table 1: Power consumption of ID fans A and B over several months.

June (kWh) July (kWh) Aug (kWh) Sep (kWh) Oct (kWh)

ID fan A (Ch 1) 309457.92 294362.11 305819.70 461072.16 318319.49
ID fan A (Ch 2) 326387.20 310225.23 321657.49 485770.78 341571.97
ID Fan B (Ch 1) 366251.52 330099.71 357024.60 501537.57 356346.24
ID fan B (Ch 2) 360467.45 324949.28 351382.42 492960.35 350942.59
ID fan A (Ch 1 + Ch 2) 635845.12 604587.34 627477.19 946842.94 659891.46
ID fan B (Ch 1 + Ch 2) 726718.98 655048.99 708407.02 994497.92 707288.83
difference (B − A) 90873.856 50461.651 80929.829 47654.976 47397.376

In summary, before the overhaul for Ch 1 there was no

difference in current but after deployment of N-rGO

nanolubricant the difference observed was 15 A. In case of

Ch 2, before overhaul the difference was 20 Amp, which

increased to  35 Amp af ter  the implementat ion of

nanolubricant. So, in conclusion the average difference

due to the application of nanolubricant is 15 A for both chan-

nels.

Table 1 shows the power consumed by fan A and fan B for each

month. It is very clear that the power consumed by fan A was

considerably lower than that consumed by fan B for both chan-

nels. Figure 10 shows the total power consumption of fan A (Ch

1 and 2) and fan B (Ch 1 and 2).

Figure 10: Power Consumption data for ID Fan A and B for few
months.
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Conclusion
The present work describes the synthesis of N-rGO and a nano-

lubricant prepared by dispersing different amounts of nanoparti-

cles in base oil. The study of tribological properties shows the

significant decrease in COF when the nanolubricant is used.

The measurement of COF was carried out for different concen-

trations of N-rGO and the maximum decrease in COF (25%)

was obtained for a concentration of 3 mg/L. Moreover, the

WSD for nanolubricant was reduced considerably compared to

the base oil. The field study of nanolubricant in ID fans shows

that there is remarkable decrease in the power consumption

after the application of the nanolubricant. Thus, N-rGO nanolu-

bricants are very promising for the tribological application due

to the considerable improvement of tribological properties.
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Abstract
In the present study, a modified Reynolds equation including the electrical double layer (EDL)-induced electroviscous effect of

lubricant is established to investigate the effect of the EDL on the hydrodynamic lubrication of a 1D slider bearing. The theoretical

model is based on the nonlinear Poisson–Boltzmann equation without the use of the Debye–Hückel approximation. Furthermore,

the variation in the bulk electrical conductivity of the lubricant under the influence of the EDL is also considered during the theoret-

ical analysis of hydrodynamic lubrication. The results show that the EDL can increase the hydrodynamic load capacity of the lubri-

cant in a 1D slider bearing. More importantly, the hydrodynamic load capacity of the lubricant under the influence of the EDL

shows a non-monotonic trend, changing from enhancement to attenuation with a gradual increase in the absolute value of the zeta

potential. This non-monotonic hydrodynamic lubrication is dependent on the non-monotonic electroviscous effect of the lubricant

generated by the EDL, which is dominated by the non-monotonic electrical field strength and non-monotonic electrical body force

on the lubricant. The subject of the paper is the theoretical modeling and the corresponding analysis.

1515

Introduction
As one of the oldest techniques in modern engineering, lubrica-

tion is widely recognized and has inspired significant scientific

interest [1-4]. The use of a layer of lubricant film, either in solid

or fluid state, between frictional pairs can effectively reduce

friction and wear. With respect to fluid lubrication, it can be

divided into various regimes or states based on the thickness of

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
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the lubricant film, such as dry friction with a lubricant film

thickness of ≈1–10 nm, boundary lubrication (≈1–50 nm), thin

film lubrication (≈10–100 nm) and fluid film lubrication

(≈0.1–100 μm) [3,5]. Considering the small dimension of the

fluid lubrication film (on the micro/nanoscale in the thickness

direction), the chemical and physical properties of the

solid–lubricant interface play an important role on the lubrica-

tion. Among these interfacial properties, the effect of charged

frictional pair–lubricant interface and the resulting electrical

double layer (EDL) within the lubricant have been recognized

and studied [5-13]. The generation of surface charge at the fric-

tional pair–lubricant interface is wide, especially for the fric-

tional pairs of ceramics which have numerous applications of

water as a lubricant.

EDL is a physical structure spontaneously formed near the

charged solid–liquid interface due to the electrostatic interac-

tion between the charged interface and free ions within the

liquid when the interface is charged due to different mecha-

nisms [14-17]. To explain the effect of the EDL on the hydrody-

namic lubrication, one of the fundamental mechanisms is the in-

fluence of the EDL on the apparent viscosity of the lubricant,

which is referred as the electroviscous effect [17]. Although the

applications and studies of lubrication theory have a history

dating back to hundreds of years, the role of surface-charge-in-

duced EDL on the lubrication is a relatively new field. This role

was first considered for the study of thin film lubrication by

Bike and Prieve [6]. Following them, Zhang and Umehara [7]

introduced the effect of the EDL on modifying the conven-

tional Reynolds equation, analyzing the hydrodynamic lubrica-

tion. They found that the minimum lubricant film thickness in-

creased with the increasing absolute value of zeta potential (an

important parameter of EDL to manifest the surface charge at

the solid–liquid interface). Li [9] theoretically studied the

combined roles of EDL and surface roughness on the hydrody-

namic lubrication. Huang and his colleagues [8,10,13] systemat-

ically studied the effects of EDL on the hydrodynamic lubrica-

tion or elasto-hydrodynamic lubrication, where the effect of

zeta potential was analyzed. All these studies revealed that the

EDL can significantly affect the lubrication capacity, especially

when the Debye length (an important parameter to manifest the

thickness of the EDL) of the EDL is similar to the thickness of

the lubricant film.

To investigate the role on the hydrodynamic lubrication played

by the EDL, it is needed to obtain the electrical potential and

ion concentration within the lubricant affected by the EDL. In

the previous theoretical studies regarding the effect of the EDL

on the hydrodynamic lubrication, the EDL-affected electrical

potential and ion concentration were mainly obtained on the

basis of solving the linear Poisson–Boltzmann equation (PBE),

which is a simplified mathematical model under the assump-

tion of the Debye–Hückel approximation (DHA) [6-11]. It

should be noted that zeta potential must be strictly limited to a

small range (normally, the magnitude of zeta potential should

be smaller than 25 mV) in these analyses based on DHA, other-

wise, an unallowable error can be introduced [17-22]. In such a

small range of zeta potentials, the literature mainly revealed that

the effect that the zeta potential has on lubrication, including

minimum film thickness, pressure and load capacity, was a

change in the form of a monotonic trend [6-11]. Actually, it was

reported that the magnitude of zeta potential could be up to

several hundred millivolts [23-25]. However, there are fewer

studies regarding the dependence of the lubrication on the EDL

with zeta potential (over a wide range) without the application

of the DHA. Without the implementation of the DHA,

Chakraborty and Chakraborty [12] carried out theoretical work

to study the effect of the zeta potential in a range from −25. 9 to

−77.6 mV on lubrication, with the additional consideration of

the finite size of the ions. They found that the effect of the zeta

potential on the load capacity resulted in a non-intuitive trend

with increasing magnitude of zeta potential; however, further

details and explanation were not given. In addition, the electro-

viscous effect is dependent on the electrical conductivity of the

lubricant [26,27], which inevitably affects the hydrodynamic

lubrication. However, most of the previous theoretical works

neglected the variation of electrical conductivity of the lubri-

cant considering the effect of the EDL.

To solve these problems, this paper presents a theoretical study

on the effect of the EDL on the hydrodynamic lubrication with

the additional consideration of the effect of the EDL on the

electrical conductivity of the lubricant. The electrical potential

and ion concentration distribution within the EDL are obtained

by solving the nonlinear PBE without the use of the DHA. On

the basis of these assumptions, the effect of the zeta potential on

the apparent viscosity of the lubricant is first studied and

analyzed. Then, by combining the effects of the EDL on the

electrical conductivity and apparent viscosity of the lubricant,

the conventional Reynolds equation is modified to study the

effect of the EDL on the load capacity of hydrodynamic lubrica-

tion. In addition, the dependence of the apparent viscosity and

load capacity on the bulk ion concentration of lubricant and

lubricant film thickness are also investigated. The underlying

mechanisms of these issues are analyzed.

Theoretical Modeling
To analyze the effect of the EDL on the hydrodynamic lubrica-

tion, a hydrodynamic lubrication model in a 1D slider bearing

with the effect of the EDL is considered. The physical model is

shown in Figure 1. For the physical model in Figure 1, when the

lubricant comes in contact with the slider bearing, two separate
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EDLs form near the upper solid–lubricant interface and the

lower solid–lubricant interface. The following assumptions are

made to carry out the modeling.

1. Both of these two bearing surface–lubricant interfaces

are negatively charged and have the same zeta potential,

ζ.

2. The lubricant film thickness is much larger than the

Debye length, thus, the two EDLs are non-overlapped.

3. The no slip condition of the velocity is considered.

4. The lubricant is an incompressible Newtonian fluid in

the steady laminar state. Inertial force is neglected when

compared with viscous force.

Figure 1: The schematic of hydrodynamic lubrication in a 1D slider
bearing considering the effect of the EDL. h is a variable to indicate the
lubricant film thickness, H0 and H1 are the lubricant film thickness at
the outlet and inlet of bearing, respectively, L is the length of the bear-
ing, V is the sliding velocity of the lower bearing surface, and x and z
are the coordinate axes.

To analyze the hydrodynamic lubrication under the effect of the

EDL, the electrical potential within the EDL should first be

analyzed. Normally, the nonlinear PBE is an effective tool to

obtain the electrical potential within the EDL. However, it

should be noted that the classical PBE is derived based on the

assumption that the free ions in the lubricant are point-like.

Under this assumption, the number density of the counter-ions

adjacent to the interface can be infinitely large based on the

PBE when the ion concentration and/or zeta potential is large

enough, which is not valid for the actual situation. Thus, the

steric effect has been proposed and introduced to correct the

classical PBE [12,28,29]. Based on the previous studies, in a

certain range of zeta potential whose magnitude is normally

smaller than 300 mV for a dilute solution, the classical PBE can

still effectively predict the electrical potential and ion concen-

tration within an EDL with an allowable error when comparing

with the prediction of theoretical model considering the steric

effect [28]. Based on this analysis, in the present work, the PBE

is still used to analyze the electrical potential distribution within

the EDL. Furthermore, the zeta potential is strictly chosen

during the simulation to reduce the error.

By solving the nonlinear PBE, the electrical potential φ of a

non-overlapped EDL in the lubricant with a certain thickness of

h can be derived as [12,17,27],

(1)

where κ = [2n0c2e2/(εε0kBT)]1/2 (n0 is the original bulk ion con-

centration of the lubricant, c is the chemical valence of free ions

in the lubricant, e is the elementary charge, ε is the lubricant’s

relative permittivity, and ε0 is vacuum’s absolute dielectric con-

stant) is the reciprocal of the Debye length, z is the coordinate

perpendicular to the lower bearing surface, ζ is the zeta poten-

tial at the solid–liquid interface and h is the lubricant film thick-

ness.

By solving the modified Navier–Stokes equation describing the

velocity field of the lubricant flowing in a 1D parallel plate

channel with a height of h under the combined actions of the

EDL, the driving pressure and the lower sliding wall with a

velocity of V, the velocity field ν and the relevant volume flow

rate of the lubricant Q can be derived as,

(2)

where μ is lubricant’s dynamic viscosity, dp/dx is pressure

gradient, V is the sliding velocity of the lower surface, Ex is the

electrical field strength within the flowing EDL, and B is the

width of the channel that is assumed to be much larger than the

height of the channel.

For a steady lubricant flow, the electrical field strength Ex can

be obtained on the basis of when the total current within the

lubricant is zero [17,30]. There are three kinds of electrical cur-

rent induced by the EDL: the streaming current, the conduction

current and the sliding-wall-induced current, which can be

expressed in the following forms, respectively [17,30],
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(3)

where Is is the streaming current, Ic is the conduction current, Iw

is the sliding-wall-induced current, ρe = ce(n+−n−) is the local

net ionic charge density within the EDL, λave is the average

bulk electrical conductivity of the lubricant, λs is the surface

electrical conductivity of the lubricant that is neglected here,

and σ = −εε0(dφ/dz)z=0 is the surface charge density at the lower

bearing surface. Based on the zero net current in the steady

state, the electrical field strength Ex can be given as,

(4)

Based on the previous studies, the bulk electrical conductivity

of the lubricant under the influence of the EDL increases with

the increasing absolute value of the zeta potential [26,27].

Hence, the EDL-dependent electrical conductivity of the lubri-

cant must be considered during the analysis of the electrovis-

cous effect and hydrodynamic lubrication. The average bulk

electrical conductivity under the influence of the EDL can be

obtained as [26,27,31],

(5)

where A is Avogadro constant, D+ is counter-ion’s diffusion

constant, D− is co-ion’s diffusion constant, R is molar gas con-

stant, n+ is counter-ion’s concentrations and n− is co-ion’s con-

centration in the following equations.

(6)

Normally, the electroviscous effect can be characterized by the

apparent viscosity of the lubricant. Based on the apparent

viscosity, the effect of the EDL on the flow can also be

expressed by the following equation.

(7)

where μa is the lubricant’s apparent viscosity under the effect of

the EDL, and νa is the apparent velocity field across the lubri-

cant in the following equation,

(8)

Using the apparent viscosity, the flow rate of the lubricant can

be expressed as,

(9)

In practice, the flow rates in Equation 3 and Equation 8 are the

same, thus, the apparent viscosity of the lubricant under the in-

fluence of the EDL can be expressed as,

(10)

after obtaining the electrical potential within the EDL and

apparent viscosity of the lubricant under the influence of the

EDL. The effect of the EDL on the hydrodynamic lubrication

can be derived as follows. Under the assumption of an incom-

pressible lubricant, the mass conservation law gives the

following modified Reynolds equation, which includes the

effect of the EDL [7],

(11)

The hydrodynamic load capacity of the lubricant can be ob-

tained by integrating the pressure over the 1D slider bearing

length [7],

(12)

where L is the 1D slider bearing length, α is the slope of the

upper bearing surface and H0 and H1 are the lubricant film

thicknesses at the outlet and inlet of bearing, respectively.

While solving for the hydrodynamic load capacity, the

following pressure boundary conditions were used:
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Figure 2: Dimensionless electrical potential distribution obtained by
solving the linear PBE and the nonlinear PBE (the model used in
present work).

(13)

Results and Discussion
After establishing the theoretical model regarding the effect of

the EDL on the hydrodynamic lubrication, NaCl solution

was chosen as the lubricant to carry out the analysis. The diffu-

sion constants of Na+ and Cl− are 1.334 × 10−9 m2/s and

2.032 × 10−9 m2/s, respectively [32]. To maintain the validity of

the nonlinear PBE [28,29], the zeta potential is limited to a

range from 0 mV to −250 mV.

Electrical potential within the EDL
Figure 2 shows the dimensionless electrical potential within the

EDL as a function of dimensionless lubricant film thickness. To

illustrate the differences induced by the DHA, the curves shown

in Figure 2 are obtained by applying both the linear PBE and

the nonlinear PBE, respectively. “Linear PBE” in the figure

means the electrical potential is obtained on the basis of the

linear PBE, while “Nonlinear PBE” means the electrical poten-

tial is obtained on the basis of the nonlinear PBE. Because the

zeta potential at both the lower and upper bearing surfaces are

the same, the electrical potential distribution within the EDL is

symmetric. Hence, only half of the dimensionless electrical

potential curves are given in Figure 2. It can be seen that the

dimensionless electrical potentials obtained by the linear PBE

remained constant with different values of zeta potential.

Furthermore, there is a larger difference between the dimen-

sionless electrical potentials obtained by the linear PBE and the

nonlinear PBE when the zeta potential value is larger. Thus, the

EDL-dependent lubrication analysis, based on the linear PBE,

should be strictly limited to a small zeta potential range, other-

Figure 3: The effect of the zeta potential on the apparent viscosity of
the lubricant based on different assumptions and theoretical models.
The “Nonlinear PBE+changed λ” case is the model established in the
present work.

wise, a large error will be introduced. To reduce this error when

the magnitude of the zeta potential is large, the nonlinear PBE is

used in present work to carry out the EDL-dependent lubrica-

tion analysis.

On the basis of the nonlinear PBE, Figure 2 shows that the

dimensionless electrical potential decreases with an increase in

the absolute value of the zeta potential. That is, the electrical

potential shows a faster reduction. The mechanism for this phe-

nomenon is described as follows. For the case of the zeta poten-

tial with a larger absolute value, there is a larger surface charge

density at the bearing surface–lubricant interface. This results in

a larger local net ionic charge density near the interface by

attracting many more counter ions to close the interface, leading

to a faster reduction of dimensionless electrical potential.

Non-monotonic electroviscous effect
Figure 3 shows variations of the EDL-dependent apparent

viscosity of lubricant based on different assumptions and

models. The label “changed λ” in the figure means that the vari-

ation of electrical conductivity with the zeta potential is consid-

ered during the analysis of apparent viscosity, while “constant

λ” in the figure means that the influence of the zeta potential on

the electrical conductivity is neglected during the analysis and

the electrical conductivity is assumed to be a constant. From

Figure 3, it can be found that there are large differences for the

apparent viscosities of the lubricant based on different assump-

tions and models, especially when the absolute value of the zeta

potential is large enough (up to hundreds of millivolts). When a

constant electrical conductivity and the linear PBE based on

DHA are used to analyze the effect of the zeta potential on the
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Figure 4: The effect of the zeta potential on the apparent viscosity of the lubricant and the dependence of the EDL-induced apparent viscosity on the
lubricant film thickness and ion concentration of the lubricant based on the model of nonlinear PBE and modified electrical conductivity.

apparent viscosity, it can be found that the apparent viscosity of

the lubricant monotonically increases with the increasing

absolute value of the zeta potential. This holds even when the

absolute value of the zeta potential is large (up to hundreds of

millivolts), as seen by the solid line in Figure 3. This result is

similar to the result reported by Li and Jin [11]. However, for

the other three groups of results based on different assumptions,

all of the three apparent viscosities show non-monotonic varia-

tions with the increasing absolute value of the zeta potential.

Figure 3 shows that the theoretical model should be carefully

established to guarantee the validity of EDL-induced apparent

viscosity of the lubricant. It is believed that the theoretical

model based on the nonlinear PBE and changed electrical

conductivity is much more reasonable, and this is the model

established and used in the present work.

On the basis of the nonlinear PBE and modified electrical

conductivity, Figure 4 shows the effect of the zeta potential of

the EDL on the apparent viscosity of the lubricant and the de-

pendence of the EDL-induced apparent viscosity on the lubri-

cant film thickness and ion concentration of the lubricant.

Figure 4 shows that the zeta potential leads to an increase in the

apparent viscosity. More interestingly, the EDL-enhanced

apparent viscosity shows a non-monotonic trend from increas-

ing to decreasing with the gradually increasing absolute value

of the zeta potential, that is, the electroviscous effect exhibits a

non-monotonic characteristic.

The non-monotonic electroviscous effect has been systemati-

cally studied in our previous study and can be analyzed on the

basis of the modified Navier–Stokes equation [27,33-35]. Based

on the previous studies, the electrical body force applied on the

flowing lubricant is dominated by the electrical field strength,

which has a non-monotonic behavior with the increasing magni-

tude of the zeta potential. This non-monotonic electrical field

strength leads to a non-monotonic electrical field force on the

lubricant, which then results in a non-monotonic variation of the

velocity and a non-monotonic electroviscous effect. In addition,

the apparent viscosity increases with decreasing lubricant film

thickness and decreasing ion concentration. These dependences

of the electroviscous effect on the lubricant film thickness and

ion concentration can also be explained on the basis of elec-

trical field force applied on the lubricant, and have been studied

in our previous works [27,33-35].

Non-monotonic hydrodynamic load capacity
of the lubricant
Based on the influence of the EDL on the apparent viscosity,

the effect of the EDL on the hydrodynamic load capacity of the

lubricant can be analyzed. Figure 5 shows the effect of the EDL

on the hydrodynamic load capacity of lubricant based on differ-

ent theoretical models and different assumptions. W0 is the

hydrodynamic load capacity without the effect of the zeta

potential. W is the hydrodynamic load capacity with the effect

of the zeta potential. Figure 5 shows that there are large differ-

ences for the hydrodynamic load capacity of the lubricant based

on different models when the absolute value of the zeta poten-

tial is large enough. For example, when a constant electrical

conductivity and the linear PBE are applied, the hydrodynamic

load capacity of the lubricant monotonically increases with in-

creasing absolute value of the zeta potential, even when the

absolute value of the zeta potential is large. This result is simi-
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Figure 5: Comparison of the hydrodynamic load capacity of the lubri-
cant including the effect of the zeta potential based on different
assumptions and theoretical models. The “Nonlinear PBE+changed λ”
is the model established and used in the present work.

lar to the reports of Li and Jin [11]. However, the other three

types of hydrodynamic load capacities show non-monotonic

variations with increasing zeta potential. The variation of the

hydrodynamic load capacity is consistent with the variation of

apparent viscosity. Among these models, the theoretical model

based on the nonlinear PBE and varied electrical conductivity

should be the most reasonable one, and this is the model used in

the present work.

Figure 6 shows the influence of the zeta potential of the EDL on

the hydrodynamic load capacity of the lubricant based on the

nonlinear PBE and changed electrical conductivity. It can be

concluded from Figure 6 that, although the EDL can enhance

the hydrodynamic load capacity, the hydrodynamic load

capacity shows a non-monotonic trend changing from enhance-

ment to attenuation with the gradually increasing absolute value

of the zeta potential. There is a non-monotonic relationship be-

tween the hydrodynamic load capacity and the zeta potential of

the EDL. This result is similar to the result of Chakraborty and

Chakraborty [12]. By considering the steric effect, they also

found that the hydrodynamic load capacity followed a non-intu-

itive trend with increasing magnitude of zeta potential. The

variation of the hydrodynamic load capacity with zeta potential

is consistent with the variation of the apparent viscosity with

zeta potential. A larger apparent viscosity leads to a stronger

hydrodynamic load capacity. In addition, Figure 6 shows that

the hydrodynamic load capacity increases with the decreasing

ion concentration. This is because under the condition of a fixed

lubricant film dimension, a smaller ion concentration of lubri-

cant means a larger Debye length, and a larger range to affect

the lubrication.

Figure 6: The effect of zeta potential on the hydrodynamic load
capacity of the lubricant and the dependence of the hydrodynamic load
capacity on the ion concentration based on the model of nonlinear
PBE and varying electrical conductivity.

Conclusion
In this paper, the effect of the zeta potential of the non-over-

lapped EDL on the hydrodynamic lubrication of a 1D slider

bearing is theoretically studied on the basis of the nonlinear

PBE without the use of the DHA. By considering the EDL-de-

pendent bulk electrical conductivity, the effect of the EDL on

the apparent viscosity of the lubricant was first studied to

modify the classical Reynolds equation. Then, the effect of the

zeta potential on the hydrodynamic lubrication was studied and

analyzed based on the modified Reynolds equation.

The present study reveals that the apparent viscosity of the

lubricant first increases and then decreases with the gradually

increasing absolute value of zeta potential. The non-monotonic

apparent viscosity including the effect of the zeta potential is

dependent on the electrical field force applied on the lubricant,

which is dominated by the non-monotonic electrical field

strength. Being consistent with the variation in the apparent

viscosity of the lubricant, the hydrodynamic load capacity of the

lubricant under the effect of the EDL in a 1D slider bearing also

shows a non-monotonic trend, changing from enhancement to

attenuation with the gradually increasing absolute value of zeta

potential. In addition, the hydrodynamic load capacity of the

lubricant increases with decreasing ion concentration under the

condition of fixed lubricant film thickness. Furthermore, the

assumptions of DHA and constant electrical conductivity of the

lubricant should be carefully applied to guarantee the validity of

the hydrodynamic lubrication analysis.

The present work shows that the effect of a surface-charge-in-

duced EDL on the hydrodynamic lubrication exhibits a non-
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monotonic behavior. The load capacity of a micro/nanometer

sliding bearing firstly increases followed by a decrease with in-

creasing absolute value of the zeta potential. Thus, an effective

control of the surface charge or zeta potential at the bearing

wall–lubricant interface can be a potential method to optimize

the hydrodynamic lubrication capacity.
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Abstract
Cryogenic treatments are increasingly used to improve the wear resistance of various steel alloys by means of transformation of

retained austenite, deformation of virgin martensite and carbide refinement. In this work the nanotribological behavior and mechan-

ical properties at the nano-scale of cryogenically and conventionally treated AISI 420 martensitic stainless steel were evaluated.

Conventionally treated specimens were subjected to quenching and annealing, while the deep cryogenically treated samples were

quenched, soaked in liquid nitrogen for 2 h and annealed. The elastic–plastic parameters of the materials were assessed by nanoin-

dentation tests under displacement control, while the friction behavior and wear rate were evaluated by a nanoscratch testing meth-

odology that it is used for the first time in steels. It was found that cryogenic treatments increased both hardness and elastic limit of

a low-carbon martensitic stainless steel, while its tribological performance was enhanced marginally.

1760

Introduction
AISI 420 is a martensitic stainless steel, commonly used in

pumping applications in the petrochemical industry, oil extrac-

tion and energy generation. As a result, components made of

AISI 420 are subjected to severe mechanical and tribological

solicitations. Therefore, the enhancement of wear resistance of

this steel is of technological and industrial interest.

Although enhancing the wear resistance of steel alloys by

means of cryogenic processing has been known since at least

the last three decades [1], the metallurgical phenomena

responsible for this modifications are still under discussion.

The main operative mechanisms during the cryogenic

treatment of steels discussed in the current state-of-the-art

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:german.prieto@uns.edu.ar
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Table 1: Chemical composition of AISI 420.

element C Cr Mn Si P S Fe

content in AISI 420 (wt %) 0.17 12.83 0.76 0.55 0.05 0.017 balance

literature are: transformation of retained austenite [2-4], carbide

refinement [5-7] and plastic deformation of virgin martensite

[8,9].

Because of the high hardenability of low-carbon AISI 420 stain-

less steel, both transformation of retained austenite and plastic

deformation of virgin martensite do not seem to be operative

during cryogenic cooling. The main effect observed in AISI 420

after cryogenic processing is a strong reduction in carbide size

and a more even dispersion of them in the martensitic matrix

[10]. This carbide refinement improved the macroscale wear

resistance of the material by 35% under lubricated and by 90%

under dry sliding conditions compared to the conventionally

treated specimens [11]. A slight reduction in the macroscale

friction coefficient has also been observed [11] and an increase

in fracture toughness (ca. 30%) was reported in deep cryogeni-

cally treated specimens [12].

Nanotribological tests, such as the nanoscratch technique de-

scribed in [13], can be used for studying the influence of

microstructural features on the frictional and wear behavior of a

material, thanks to the small size of the tip counterpart, and

applied loads in the order of micronewtons. A nanotribological

approach is necessary, as most engineering surfaces begin to

contact at the tip of asperities, whose dimensions are at the

nanometric scale. However, so far the majority of the research

efforts available in the open literature were focused on the

micro- and nanotribological evaluation of Si and single metals

for microelectromechanical system (MEMS) applications

[14,15] and carbon-based coatings [16-18]. Although, there is

an incipient amount of nanotribological studies performed in

engineering steels [19-24].

Tribometers built on nanoindentation-based equipments, such

as triboindenters, made possible the study of friction and wear

at small contact scales. This kind of equipment can be used to

simulate a single sharp asperity sliding over a surface while si-

multaneously controlling with high precision the applied force,

and measuring the topographical modifications and the friction

forces.

The purpose of this paper is to deepen the understanding of the

influence of cryogenic treatments on the wear resistance and the

mechanical properties of a low-carbon AISI 420 martensitic

stainless steel evaluated at very small scales.

Experimental
The material used in this study was a low-carbon AISI 420

martensitic stainless steel. Its chemical composition is presented

in Table 1 and was determined using an Spectro SPECTRO-

MAXx optical emission spectrometer.

AISI 420 specimens were pre-heated at 830 °C for 10 min, fol-

lowed by quenching in oil from 1030 °C, and afterwards

annealed at 410 °C for 10 min with furnace cooling. This group

was identified as conventionally heat-treated (CHT). The other

group of specimens was quenched in oil from 1030 °C and

immediately afterwards soaked in liquid nitrogen, at an equilib-

rium temperature of −196 °C. The cooling rate was set at

0.45 °C/s and the soaking time at cryogenic temperature was of

2 h. Finally, the specimens were annealed at 410 °C for 10 min

and slowly cooled inside the furnace (Figure 1). This latter

group was identified as deep cryogenically treated (DCT). The

austenization, quenching and annealing of the specimens was

performed in argon atmosphere in order to prevent decarbura-

tion. The selection of the heat-treatment parameters was based

in the results of our previous work [10].

Figure 1: Representation of the applied cryogenic treatment.

Scanning electron microscopy (SEM) was used to characterize

the resulting microstructures after each heat treatment (JEOL

JSM-35CF). The volume fraction of carbides was estimated
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from the SEM micrographs using Delesse’s principle for stereo-

graphic relationships [25].

All specimens were included in carbon-filled bakelite using a

Buehler SIMPLIMET 3 hot press, and then were polished with

a Struers TEGRAMIN-30 automatic polishing machine, em-

ploying diamond suspensions down to 0.25 μm in particle size.

The obtained roughness parameters, measured with a Hysitron

TI950 triboindenter, were: Ra = 15 ± 3.2 nm, Rz = 98 ± 18 nm,

Rt = 125 ± 31 nm. The polished specimens were ultrasonically

cleaned with acetone and isopropyl alcohol for 5 min and then

placed onto the stage of the triboindenter to perform nanoinden-

tation and nanotribological tests.

Nanoindentation tests
A Hysitron TI950 triboindenter was employed for performing

nanoindentation measurements, using a three-plate capacitive

transducer. This transducer can act both as the actuator and the

sensing device and allows for the application of normal forces

up to 10 mN. The triboindenter utilizes the Oliver and Pharr

(O&P) method [26] as the standard procedure to interpret the

data from nanoindentations. According to [26], hardness (H) is

defined as:

(1)

where P is the maximum normal load and A is the contact area

between the tip and the specimen. The contact area can be

related to the contact stiffness by using Sneddon’s law [27]:

(2)

Nanoindentation tests were performed using a Berkovich

diamond tip, with an apex radius of ca. 100 nm. Penetration

depths of 50, 100, and 200 nm were set. A 3 × 4 array of

indentations was performed in the specimens at each penetra-

tion depth, spaced at 20 μm from each other. The significance

of the obtained results was determined by analysis of variance

(ANOVA), using the statistical software INFOSTAT [28].

When carrying out nanoindentations in an elastic–plastic mate-

rial like a metal, it tends to accumulate around the indenter,

forming a pile-up that is higher than the sample surface. This

phenomenon can lead to the underestimation of the true contact

area and a significant deviation of calculated hardness and

elastic modulus from their real values. The formation of pile-

ups during nanoindentation of steels has been studied by several

researchers [29-31].

Our approach was to compare the conventional O&P method

with the one proposed by Joslin and Oliver (J&O) [32]. The

J&O method utilizes the ratio between the hardness and the

square of the elastic modulus (H/E2) as an independent charac-

teristic parameter. The proposed method utilizes the maximum

force applied during the test (P) and the calculated contact stiff-

ness (S) from the nanoindentation data. S is defined as the slope

of the unloading curve (∂P/∂h), evaluated at the point of

maximum force. Both P and S and can be determined without

knowledge of the exact geometry of the diamond tip or the

shape and size of the indentation. The values of P and S are

related through the following equation [32]:

(3)

where Er is the relative elastic modulus, defined as

(4)

Es and νs are Young’s modulus and Poisson’s ratio of the sam-

ple, and Ei and νi are Young’s modulus and Poisson’s ratio of

the indenter (Ei = 1140 GPa, νi = 0.07).

This approach does not allow for the simultaneous determina-

tion of E and H, but several researchers [33,34] have reported

P/S2 (i.e., H/Er
2) as a useful characterizing parameter, even

when the development of pile-up is considerable [35].

Nanotribology tests
In order to evaluate the frictional behavior of the samples and

their wear resistance, microscale friction tests were performed.

The experimental setup followed the guidelines of the test pro-

cedure proposed by Broitman and Flores [13]. In this method, a

probe is continuously scanning a track in a reciprocal move-

ment, as shown in Figure 2. In our work, a 1 mN load was

applied in a stroke length of 5 µm for 31 cycles to evaluate the

evolution of the friction coefficient, and a load of 3 µN in a

stroke of 10 µm for 12 scanning cycles was used to evaluate the

surface roughness. The obtained topographic information at the

low load is used to calculate the wear rate and roughness evolu-

tion, while the force transducers measure the friction force vari-

ations at the higher applied loads. The method utilizes a

MatLab® script to eliminate the thermal drift. The software

output gives the resulting friction coefficient, track roughness,

and wear rate as a function of the number of cycles of the

probe. The wear volume is estimated considering the projected

area A of the tip as a function of the penetration depth (h):
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A = (2Rh − h2), where R is the tip radius. The volume of the dis-

placed material during each cycle is calculated as the sum of

areas at the different penetration depths of the track. Additional-

ly, the evolution of the average trench roughness (Ra) is calcu-

lated after every cycle as 100 × Ra/R0, where R0 is the average

roughness before the first test cycle. It should be pointed out

that, in this method, the wear is calculated after the elastic

recovery of the surface took place.

Figure 2: Schematics of the used scratch method to measure friction
and wear: (a) pre-scan to get the initial topographical profile; (b) first
cycle of wear; (c) post-scan to get the new topographical profile;
(d) three cycles of wear. The processes (c) and (d) are repeated ten
times. Reprinted with permission from [13], copyright 2015 AIP
Publishing LLC.

For the nanoscratch tests, a conical diamond tip with an apex

radius of 5 μm was employed. The applied normal load was set

at 1000 μN and each reported value corresponds to the average

of at least three valid tests. The theoretical Hertzian contact

pressure was estimated at 10.7 GPa.

In order to evaluate if the scratch tests were generating wear

and not only plastically deforming the surfaces, the elastic

recovery (ER) was calculated for each sample by nanoindenta-

tion using the same tip and normal load as in the scratch tests.

ER is calculated as the ratio between the maximum (ht) and the

residual (hr) height as follows:

(5)

Results and Discussion
Microstructural characterization
SEM micrographs of the specimens after the heat treatments are

shown in Figure 3. It can be seen that in both cases the micro-

structure consisted of a martensitic matrix with precipitated

globular carbides. The application of the cryogenic treatment

generated a strong reduction in the size of carbides and an

increase in the amount of particles, changing the mean carbide

diameter of 0.9 μm for CHT specimens to 0.4 μm in DCT sam-

ples. The volume fraction of carbides was estimated to be

16.8% in CHT specimens, whereas for the DCT ones it was

11.9%. Similar reductions of the carbide size were reported by

Das and co-workers [3,36].

Figure 3: SEM image of a) CHT specimen and b) DCT specimen,
showing a martenstic matrix with precipitated globular carbides.

Nanoindentation tests
A summary of the results from the nanoindentation tests per-

formed with the Berkovich tip is shown in Table 2. It can be

seen that the residual height (hr) was smaller for DCT speci-

mens at all penetration depths, meaning that they had a larger

amount of elastic recovery during unloading also depicted by

the higher values of the hr/ht ratios. The ANOVA test indicated

that these differences were statistically significant. Furthermore,

the ANOVA analysis of the maximum applied load (Pmax) for

each penetration depth has shown no statistically significant

differences for both CHT and DCT specimens. According to

Bolshakov and Pharr [37], the hr/ht ratios are in all cases at the

limit of applicability of the O&P method, i.e., above ca. 0.7 in

materials that develop pile-ups. The maximum penetration

depth has been predefined by the displacement control condi-

tion, and the force required to reach each depth was the same

for both groups of specimens. Hence, the DCT samples must

have a higher elastic limit [38,39].

The aforementioned phenomenon can be seen more clearly

from the analysis of the contact stiffness, as DCT specimens
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Table 2: Summary of nanoindentation results.

penetration
depth (nm)

residual height (nm) maximum force (μN) hr/ht contact stiffness (μN/nm)
CHT DCT CHT DCT CHT DCT CHT DCT

50 34.5 ± 0.9 32.6 ± 1.2 887 ± 51 877 ± 48 0.651 0.690 75.6 ± 1.8 65.1 ± 1.7
100 74.6 ± 1.7 71.8 ± 1.2 2122 ± 137 2153 ± 99 0.719 0.746 108.7 ± 2.3 87.9 ± 2.4
200 153.6 ± 1.9 145.0 ± 2.7 5788 ± 259 5983 ± 276 0.725 0.768 160.9 ± 2.4 126.9 ± 1.8

Table 3: Comparison of the H/Er
2 values obtained by the Oliver & Pharr and Joslin & Oliver methods.

penetration depth (nm)
H/Er

2 (GPa−1 × 10−4)
Oliver & Pharr Joslin & Oliver

CHT DCT CHT DCT

50 2.12 ± 0.10 2.82 ± 0.19 1.98 ± 0.10 2.64 ± 0.18
100 2.45 ± 0.13 3.15 ± 0.16 2.29 ± 0.12 2.95 ± 0.15
200 3.14 ± 0.11 4.92 ± 0.24 2.85 ± 0.14 4.75 ± 0.26

showed significantly smaller values of contact stiffness (S) at all

penetration depths. If we assume that the elastic modulus does

not change with the application of cryogenic treatments, then it

follows from Equation 2 that the true contact area between the

indenter and the specimen has to be smaller in the DCT sam-

ples. This smaller contact area can be accounted by a higher

amount of elastic recovery (as evidenced by the residual height)

and also by the formation of smaller pile-ups.

In order to characterize the resistance of the material to plastic

deformation, the parameter H/Er
2 has been calculated by two

different approaches (Table 3). It can be seen that there is no

significant difference between the methods, which could mean

that pile-up is not so severe, at least at penetration depth of 50

and 100 nm. At 200 nm, pile-up influence shows a marked

increase, as hf/hmax is higher than 0.7. However, the values

from Table 3 are useful for comparison purposes between CHT

and DCT specimens. The values of H/Er
2 for cryogenically

treated specimens were ca. 30% higher than those of the

conventionally treated samples at penetration depths of 50 and

100 nm, independently of the calculation method. At 200 nm,

this difference is 56% when applying the O&P method and 67%

with the J&O method. These results also support the hypothesis

that the cryogenic treatment increased the elastic limit of the

specimens.

The reduction of the carbide volume fraction in DCT speci-

mens can be associated to a higher amount of undissolved car-

bon in the martensitic matrix. In addition, cryogenic treatments

also increase residual stresses in the martensitic matrix, as we

were able to measure in our previous work using X-ray diffrac-

tometry [10]. These residual stresses can be associated to a

higher dislocation density, which in turn has been identified by

Kehoe and Kelly [40] as the main factor affecting the strength

of martensite materials with equal amounts of carbon. Due to

the small scale of the test, the analysis primarily yields informa-

tion regarding the metallic matrix. As carbides are much harder

than martensite, it can be expected that they would sink into the

matrix if they are hit by the diamond tip. As a result, the

measured stiffness will be slightly higher than during indenting

a “pure” matrix. The variations that we observe in the values of

H/Er
2 are then the result of hitting areas where the carbide is

closer or further than in the other points.

With respect to the possible influence of the native oxide films,

stainless steels develop oxide films of ca. 2 nm in thickness

[41,42], thus its influence can be neglected as the penetration

depths are much larger.

Nanoscratch tests
Prior to the execution of the nanoscratch tests, we performed

indentations with the conical indenter (apex radius ca. 100 µm)

at the same normal load (1000 µN) that we used in the wear

cycles. In Figure 4 it can be seen that the elastic recoveries for

all samples was above 85% and that there was no significant

difference between CHT and DCT specimens. These high

values of elastic recovery are useful in order to evaluate

whether we are effectively removing material during the nano-

scratch test or whether we are plastically deforming the surface.

Figure 5 shows the evolution of the wear coefficient during a

complete run of the wear test. It can be seen that cryogenically

treated specimens exhibited marginally lower wear rates during

the initial stage of the tests.
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Figure 5: a) Evolution of wear coefficient during the tests at 1000 μN of applied normal load and b) cumulative wear coefficient.

Figure 4: Elastic recovery values for nanoindentations performed with
a conical indenter (r ≈ 100 µm) at 1000 µN of normal load.

Cryogenically treated specimens had a lower amount of total

wear (Figure 5b), although this difference was only marginal.

Figure 6 shows the evolution of roughness for three complete

test runs of each type of specimens. It can be seen that DCT

specimens had a lower average roughness, and in two runs

roughness reached a steady state after running-in, while for the

CHT specimens, the first two runs showed an increasing trend

and the third one had a marked increase (over 300%) from the

initial roughness and a slight reduction afterwards. These differ-

ences in the roughness evolution could be associated to the

modification of the elastic limit of the cryogenically treated

specimens. Again, the effect of the oxide films can be neglected

as they wear out after two or three cycles.

Figure 6: Evolution of the relative average roughness after each test
cycle.

As a nanoscratch test is essentially an abrasion test using a

single asperity, our results confirm that the increase in hardness

shown by the DCT specimens led to a higher wear resistance

following the classical approach of Rabinowicz [43].

Regarding the evolution of the friction coefficient (CoF),

Figure 7 shows that it slightly diminished towards the end of the

tests, mainly due to wear and deformation of asperities of the

surface of the track (Figure 8) [44]. The level of friction reduc-

tion was between 2 and 5%. Similarly to the behavior of the

wear coefficient, DCT specimens performed better than CHT

samples. This difference was more pronounced during the
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Figure 7: Evolution of the friction coefficient during the nanowear test.

Figure 8: Scanning probe microscopy (SPM) image after 30 cycles of
nanoscratch testing in a DCT specimen. The depth profiles below in
Figure 9 were taken in the longitudinal (L–L) and transversal (T–T)
directions.

initial passes of the test. However, the improvement of the fric-

tion behavior for DCT specimens should be considered

marginal.

The evolution of the wear and friction coefficients (Figure 5 and

Figure 7) shows that DCT specimens exhibit a marginally im-

proved tribological behavior, i.e., less friction and wear than

CHT specimens during the first passes of the diamond tip. We

attribute this behavior mainly to the increased hardness and

elastic limit of the martensitic matrix. Similarly, Xie et al. [45]

has reported that a hardness increase implies a higher elastic

shakedown limit of the material and a reduction of the friction

coefficient.

Figure 8 shows a scanning probe microscopy (SPM) image of a

DCT specimen after a nanoscratch test, where the formation of

the wear track can be clearly seen. Material pile-up is visible at

both sides of the trench, as well as at the entry and exit edges.

The wear scar presents the typical features of an abrasion test

performed in a ductile material.

Figure 9a presents the initial (black line) and the final (red line)

longitudinal profiles of a DCT specimen, showing the forma-

tion of the trench. The total wear volume is the result of the

combined adhesion, ploughing effect and cutting effects during

the sliding process. The final profile of the scar reveals the

probable presence of a subsuperficial carbide (Figure 9a), which

did not wear as much as the metallic matrix due to its higher

hardness. In the transversal profile (Figure 9b), material pile-up

at the edges of the track can be clearly seen, in agreement with

the plastic deformation observed in the nanoindentation tests.

It is interesting to compare the nanoscratch results with those

from macroscopic tests reported by Prieto and Tuckart [11]. In

that work, wear occurred mainly by delamination, driven by

ratcheting, while in this present work wear is mainly abrasive.

In [11], the smaller carbides in DCT specimens delayed the

subsuperficial cracking due to a reduction in the stress concen-

tration effect. Instead, in this present work wear tests were reci-

procal, therefore ratcheting was not operative and the carbides

played a secondary role in the wear response of the material.

This was also a consequence of the scale of the wear tracks,

which we infer were of the order of the distance between

carbides.

The combination of nanoindentation and nanoscratch tests

allowed us to have a better understanding of the role of the

martensitic matrix and its contribution to the wear resistance of

the material. This contribution could not be analyzed in the

macroscopic tests performed in [11] due to the large scale of the

tribological interactions and the type of sliding conditions.
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Figure 9: Depth profiles after a wear test in a DCT specimen in the a) longitudinal and b) transversal directions. The formation of the wear groove and
the pile-ups around the track can be seen, as well as the probable revelation of a subsuperficial carbide.

Conclusion
Considering the results obtained from the study of the mechani-

cal and tribological properties of a cryogenically treated marten-

sitic AISI 420 stainless steel, we conclude that cryogenically

treated specimens show a higher amount of undissolved carbon

in the martensitic matrix, therefore leading to an increased hard-

ness and elastic limit in comparison with the conventionally

treated ones.

The carbide refinement developed in cryogenically treated

specimens had a marginal contribution in preventing abrasive

wear at the small scale of our test. Instead, we propose that the

improved mechanical resistance of the cryogenically treated

martensite was responsible for the reduction in friction and the

marginal decrease in the wear coefficient.
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Abstract
This article presents an investigation of the dynamical contact between two atomically flat surfaces separated by an ultrathin lubri-

cant film. Using a thermodynamic approach we describe the second-order phase transition between two structural states of the

lubricant which leads to the stick–slip mode of boundary friction. An analytical description and numerical simulation with radial

distributions of the order parameter, stress and strain were performed to investigate the spatial inhomogeneity. It is shown that in

the case when the driving device is connected to the upper part of the friction block through an elastic spring, the frequency of the

melting/solidification phase transitions increases with time.
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Introduction
The boundary friction mode occurs in tribological systems

when the thickness of the lubricant layer separating two

contacting surfaces is significantly smaller than the typical size

of the surface roughness. At such a system configuration, the

lateral motion of the friction surface is followed by a contact

interaction between the asperities. A specific case of boundary

friction is friction between two atomically flat surfaces separat-

ed by a layer of lubricant with thickness of a few atomic diame-

ters [1,2], or even monolayers [3]. Such type of friction mode

plays an important role in applied mechanics as it often occurs

in nanometer-sized tribological systems that are commonly used

in aerospace technologies, computer memory devices and elec-

tronic positioning systems [4]. Various experimental research

has shown that in the boundary friction mode, the lubricant can

undergo periodic phase transitions between the structure states

which may lead to the stick–slip motion with non-monotonic

time dependence of the friction force [1,2,4,5]. Stick–slip

motion is known to cause fast destruction of the contact parts of

microscopic devices, which is why it receives significant atten-

tion from the scientists and engineers.
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mailto:nabla04@ukr.net
https://doi.org/10.3762%2Fbjnano.8.189


Beilstein J. Nanotechnol. 2017, 8, 1889–1896.

1890

The boundary friction mode can be described within the frame-

work of several theoretical models [6-12] where lubricant

melting is described either as a first-order [8,9], or a second-

order [10,11] phase transition. It is worth mentioning that in

three-dimensional systems, melting always appears as a first-

order phase transition [13], while in the systems with confined

lubricant, second-order phase transitions were observed in both

numerical [14-16] and theoretical [10] studies. Moreover, recent

experimental investigations [5] have shown that melting as a

first-order phase transition is not possible for boundary lubri-

cants consisting of spherically shaped molecules. However for

the polymeric lubricant materials, first-order phase transition

may occur [17].

In our previous work [18] we studied the stick–slip boundary

friction mode considering lubricant melting as both first and

second-order phase transitions with an inhomogeneous distribu-

tion of elastic stress in a contact area. This obtained results have

shown that the melting begins at the edge of a contact area and

propagates to its center, and the wave of melting is followed by

a wave of recrystallization. Such inhomogeneous behavior was

also observed in experiments [19,20]. However, in [18] we con-

sider the motion of the friction surfaces with constant relative

velocity, while in the real experiments, the driving device is

applied to the upper surface through the elastic spring [1,4,6]. In

such an experimental configuration, the velocities of the fric-

tion surface and driving device are not equal, which significant-

ly affects the friction mode. In the present paper, we study this

situation using a previously developed technique [18]. In our

research we use a thermodynamic approach, as proposed in

[10], which gives relevant physical results. The dependence of

the order parameter on elastic strain in the lubricant layer, ob-

tained using the above-mentioned thermodynamic approach,

agrees with the similar data obtained from computational

studies [14-16]. Moreover, strain–stress curves obtained in [10]

are confirmed by experimental data [21].

Results and Discussion
We consider a simplified case where the properties of the lubri-

cant are independent of pressure and its behavior can be de-

scribed within a thermodynamic approach [10]. Assuming that

the melting of the lubricant develops as a second-order phase

transition (which follows from the computer simulations [14,15]

and experimental investigations [5]), the free-energy density

can be written in the form [10]:

(1)

where T is the temperature of the lubricant; Tc is the critical

temperature; εel is the shear component of the elastic stress; α, a

and b are positive constants. The order parameter φ is a peri-

odic component of the microscopic density of the material: in a

solid-like state of the lubricant φ > 0, while in a liquid-like state

φ = 0.

Using Equation 1 and the definition τ = ∂f / ∂εel [10,22] shear

stresses that appear in the lubricant can be written in the form:

(2)

where we have introduced the shear modulus of the lubricant μ,

that takes nonzero values only in solid-like states. The station-

ary values of the order parameter φ0 can be estimated from the

condition ∂f / ∂φ = 0 in the following form:

(3)

According to Equation 3, the stationary value of the order pa-

rameter φ0 decreases with the growth of both temperature T and

elastic strain εel. When the strain exceeds a critical value

(4)

stationary values of the order parameter φ0 and shear modulus

μ0 (according to Equation 2) equal to zero and the lubricant

melts. In the case εel < εel,c as defined by Equation 4, the sta-

tionary stress in the lubricant can be expressed as

(5)

Equation 5 describes the strain–stress curve defined by the

expansion parameters. However, it is more convenient to use

experimentally observable values of the maximum stress τmax

and strain . The relation between the expansion parameters

α, a and b and values of τmax and  can be estimated from

Equation 5 in the following form [18]:

(6)

To study the kinetics of the lubricant we employed the

Ginzburg–Landau–Khalatnikov evolutionary equation for the

order parameter in the form:
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Figure 1: Geometrical scheme of the system under investigation. Stamp of a cylindrical shape with radius a0, made of material with shear modulus of
G2 and Poisson ratio v2, placed over the material with elastic parameters G1,v1. Upper and lower friction blocks are separated by a layer of lubricant
with thickness h0.

(7)

where γ is the kinetic parameter that defines the inertial proper-

ties of the system, ξ(t) represents random processes in the heat

fluctuation of a small amplitude which cannot significantly

affect the system behavior. Nevertheless, it is necessary to take

them into account due to the peculiarities of the further numeri-

cal calculations [23]. In explicit form, Equation 7 can be written

as

(8)

The thermodynamic approach described above can be used to

investigate the boundary friction mode with different geomet-

rical shapes of the contact area. In the present work we consider

a tribological system as shown in Figure 1.

As can be seen from Figure 1, a cylindrically shaped flat-ended

stamp with radius a0 is in contact with a lower surface through

the lubricant layer with thickness h0. The materials of the top

and bottom surfaces have the shear moduli G1,G2 and Poisson

ratios v1,v2, respectively. This configuration can be reduced to

the contact of a rigid stamp with half-space characterized by an

effective shear modulus [24]

(9)

Assuming that the upper stamp has mass m, and the coordinate

of the stamp center is X, let us consider the situation where the

stamp is driven by a spring with the constant stiffness K. The

free end of the spring moves with a constant velocity V0. Thus,

the equation of motion for the upper friction block with mass m

has the following form [4]:

(10)

where t is the time, and Fx is the friction force between two

contacting surfaces. The magnitude of the friction force Fx

depends on the properties of the system shown in Figure 1.

As the upper stamp moves, local displacements of its surface in

the contact area with a lubricant are defined by a radial distribu-

tion , where r is the radial coordinate. Denoting the cor-

responding local displacements of a bottom surface as ,

we can define the local shear strain in the lubricant layer as a

function of the radial coordinate r:

(11)

Knowing the distribution of strain ε(r) and order parameter φ(r)

we can obtain the distribution of the stress in the lubricant ac-

cording to Equation 2:

(12)

The distribution of the displacements  in Equation 11 is

defined by shear stress. In our further investigations we will use

the method of dimensionality reduction (MDR) [24-26], which

allows us to reduce the three-dimensional problem (with general

coordinate r) to an equivalent one-dimensional (coordinate x)

with a possible reverse transition.
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Figure 2: (a) Kinetic dependence of the friction force Fx(t), calculated at parameters τmax = 106 Pa,  = 1.0, a = 106 Pa, h0 = 10−7 m,
γ = 10 (Pa·s)−1, a0 = 2·10−5 m, G* = 109 Pa, K = 500 N/m, m = 0.1 kg, V0 = 1 m/s. (b) Spatial distribution of the order parameter φ(r) in the moment of
time t = 1.3 ms, related to final point of the dependence shown in Figure 2a. (c) Time dependence of the mean values of the order parameter <φ>
(solid line) and elastic strain <εel> (dashed line). (d) Spatial distribution of the elastic strain εel(r) at t = 1.3 ms.

Within the MDR technique, a one-dimensional distribution of

the force density can be defined from the known distribution

τ(r) as:

(13)

From the obtained q(x), the one-dimensional distribution of the

displacements  can be calculated as:

(14)

and the distribution  can be obtained from the equation:

(15)

The elastic component of the friction force in the system can be

defined in two ways (in one-dimensional and three-dimensional

interpretations):

(16)

The aim of the present work is to take into account the elastic

properties of the contacting materials in simulation of the

kinetics of the boundary friction in the system shown in

Figure 1. Let us introduce the brief algorithm of the simulation

scheme. First, we need to set the initial distributions 

and . After that, the procedure described in Equa-

tion 11–Equation 15 is repeated in loops and for every value of

ε(r) a related value of the order parameter is calculated from

Equation 8.

The displacement of upper stamp X can be estimated from the

numerical solution of Equation 10 with friction force Fx calcu-

lated from Equation 16. With incremental growth of the upper

friction block, coordinate X values of the distribution 

are also incremented by the same magnitude. Thus, at the begin-

ning of motion, . However,  is set to

zero when the lubricant melts (in numerical scheme 

when φ(ri) < 0.01 [18]).

In numerical calculations integrals of Equation 13, Equation 15

and Equation 16 were replaced by corresponding sums,

while coordinates x and r were divided into N segments. All

calculated distributions depending on radius r (or coordinate x),

were computed at the points ri = ia0 / N (xi = ia0 / N), where

. In our simulation we set the time step to be

Δt = 10−8 s and number of segments N = 2000.

Figure 2 shows the results of a numerical simulation of the

shifting of the free end of the spring with constant velocity V0 at

constant system parameters.

An analogous dependence was described in [18], where the

motion of a stamp with constant velocity was considered. Such

configuration relates to the case where the spring, shown in

Figure 1, is replaced by the rigid coupler. However, in real ex-
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periments, the spring (finite stiffness) between the stamp and

the driving device always exists.

The dependence shown in Figure 2 allows us to conclude

that the stick–slip mode, with increasing frequency of the

melting/solidification phase transitions, is established in the

system. The growth of the frequency is caused by the increas-

ing tension of the driving spring ΔX = V0t − X and the elastic

force Fu = K(V0t − X). The shear velocity of the upper stamp

 also increases according to Equation 10, while the time

interval, during which the elastic stress εel exceeds the critical

value, is reduced.

As it is follows from Figure 2b,d, melting of the lubricant

occurs at the edge of the contact area and propagates to the

center; this situation was observed earlier in theoretical [18,27]

and experimental [19] research. It is worth mentioning that

before the first melting, the dependencies Fx(t), <φ>(t) and

<εel>(t) show the transition mode where monotonic growth of

the friction force Fx and mean value of elastic strain <εel> as

well as <φ> are significantly slower. The corresponding time

interval from the beginning of motion to the first melting is the

largest due to the presence of the spring between the stamp and

driving device [4]. Such a transition mode was not observed in

[18] as the stamp was moving with constant velocity V from the

very beginning of motion.

Additional time dependence of the order parameter φ(t) ob-

tained for different values of the radial coordinate r is shown in

Figure 3.

Figure 3: (a) Time dependence of the order parameter φ(t), calculated
using the same parameters as in Figure 2 and corresponding to the
melting process (arrow 1) before the first dashed line and to the recrys-
tallization process (arrow 2) after the first dashed line for different
values of the radial coordinate r. Arrows show the increment of a radial
coordinate r from 2 to 18 μm, with a step of 2 μm. Inset shows the time
interval between two dashed lines.

As it can be seen from Figure 3, melting begins at the edge of

the contact area and is immediately followed by recrystalliza-

tion. We also conclude that the inhomogeneous distribution of

the parameters weakly affects the behavior of the considered

tribological system in contrast to the case of a first-order phase

transition, where the influence of inhomogeneity is significant-

ly stronger [18].

The developed theoretical model of the boundary friction allows

investigating of the influence of the temperature of the lubri-

cant on the melting process. It is worth mentioning that the in-

fluence of the temperature was studied in a previous work [18]

for the case where the stamp was moving with a constant

velocity, and here we will discuss an analogous investigation

for the system with the spring. As the coefficient

(17)

is the only parameter in the model that depends on the tempera-

ture T, the variations of this coefficient can be considered as

variations of the temperature of the lubricant. As it follows from

the definition, the coefficient A decreases with temperature

increase. The dependence in Figure 2 is obtained using the pa-

rameters τmax = 106 Pa and  = 1.0, which corresponds to

the value of A = 1.5·106 Pa according to Equation 6. Figure 4

shows the time dependence of the friction force with monotoni-

cally decreasing coefficient A according to the relaxation law

(18)

where A0 is the initial value of coefficient A at time t = 0, while

 is the relaxation time. Equation 18 relates to the increase of

the lubricant temperature.

The temperature of the lubricant can vary during the natural

heat exchange with the environment (friction surfaces are

considered as a thermostat) [28]. As it follows from Figure 4,

the higher temperature of the lubricant leads to the reduced

amplitude of the friction force, elastic stress and order

parameter, which was previously observed in [18]. However, in

the considered case, the frequency of the phase transitions

increase with time due to the presence of the spring, as shown

in Figure 1. Complete melting of the lubricant occurs at

A = 2α(Tc−T)a / b ≤ 0 (not shown in the figure) and is followed

by a sliding mode with zero friction force Fx = 0 (only the

elastic component of the friction force is considered within the

proposed model).
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Figure 4: (a) Time dependence of the friction force Fx (Equation 16)
using the parameters of Figure 2 and an increasing temperature ac-
cording to Equation 18 using the parameters A0 = 1.5·106 Pa and

s. (b) Mean values of the order parameter <φ> and elastic
strain <εel> are according to the parameters of Figure 4a.

Let us note that all presented dependencies relate to the particu-

lar situation where elastic stress increases according to Equa-

tion 11. However, in various experimental and theoretical

studies, the boundary friction mode develops through an alter-

native mechanism where elastic stress, which cause the melting

of a lubricant, can also exist in a liquid-like state [4,9,23]. At

these conditions of time dependence, the friction force has a

saw-like form and melting of the lubricant occurs when the

shear velocity V exceeds some critical value. After the lubricant

is melted, the elastic friction force becomes equal to zero, i.e.

Fx = 0.

In the proposed model, we consider a quasi-static case where

the elastic strain is defined by the displacement of the friction

surfaces (see Equation 11) instead of the shear velocity V.

Moreover, in the case of quasi-static contact, the viscous fric-

tion force is not considered, while in the standard dynamic

model, it plays significant role [9]. Note however, that in most

cases, the boundary lubricant layers will exhibit non-Newtonian

behavior, so obtaining the dependence of viscous friction force

on shear velocity may represent another difficult challenge [29].

Thus, in our model, the increase in the shear velocity V causes

the increase in the frequency of phase transitions, and a critical

value of V related to the complete melting of the lubricant is not

observed. However, it is worth mentioning that the developed

approach allows us to investigate the physical processes directly

in the contact area, which is not possible within standard

models.

The dependence of the friction force Fx on the coordinate of the

upper friction block X as shown in Figure 5 corresponds to the

data from Figure 2a and Figure 4a.

Figure 5: (a) Dependence of the friction force Fx on the stamp coordi-
nate X (upper friction surface), corresponding to Figure 2a. (b) Depen-
dence of the friction force Fx on the stamp coordinate X, correspond-
ing to Figure 4a.

As it can be seen from Figure 5, Fx(X) is periodical (with

damping oscillations in the second case, as the amplitude of the

friction force decreases in time due to the heating of the lubri-

cant). The presented dependencies have a regular form in

contrast to the data in Figure 2 and Figure 4, where the frequen-

cy of the phase transitions increases with time. Different forms

of the obtained dependencies can be explained as follows. Let

us recall that in our simulations we introduced the constant

velocity of the free edge of the spring V0 (see Figure 1). The

velocity of the stamp center  is calculated from

Equation 10 and does not coincide with the velocity V0 mostly

due to the presence of the friction force Fx (Equation 16). After

the motion has begun, the tension of the spring and related

growth of the elastic force causes the growth of the upper stamp

velocity V. The lubricant melts in certain regions of the contact

area where elastic stress, εel(r), exceed a critical value, εel,c

(Equation 4). As the velocity of the upper stamp V grows, the

time needed for the elastic stress to reach the critical value εel,c

decreases. Thus, the frequency of the phase transitions in

Figure 2 and Figure 4 increases in time. However, strains

(Equation 11) are determined by the magnitude of the displace-

ment of the upper stamp over the bottom surface after another

melting and subsequent solidification (when the lubricant solid-

ifies after melting, strain is equal to zero for the subsequent

growth according to Equation 11). Thus, the upper stamp, after

another solidification of the lubricant, must pass approximately

the same distance before the next melting, as is depicted in
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Figure 5. This situation confirms the assumption that the fre-

quency of the phase transitions increases (as it is shown in

Figure 2 and Figure 4) due to the increase in the strain rate.

Conclusion
We have presented the dynamical simulation of the boundary

friction between a cylindrically shaped stamp and a flat surface.

Using the method of dimensionality reduction (MDR) we have

studied the stick–slip friction mode that occurs in the tribolog-

ical system under shear deformation. The MDR approach

allowed us to describe the situation in which elastic stress,

strain and order parameter are spatially distributed within con-

tact area. The established stick–slip mode is characterized by

continuous phase transitions between solid-like and liquid-like

states of the lubricant, which were described as the second-

order phase transitions between kinetic states of friction. Within

the performed numerical simulation it is shown that an increase

of the lubricant temperature leads to smaller amplitudes of the

friction force, elastic stress and order parameter, while the fre-

quency of phase transitions increases due to the presence of the

spring. It is worth mentioning that the spatial distribution of

elastic stress considered in the presented study will always

occur in tribological systems with analogous geometrical shape

of the contact area; thus, the developed approach can be an ad-

ditional tool in various experimental investigations for contact

problems of this type.
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Abstract
In recent years, with the development of micro/nanoelectromechanical systems (MEMS/NEMS), the demand for efficient lubri-

cants of silicon surfaces intensified. Although the use of ionic liquids (ILs) as additives to base oils in the lubrication of steel/steel

or other types of metal/ metal tribological pairs has been investigated, the number of studies involving Si is very low. In this work,

we tested imidazolium-based ILs as additives to the base oil polyethylene glycol (PEG) to lubricate Si surfaces. The friction coeffi-

cients were measured in a nanotribometer. The viscosity of the PEG + IL mixtures as well as their contact angles on the Si surface

were measured. The topography and chemical composition of the substrates surfaces were determined with atomic force microsco-

py (AFM) and X-ray photoelectron spectroscopy (XPS), respectively. Due to the hygroscopic properties of PEG, the first step was

to assess the effect of the presence of water. Then, a series of ILs based on the cations 1-ethyl-3-methylimidazolium [EMIM],

1-butyl-3-methylimidazolium [BMIM], 1-ethyl-3-vinylimidazolium [EVIM], 1-(2-hydroxyethyl)-3-methylimidazolium

[C2OHMIM] and 1-allyl-3-methylimidazolium [AMIM] combined with the anions dicyanamide [DCA], trifluoromethanesulfonate

[TfO], and ethylsulfate [EtSO4] were added to dry PEG. All additives (2 wt %) led to a decrease in friction coefficient as well as an

increase in viscosity (with the exception of [AMIM][TfO]) and improved the Si wettability. The additives based on the anion

[EtSO4] exhibited the most promising tribological behavior, which was attributed to the strong interaction with the Si surface

ensuring the formation of a stable surface layer, which hinders the contact between the sliding surfaces.
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Introduction
The use of ILs as neat lubricants was first proposed by Ye et al.

in 2001 [1]. Since then, many investigations confirmed the good

performance of ILs and their potential to substitute traditional

lubricants in specific applications due to their peculiar proper-

ties. However, the price of ILs compared with that of commer-

cial oils does not make them commercially competitive. Thus,

the possibility of using ILs as additives to base lubricants rose

as an attractive alternative from the economical point of view,

and it has been pointed out in previous studies [2,3]. The first

investigation reporting the use of ILs as additives is, to our

knowledge, the work of Phillips et al. [4], who added imida-

zolium-based ILs to water for the lubrication of ceramics. Other

investigators followed this idea and added imidazolium-based

ILs to base oils to lubricate steel/aluminum contacts [5-7] and

steel/steel contacts [8-13]. Jiménez and Bermúdez [7] tested

two ILs with the short alkyl chain imidazolium cation [EMIM],

and the anions tetrafluoroborate [BF4] and bis(trifluoromethyl-

sulfonyl)imide [NTf2] mixed with propylene glycol dioleate to

lubricate Al alloys. There was no impact on the friction coeffi-

cient but the wear rate was reduced significantly. The group of

Liu [9-13] extensively investigated the role of ILs formed by

imidazolium-based cations and the anions [BF4], hexafluoro-

phosphate [PF6] and [NTf2] as additives to PEG and polyurea

grease in the lubrication of steel/steel pairs, at room tempera-

ture and high temperatures. Recently, Pejaković et al. [14]

tested several imidazolium sulfate ILs and found significant

improvement of the tribological behavior of the same type of

sliding pairs when 1-ethyl-3-methylimidazolium octylsulfate

was added to the model lubricant fluid (glycerol). They attri-

buted this to sulfur species in the tribofilm. Gusain et al. [15]

synthesized bis-imidazolium ILs that proved to be efficient as

additives to PEG in the lubrication of the same type of sliding

pairs. Other ILs, namely those based on phosphonium [16,17]

and ammonium [18-20] cations, have been tested as lubricant

additives as described in recent reviews.

In most cases, the studies involved steel/steel or other types of

metal/metal tribological pairs. However, the need for efficient

lubrication of silicon surfaces rose with the development of

micro/nanoelectromechanical systems (MEMS/NEMS) [21].

These miniaturized devices demand lubricants of high perfor-

mance because the large surface-to-volume ratios may cause

serious adhesion and friction problems, the so-called stiction.

ILs stand up as promising lubricants for this type of systems, all

the more so since ILs are conductive liquids, leading to the

minimization of the contact resistance between sliding surfaces,

which is required for various electrical applications. Several

authors have successfully tested pure ILs as lubricants for Si

surfaces [22-26]. However, to our knowledge, the only reports

on the efficient behavior of ILs as oil additives to lubricate Si

surfaces were recently published by the group of T. Atkin

[27,28]. They studied the lubrication of silica surfaces at the

macro- and the nanoscale with mixtures of trihexyl(tetradecyl)-

phosphonium bis(2,4,4-trimethylpentyl)phosphinate and apolar

base oils, such as octane and hexadecane. Macroscale studies

were done with a pin-on-disk tribometer under loads of 2 N and

10 N, while an atomic force microscope was used in the nano-

scale investigation. Different lubrication regimes were ob-

served at both scales: boundary lubrication at the nanoscale and

mixed lubrication the macroscale. In the former case, lubricity

was a function of the density of the adsorbed layer; in the latter

one, the friction performance depended on the load: at low

loads, the mixtures oil–IL were more efficient than the pure oil,

while, at high loads, only concentrated oil–IL mixtures led to

efficient lubrication.

In this work, we went back to imidazolium-based ILs and tried

to improve their tribological performance as additives through

the introduction of adequate functional groups both in the cation

and in the anion. First, we investigated the influence of the pres-

ence of water in the base oil (PEG) through the comparison of

the behavior of dry and water-equilibrated mixtures. Then, a

series of ILs based on the cations [EMIM], [BMIM], [EVIM],

[C2OHMIM] and [AMIM] and the anions [DCA], [TfO],

[EtSO4] were used as additives in PEG to lubricate Si surfaces

using a nanotribometer. Figure 1 illustrates the structures of the

studied ILs.

As far as we know, the lubricant properties of these pure ILs on

silicon-based materials were never investigated, with the excep-

tion of [EMIM][EtSO4]. The reason should be the poor results

obtained by other authors with similar ILs. Xie et al. [24] found

a deficient lubrication performance of [EMIM][BF4], which

was attributed to the small alkyl chain length on the imida-

zolium ring. Mo et al. [23] studied the lubricant properties of

ILs based on the cation EMIM containing methyl, hydroxy,

nitrile, and carboxyl groups deposited by dip-coating on Si

surfaces. They found favorable friction reduction with

[C2OHMIM][Cl] being the least efficient IL. In contrast, prom-

ising results were obtained with [EMIM][EtSO4], which were

attributed to the presence of a stable tribofilm resulting from

specific interaction between the [EtSO4] anion and the silicon

surface [26,29].

The PEG + IL mixtures were characterized with respect to their

viscosity and substrate wettability. The topography and chemi-

cal composition of the substrates surfaces were determined with

atomic force microscopy (AFM) and X-ray photoelectron spec-

troscopy (XPS), respectively. Correlations between the ob-

tained friction coefficients and the surface properties as well as
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Figure 2: (a) AFM observation of the worn surface of Si submitted to nanotribological tests under dry conditions and (b) height profile of the worn
region.

Figure 1: Structure of the studied ILs.

the lubricants viscosity were attempted in order to understand

the mechanism involved in the lubrication process.

Results and Discussion
Friction and wear under dry conditions
For comparison purposes, a set of nanotribological tests were

done under dry conditions in a nitrogen stream using substrates

and counter bodies similar to those used in the lubricated tests,

the same normal load and scanning speed. The number of

cycles used was 3100. In these tests it was observed that, after a

very short running in period, the friction coefficient (CoF) stabi-

lizes at a value of 0.7. Clear wear tracks could be observed,

even with unaided eye, after the nanotribological tests under dry

conditions. The AFM observation of these worn surfaces

(Figure 2) reveals the existence of parallel grooves with peak-

to-valley depths of approximately 500 nm, typical of severe

abrasive conditions caused on the Si surface by the steel counter

body.

Effect of water in the lubricants
Most ILs and PEG itself are very hygroscopic liquids the water

content of which may increase during the tribological applica-

tions under ambient conditions. Thus, it is important to know

the influence of water on the tribological performance of pure

PEG and its mixtures. Two types of PEG and PEG mixtures

were tested: the liquids equilibrated with the atmosphere, here

designated as humid, and the dry liquids, which were submitted

to a vacuum drying process. Three ILs based on hydrophobic

([TfO]) and hydrophilic ([DCA]) anions were chosen as testing

liquids to prepare the mixtures: [EMIM][TfO], [BMIM][TfO]

and [BMIM][DCA]. The values of the viscosity, η, at 25 °C and

the water content of humid and dry liquids (PEG and PEG + IL

mixtures) are presented in Table 1.

The presence of water decreases the viscosity of PEG and its

mixtures by about 5 mPa·s. Addition of ILs increases the

viscosity of humid and dry PEG in a similar fashion.

The first observation to retain from the nanotribological tests is

the fact that, under the tested conditions, no wear was observed

in any of the samples tested under lubricated conditions, either

with PEG and with PEG+IL mixtures. In what concerns the

CoF, the values are plotted in Figure 3. The values of CoF ob-

tained with both humid and dry liquids are plotted as a function
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Table 1: Viscosity, η, at 25 °C and water content of dry and humid liquids.

PEG + IL additive humid liquids dry liquids
η/mPa·s water content/ppm η/mPa·s water content/ppm

PEG 36 4466 40 200–500
PEG + [EMIM][TfO] 48 3932 53 568
PEG + [BMIM][TfO] 47 3970 52 674
PEG + [BMIM][DCA] 52 4061 56 552

Figure 3: CoF as a function of the Sommerfeld parameter, Z, for (a) humid and (b) dry PEG (black circle) and PEG + [EMIM][TfO] (blue triangle), PEG
+ [BMIM][TfO] (red diamond), and PEG + [BMIM][DCA] (green square).

of the Sommerfeld parameter Z = η·r·v (Stribeck curves), where

F is the applied force, r is the radius of the counterbody, and v

is the velocity.

The main difference occurs between humid and dry PEG: The

presence of water slightly increases the friction coefficient.

Similar results were reported by the group of Spencer who

found that water negatively affects the lubrication efficiency of

ILs, at both the nanoscale [30] and the macroscale [31]. They

used an extended surface force apparatus to study the influence

of water on the structure of the nanoconfined films of ILs con-

taining both hydrophilic ([EtSO4]) and hydrophobic (trifluo-

rophosphate) anions. Water had different effects on both types

of ILs: In hydrophilic ILs water hydrated the anions, while in

hydrophobic ILs, it mainly hydrated the substrate surface. How-

ever, in both cases, ambient humidity was found to disturb the

ion-pair coordination, which resulted in an increase in friction

[31]. Tests carried out at macroscale showed the same effect

when using hydrophobic imidazolium-based ILs to lubricate

silica/silicon pairs at a small applied load (0.5 N). Under these

conditions, low friction and no detectable wear in a nitrogen at-

mosphere was detected; in humid air, wear and friction in-

creased, which was attributed to the disruption of lubricant film,

leading to contact between the sliding surfaces [32]. Recently,

the same group reported somewhat different results when

studying the tribological behavior of silica/silicon pairs lubri-

cated with [EMIM][EtSO4] with a pin-on-disk tribometer at

high load (4.5 N) [32]. They studied the effect of ambient

humidity and found a decrease in friction and wear of both

counterparts when water was present in the IL which they attri-

buted to the formation of a ductile layer of hydrated silica

which resulted in the smoothing of the silica surface.

The increase in the viscosity of the dry liquids may also influ-

ence the tribological behavior, because in a mixed lubrication

regime a more viscous lubricant would be more efficient in

keeping the surfaces apart. Addition of ILs led to a decrease in

friction, more significant for wet PEG, which should result from

the formation of a boundary film as well as from the increase in

the viscosity. In dry conditions an adsorbed layer of cations is

expected; in wet conditions, adsorbed water may be present

when the ILs are hydrophobic (TfO-based) or a layer of

adsorbed cations and anions for hydrophilic ILs [31].

The contact angles of humid and dry PEG and their mixtures

with ILs on the silicon substrates are presented in Figure 4. In

both cases, addition of the ILs to PEG increased the wettability

confirming the preferential interaction of the IL ions with the

silicon surface. The contact angles of the humid liquids are

lower than those of the dry liquids, which should result from the

preferential adsorption of water molecules on the Si surface.

The reduction of the contact angle in the presence of water is

more significant for the PEG+IL mixtures than for pure PEG,

which suggests that in the former case the water molecules

being preferentially attached to the IL anions by H-bonds have a

higher tendency to concentrate at the surface.
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Figure 4: Contact angles of (a) humid and (b) dry PEG + [BMIM][DCA] (1), PEG + [BMIM][TfO] (2), PEG + [EMIM][TfO] (3), and PEG (4) on silicon
substrates. The error bars correspond to standard deviations (n ≥ 7).

Table 2: Viscosity, η, at 25 °C, water content and contact angle of PEG + IL mixtures.

PEG + IL additive η/mPa·s water content/ppm contact angle/°

PEG + [EMIM][TfO] 53 568 24 ± 2
PEG + [BMIM][TfO] 52 675 27 ± 2
PEG + [C2OHMIM][TfO] 55 466 15 ± 1
PEG + [AMIM][TfO] 40 406 17 ± 1
PEG + [BMIM][DCA] 56 552 22 ± 6
PEG + [C2OHMIM][DCA] 52 560 17 ± 2
PEG + [EMIM][EtSO4] 53 432 17 ± 2
PEG + [EVIM][EtSO4] 75 480 19 ± 3

The correlation of the tribological performance with the sub-

strate wettability is not a straightforward issue. In principle, for

a boundary/mixed lubrication regime, a good wettability of the

substrates should be important to keep a stable lubricating film.

However, Borruto et al. [33] found that water lubrication in the

mixed/hydrodynamic regime was most effective when pins and

discs were made of materials of different wettability. In particu-

lar, when the counterbody was very hydrophilic and the disk

very hydrophobic a stable layer of water remained between the

sliding surfaces. In our case, the presence of water had a

stronger effect on the CoF of pure PEG the wettability of which

was the least affected. When comparing the different mixtures,

both in dry or wet state, no correlation seems to exist between

the substrate wettability and the tribological behavior, which is

not unexpected considering the similarity of the corresponding

contact angles.

Effect of IL cation and anion
The ILs presented in Figure 1 were mixed with PEG (2 wt %) to

prepare the mixtures used in the nanotribological tests. The

choice of this concentration was based on preliminary tests

using weight percentages of 1 wt %, 2 wt % and 5 wt %, which

showed similar results for 2 wt % and 5 wt %. The characteriza-

tion of the PEG + IL mixtures with respect to the viscosity, η, at

25 °C, water content and contact angle on the silicon surface is

described in Table 2.

The viscosity of the mixtures is considerably higher than that of

PEG, except for PEG + [AMIM][TfO]. PEG + [EVIM][EtSO4]

stands out as the most viscous mixture. All mixtures present

lower contact angles than pure PEG (31°) on the silicon sub-

strate, including those based on the hydrophobic [TfO] anion,

especially when the cation contains hydroxy or allyl groups in

the side chain.

In order to investigate the effect of the cation and the anion of

the IL additive on the tribological performance of the PEG mix-

tures, we compared the CoFs obtained with PEG and with

PEG+IL mixtures grouped according to the anion: ILs based on

the hydrophobic [TfO] anion coupled with [EMIM], [BMIM],

[AMIM] and [C2OHMIM]; ILs based the hydrophilic [DCA]

anion coupled with [BMIM] and [C2OHMIM]; ILs based on the

hydrophilic [EtSO4] anion coupled with [EMIM] and [EVIM].

The results are presented in Figure 5.

Analysis of Figure 5 indicates the presence of a mixed-lubrica-

tion regime, except for PEG + [EVIM][EtSO4] due to its high

viscosity. Among the TfO-based additives (Figure 5a), the one

with cation [EMIM] (shorter side chain) led to the worst results:

It had almost no effect, in particular, at higher velocities. Addi-

tion to PEG of other cations with short side chains but func-

tional groups (hydroxy or allyl), respectively, [C2OHMIM] and

[AMIM], led to a slight decrease in friction. Cation [BMIM]
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Figure 5: CoF vs Sommerfeld parameter, Z, for (a) TfO-based,
(b) DCA-based and (c) EtSO4-based ILs mixed with PEG: PEG (black
circles), PEG + [EMIM][TfO] (red squares), PEG + [BMIM][TfO] (blue
squares), PEG + [C2OHMIM][TfO] (green squares), PEG +
[AMIM][TfO] (purple squares), PEG + [BMIM][DCA] (blue triangles),
PEG + [C2OHMIM][DCA] (green triangles), PEG + [EMIM][EtSO4] (red
diamonds), PEG + [EVIM][EtSO4] (yellow diamonds).

with a longer side chain induced a significant decrease in fric-

tion, despite the fact that it presents the highest contact angle.

Comparison of the DCA-based additives (Figure 5b) shows that

all combinations ([BMIM] and [C2OHMIM]) led to similar

small decreases in CoF. Finally, the EtSO4-based additives

(Figure 5c) led to accentuated decreases in friction but the be-

havior of both cations was different. While [EVIM][EtSO4]

led to a linear decrease of CoF with increasing Z, with

[EMIM][EtSO4] a constant CoF was obtained for intermediate

values of Z. This difference may be attributed to the higher

viscosity of the former one which may contribute for the

stability of the boundary layer at high sliding speeds.

To further understand the differences in behavior of the PEG/IL

mixtures in the lubrication of the Si surface, AFM observation

of some of the Si surfaces was done. After the nanotribological

Figure 6: AFM images and height profiles of the sliding tracks in
(a) dry PEG, (b) PEG + [EMIM][TfO] and (c) PEG + [EMIM][EtSO4].

tests, tracks could be observed on the surfaces; however these

tracks disappeared after washing the samples, demonstrating

that no wear occurred. Figure 6 shows the AFM images of sam-

ples submitted to nanotribological tests (3100 cycles), before

washing: Figure 6a shows the sample tested with pure PEG;

Figure 6b shows the sample submitted to tribological tests per-

formed with the mixture PEG + [EMIM][TfO], which presents

a CoF similar to that of pure PEG (Figure 5a); Figure 6c shows

the sample tested with the mixture PEG + [EMIM][EtSO4],

which presents a lower CoF. Outside the sliding region an

adsorbed layer with some agglomerates of the lubricant is

present in all the samples. Moreover, AFM observation shows

the following:

• Figure 6a: PEG adsorbs to the surface forming an

adsorbed layer of approximately 3 nm of height. This

layer is continuously removed by the sliding movement

of the counter body. Nevertheless, PEG decreases the

CoF and impairs the wear of the Si surface.
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Figure 7: XPS regions of (a) C 1s, (b) S 2s, and (c) N 1s for, from bottom to top, in (a) Si/PEG, Si/PEG + [EMIM][EtSO4] and Si/PEG + [EMIM][TfO],
and in (b) and (c) Si/PEG + [EMIM][EtSO4] and Si/PEG+[EMIM][TfO]. The solid black line in (b) represents the smoothed data.

• Figure 6b: The surface of the samples submitted to tests

with PEG + [EMIM][TfO] is similar to the surface of

samples tested with PEG. Both the morphology of the

layer and the depth of the sliding track (3–4 nm in aver-

age) are comparable to what can be observed in PEG

samples, the main difference being the formation of

some ridges at the periphery of the tracks, caused by the

accumulation of the removed layer.

• Figure 6c: The adsorbed layer of PEG + [EMIM][EtSO4]

is similar in morphology to the previous ones. However,

in this case, the adsorbed layer is only partially removed

in the periphery of the sliding tracks, indicating that the

adhesion of PEG to the Si surface is enhanced by the

presence of 2 wt % of [EMIM][EtSO4].

Therefore, the AFM results indicate that, although the adsorbed

lubricant film is partially removed by the sliding action of the

counterbody, in general, this removal is only partial and wear

protection by the lubricants is ensured. The AFM observations

also indicate that, when [EMIM][EtSO4] is added to PEG, the

adsorbed layer is thicker which may explain the smaller CoF

measured.

XPS was used to analyze the Si surfaces after contacting

with PEG and with two mixtures exhibiting the best and the

worst nanotribological performance, respectively, PEG +

[EMIM][EtSO4] and PEG + [EMIM][TfO] (see Figure 5).

Adsorption of PEG to the Si surface was attested by the peak

centered at about 287 eV assigned to carbon singly bound to

oxygen (C–O) (Figure 7a), confirming the AFM observation.

Another peak of C 1s, much smaller, is present at ca. 285 eV

and may be assigned to hydrocarbon-like contaminations on the

Si surface. In the case of the IL mixtures, no important differ-

ences exist among the C 1s signals: Two peaks may be fitted in

the same positions, the intensity of the aliphatic carbon being

lower in the PEG + [EMIM][EtSO4] sample. The most intense

XPS sulfur peak is the S 2p (S 2p3/2 + S 2p1/2), which is super-

posed to the Si 2s plasmon loss. Comparison was, therefore,

based on the S 2s peaks. In both samples, the signal to noise

ratio is very poor (Figure 7b). Anyway, the smoothed data (full

black lines) show different S 2s peaks in the sample treated with

PEG + [EMIM][TfO] and with PEG + [EMIM][EtSO4]. In the

former case, the peak centered at 232.9 eV, assigned to the sul-

fonate group in TfO, is broad but rather symmetrical. In the

latter case, at least two peaks may be identified, one at higher

energy (ca. 234 eV) assigned to sulfate, and the other one at

lower energy similar to that of SO3 in TfO. This suggests that

the anion EtSO4 is more affected by the presence of the sub-

strate than the anion TfO. Finally, the spectra reveal a single N

1s peak centered at 402.1 eV, which is assigned to the nitrogen

atoms with delocalized charge in the imidazolium ring of both

[EMIM][EtSO4] and [EMIM][TfO] (Figure 7c). To further
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support this idea, quantitative atomic ratios were calculated and

are given in Table 3.

Table 3: XPS atomic ratios for the Si samples coated with PEG, PEG
+ [EMIM][EtSO4] and PEG + [EMIM][TfO].

PEG +
[EMIM][EtSO4]

PEG +
[EMIM][TfO]

PEG

C–O/Si 0.41 ± 0.01 0.43 ± 0.01 0.46 ± 0.01
N/C–O 0.13 ± 0.01 0.16 ± 0.01 —
S/C–O 0.042 ± 0.004 0.066 ± 0.007 —

The C–O/Si values given in Table 3 show that the amount of

PEG on the Si surfaces exposed to the PEG + IL mixtures is

slightly lower than that on the surface exposed to pure PEG,

especially when the IL is [EMIM][EtSO4]. This result may be

interpreted that either a smaller amount of polymer is adsorbed

on the surface, or the same amount exists but PEG is

more aggregated. The N/C–O and the S/C–O ratios suggest

that less IL seems to exist in the sample coated with

PEG + [EMIM][EtSO4] than in the sample coated with

PEG + [EMIM][TfO]. Since the expected ratios should be simi-

lar in both cases, these results are compatible with stratification

of the surface layers to some extent, with [EMIM][EtSO4] being

closer to the Si surface than [EMIM][TfO]. This supports the

interpretation given above for the large asymmetry of the S 2s

peak in the former case. Stratification of ILs near solid surfaces,

namely alumina and silica, was detected by several authors

using atomic force microscopy imaging and MD simulations,

even in the absence of long alkyl side chains [34,35]. However,

stratification may lead to large distortions of the XPS atomic

ratios when compared to the stoichiometric ones [36], thus no

further quantitative analysis was performed.

Overall, these results seem to indicate a stronger interaction be-

tween [EMIM][EtSO4] and the surface compared with that of

[EMIM][TfO], which leads to the greater stability of the

adsorbed layer and the better tribological behavior of the addi-

tive [EMIM][EtSO4].

The efficiency of ILs based on the anion EtSO4 as pure lubri-

cants was already reported in the literature [26,29]. However, to

our knowledge, this is the first time that these ILs are success-

fully tested as additives to base lubricants. Strong adsorption of

[EtSO4] on the surface oxide that covers the Si substrate should

be responsible for this behavior. The S–O bond of this anion is

known to interact with the silica surface to yield Si–O–S bonds,

while the Si-OH groups were not found to give a significant

contribution [37]. In this case, the positive role of the [EtSO4]

anion seems to overlap the poor efficiency of the [EMIM]

cation. Other authors [38,39] tested the frictional behavior of

ILs composed of the cation [EMIM] and the sulfur-based

anions, methylsulfate ([MeSO4]), n-buthylsulfate ([n-BuSO4])

and octylsulfate ([OcSO4]), as oil additives to lubricate steel

surfaces and got different results. They found that friction did

not improve with respect to that obtained with the base oil

(glycerol), except under high shear conditions. Among the three

ILs, the one based on [n-BuSO4] was the best, because it

promoted a more complete covering of the substrate surface

[38]. Later, they repeated the experiments keeping constant the

molar fraction instead of the weight fraction of the additive and

found that the mixtures with [EMIM][OcSO4] performed better

because they formed thicker, more compact surface films. How-

ever, comparison with pure glycerol did not show a significant

improvement [39]. All these results indicate the beneficial influ-

ence of the presence of IL additives depends strongly on the

chemical nature of both ILs and the substrate. Enhanced interac-

tions between the cation and or the anion and the hydrophilic

silicon substrate, due to van der Waals forces (long side chains),

hydrogen bonding (ethanol functional groups) and, more impor-

tantly, chemical bonding involving the hydrophilic sulfate and

Si, promote the formation of an ordered surface layer, which

helps to hinder the contact between the sliding surfaces.

Conclusion
A series of imidazolium-based ILs was tested as additives to the

base oil PEG in the lubrication of Si surfaces: [EMIM][TfO],

[BMIM][TfO] ,  [C 2 OHMIM][TfO] ,  [AMIM][TfO] ,

[BMIM][DCA], [C2OHMIM][DCA], [EMIM][EtSO4] and

[EVIM][EtSO4]. The presence of water in PEG, equilibrated

with the ambient atmosphere, worsened its tribological perfor-

mance. However, contrary to what occurs in the tests under dry

conditions, all the tested lubricants are efficient to impair wear

under the tested conditions. A small percentage (2 wt %) of ILs

was sufficient to induce a decrease in CoF, which was most sig-

nificant in the case of those containing the anion [EtSO4]. XPS

analysis of the silicon surfaces after exposure to PEG + IL

mixtures containing the anions [EtSO4] and [TfO], respectively,

leading to the best and the worst tribological behavior in what

concerns CoF, confirmed the stronger interaction with [EtSO4].

The excellent results obtained with [EMIM][EtSO4] and

[EVIM][EtSO4] encourage a deeper research on this type of ad-

ditives with the objective of substituting the traditional oils in

microelectronics lubrication.

Experimental
Materials
The following reagents were used: 1-methylimidazole (Alfa

Aesar, 99%), 1-vinylimidazole (Sigma-Aldrich, 99%), allyl bro-

mide (BHD, 99%), diethyl sulfate (Acros Organics, 99%), sodi-

um dicyanamide (Aldrich, ≥97%). The solvents used for reac-

tion media and/or purification processes are the following:
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dichloromethane (Carlo Erba Reagents, 99.9%), ethanol

(LabChem), acetone (LabChem), acetonitrile (Carlo Erba

Reagents, 99.8%), diethyl ether (LabChem, 99.9%). The

reagent sodium trifluoromethanesulfonate, and the ILs

[ E M I M ] [ T f O ] ,  [ E M I M ] [ E t S O 4 ] ,  [ B M I M ] [ T f O ] ,

[BMIM][DCA], [C2OHMIM][TfO], and [C2OHMIM][DCA]

were kindly provided by Solchemar company (Portugal). The

purity of these ILs is greater than 98%, according to the

supplier. The commercial lubricant PEG 200 is from FLUKA

(Sigma-Aldrich), ref: 81150. The substrates used for tribolog-

ical tests and contact angle measurements are silicon wafers

b100N with 0.5 mm of thickness and a roughness below 0.1 nm.

Stainless steel AISI 316L spheres with 3 mm of diameter were

used as counter bodies.

Methods
Synthesis of ionic liquids
[AMIM][Br]: 1-Methylimidazole (14.0 mL, 176 mmol) was

dissolved in 50 mL of acetone in a round-bottomed flask. This

flask was submerged in ice and allyl bromide (15.2 mL,

211 mmol) was slowly added with stirring under an inert atmo-

sphere. After the addition, the flask was fitted with a reflux

condenser, removed from ice and kept at room temperature

overnight. The next day, the mixture was kept at 40 °C for 5 h.

In the end of the reaction the solvent was evaporated and the

crude was washed with diethyl ether (5 × 5 mL under vigorous

stirring) and then dried in vacuum at 85 °C for 3 days. The pure

product was obtained as a viscous brown liquid (31 g, 87%).

1H NMR (DMSO-d6, 400 MHz) δ 3.90 (s, 3H), 4.94 (d,

J = 8.00 Hz, 2H), 5.32 (m, 2H), 6.04 (m, 1H), 7.86 (d,

J = 4.00 Hz, 2H), 9.42 ppm (s, 1H).

[AMIM][TfO]: [AMIM][Br] (8 g, 39.4 mmol) was dissolved in

50 mL of ethanol in an Erlenmeyer flask. Sodium triflate (7.8 g,

45.3 mmol) was also dissolved in 50 mL of ethanol, added to

the previous solution and kept at room temperature under stir-

ring for 24 h. In the end of the reaction the solvent was evapo-

rated and the crude was dissolved in dichloromethane in which

the sodium bromide precipitates. The solution was filtered and,

after evaporation of dichloromethane, dried in vacuum at 85 °C

for 3 days. The pure product was obtained as a brown viscous

liquid (8.4g, 78%).

1H NMR (DMSO-d6, 400 MHz) δ 3.87 (s, 3H), 4.84 (d,

J = 4.00 Hz, 2H), 5.33 (m, 2H), 6.04 (m, 1H), 7.70 (d,

J = 4.00 Hz, 2H), 9.09 ppm (s, 1H); 19F NMR (DMSO-d6,

282 MHz) δ  −77.99,  −77.62 ppm; FTIR (KBr) :

518.86, 575.30, 642.20, 759.40, 848.18, 949.20, 995.75,

1033.18, 1166.81, 1261.74, 1426.68, 1573.08, 1643.73,

2361.52, 3115.17, 3156.87, 3511.69 cm−1; Anal. calcd for

C8H11F3N2O3S·H2O: C, 33.10; H, 4.51; N, 9.65; found: C,

33.24; H, 4.08; N, 9.57.

[EVIM][EtSO4]: 1-Vinylimidazole (1.9 mL, 21.3 mmol) was

dissolved in 20 mL of acetonitrile in a round-bottomed flask.

Diethyl sulfate (3.6 mL, 27.6 mL) was slowly added at room

temperature under stirring. After the addition, the flask was

fitted with a reflux condenser for 48 h at 60 °C. In the end of the

reaction the solvent was evaporated and the crude was washed

with diethyl ether (5 × 5 mL under vigorous stirring) and then

dried in vacuum at 85 °C for 3 days. The pure product was ob-

tained as a viscous brown liquid (5.2 g, 99%).

1H NMR (DMSO-d6, 400 MHz) δ 1.10 (t, J = 12.00 Hz, 3H),

1.44 (t, J = 12.00 Hz, 3H), 3.79 (t, J = 12.00 Hz, 2H), 4.24 (m,

2H), 5.39 (m, 1H), 5.95 (m, 1H), 7.28 (m, 1H), 7.94 (s, 1H),

8.19 (s, 1H), 9.50 ppm (s, 1H); FTIR (KBr) : 585.28, 620.68,

781.43, 847.05, 919.84, 959.21, 1013.61, 1060.70, 1118.96,

1173.10, 1389.78, 1453.22, 1552.34, 1574.08, 1655.44,

2361.69, 2988.76, 3145.11, 3437.22 cm−1; Anal. calcd for

C8H14N2O4S·(1.1H2O): C, 37.82; H, 6.43; N, 11.03; found: C,

37.85; H, 6.33; N, 10.53.

Characterization of IL mixtures
The water weight fraction of PEG and of the mixtures PEG +

ILs, after being submitted to the vacuum drying process at

50 °C and 85 °C, respectively, was checked by Karl Fischer

(coulometric) titration. The viscosity of PEG and its mixtures

with the ILs was measured with a viscometer DV-II+Pro

(Brookfield) at 25 °C. All measurements were done in triplicate.

The temperature uncertainty was ±0.02 °C, while the precision

of the dynamic viscosity measurements was ±0.5%.

The contact angle measurements on Si substrates were done

with the sessile-drop method using the equipment described

previously [40]. The Si substrates were submitted to a careful

cleaning procedure: 2 × 15 min sonication in a detergent solu-

tion intercalated with 10 min sonication in water, followed by

3 × 10 min sonication in water, rinsing with distilled and de-

ionized water, drying with nitrogen and finally drying for 2 h

inside a vacuum oven at room temperature. The liquid drops

were generated using a micrometric syringe from Gilmont

inside an ambient chamber model 100-07-00 (Ramé-Hart,

Succasunna, NJ, USA) at 20 °C. During the experiments, the

chamber was continuously flushed with dry nitrogen, to mini-

mize water absorption by the liquids. The images of drops were

obtained with a video camera (jAi CV-A50, Barcelona, Spain)

mounted on a microscope Wild M3Z (Leica Microsystems,

Wetzlar, Germany) and analyzed by running the ADSA

(Axisymmetric Drop Shape Analysis, Applied Surface Thermo-

dynamics Research Associates, Toronto, Canada) software.
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Nanotribological tests
The coefficients of friction (CoFs) were measured in a nanotri-

bometer (CSM Instruments, Peseux, Switzerland) using PEG

and PEG + ILs as lubricants. The Si substrates, previously

cleaned as described above, were placed at the bottom of a

liquid cell and a few drops of the lubricant were deposited on

top to ensure complete coverage of the substrate surface. The

amplitude of the reciprocal movement of the counter body

(stainless steel sphere) on the Si surface was 0.5 mm and a force

of 15 mN was applied. The sliding speed was varied between

0.4 and 2.0 cm·s−1, i.e., the nanotribological tests were carried

out at low sliding speeds (low Sommerfeld numbers), corre-

sponding to boundary or mixed-lubrication regimes. The num-

ber of cycles varied from 200 for the determination of CoF to

3100 for the observation of the substrates with AFM. Each test

was repeated, at least, three times. The experiments were done

at room temperature under a flow of dry nitrogen. The evolu-

tion of CoF with time was followed in all experiments and com-

pletely steady values were obtained after a few seconds

meaning that the running in period was very short.

Microscopic observations
The surfaces of Si substrates after the nanotribological

tests (3100 cycles) were observed with an optical microscope

and then analyzed with an atomic force microscope

(AFM) (NanoSurf Easyscan 2) using Si tips (c = 0.2 N·m−1,

f0 = 25 kHz) at a constant contact force of 20 nN, in contact

mode. The images were obtained through the WSxM 5.0

Develop 4.0 software.

XPS determinations
The Si substrates were immersed in PEG and PEG + IL for

40 min, which is the duration of the longer friction tests and

then dried with a flux of Ar prior to XPS analysis. Spectra were

acquired at TOA = 0° (relative to normal) with the Mg Kα

X-ray source of a KRATOS XSAM800. Data treatment details

were given in a previous work [41]. The sensitivity factors used

for quantification analysis were: 0.318 for C 1s, 0.391 for S 2s,

0.736 for O 1s, 0.505 for N 1s and 0.371 for Si 2p.
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Abstract
This article reports a comparative study of the nanoscale and macroscale tribological attributes of alumina and stainless steel sur-

faces immersed in aqueous suspensions of positively (hydroxylated) or negatively (carboxylated) charged nanodiamonds (ND).

Immersion in −ND suspensions resulted in a decrease in the macroscopic friction coefficients to values in the range 0.05–0.1 for

both stainless steel and alumina, while +ND suspensions yielded an increase in friction for stainless steel contacts but little to no

increase for alumina contacts. Quartz crystal microbalance (QCM), atomic force microscopy (AFM) and scanning electron micros-

copy (SEM) measurements were employed to assess nanoparticle uptake, surface polishing, and resistance to solid–liquid interfa-

cial shear motion. The QCM studies revealed abrupt changes to the surfaces of both alumina and stainless steel upon injection of

–ND into the surrounding water environment that are consistent with strong attachment of NDs and/or chemical changes to the sur-

faces. AFM images of the surfaces indicated slight increases in the surface roughness upon an exposure to both +ND and −ND

suspensions. A suggested mechanism for these observations is that carboxylated −NDs from aqueous suspensions are forming

robust lubricious deposits on stainless and alumina surfaces that enable gliding of the surfaces through the −ND suspensions with

relatively low resistance to shear. In contrast, +ND suspensions are failing to improve tribological performance for either of the sur-

faces and may have abraded existing protective boundary layers in the case of stainless steel contacts. This study therefore reveals

atomic scale details associated with systems that exhibit starkly different macroscale tribological properties, enabling future efforts

to predict and design complex lubricant interfaces.
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Figure 1: Friction coefficient plotted as a function of fluid viscosity and shear velocity divided by load (Stribeck curve). NPs present in a fluid could
impact the tribological performance in all three lubrication regimes, for example by forming lubricious surface coatings or acting as rolling or sliding
spacers at the contacts. In addition they may potentially fill or erode the contacts and/or cause the solid–fluid interfacial slip attributes to change via
electroviscous and/or steric mechanisms. See text for further discussion.

Introduction
Interest in nanoparticles as eco-friendly lubricant additives has

grown tremendously in recent years [1,2]. The field is driven in

a large part by a pressing need to replace hazardous additive

materials in present-day oil-based lubrication technologies and

to eliminate the serious environmental risks associated with oil

leakage and disposal [3-5]. Water-based lubricant systems are a

particularly attractive target for nanoparticulate additives since

conventional oil additives generally fail to improve tribological

performance in aqueous environments. Numerous studies of

nanoparticulate additives to oil-based systems have been re-

ported in the literature, with many displaying significant

improvements in macroscopic friction and wear rates [6].

Water-based suspensions have received far less attention [1,2,7-

9]. Although the low shear strength of water is beneficial in the

hydrodynamic regime of lubrication, under normal loads it also

enables contact between opposing surfaces. Nanoparticulate ad-

ditives have the potential to overcome this deficiency, by pene-

trating into contacts where they may form boundary films and/

or act as rolling or sliding spacers (Figure 1) [6,10,11]. As such,

nanoparticles exhibit a great potential for replacement of the

centuries-old oil-based lubricating technologies.

Tribological studies of water-based nanoparticle suspensions re-

ported to date have mostly involved NDs. Reductions in kinetic

friction coefficients µk by factors of 5–20 have been reported

for metallic [7], ceramic [8], and semiconducting materials [2].

It is likely that the literature is reporting primarily on those

nanoparticle additives with a beneficial tribological perfor-

mance. Identification of nanoparticulate additives that are detri-

mental and/or have no effect have received much less attention

even though such data are exceptionally useful for the purposes

of evaluating test models [12]. Liu et al. recently investigated

the tribological performance of steel/gold contacts in water

using both nano- and macroscale measurements and found the

contact to be highly sensitive to the sign of the charge on the

NDs in suspension [9]. The authors suggested that the −ND

suspensions were more likely to improve the tribological perfor-

mance in macroscale settings than the +ND suspensions, and

speculated that the electrostatic properties of the materials in

contact might play a role. Generally, NDs require surface chem-

ical treatments in order to be electrically charged in aqueous

suspensions so as to inhibit aggregation via a mutual electro-

static repulsion, similar to other nanoparticles [2,9,13-15].

These chemical treatments are well known, however, to impact

the friction coefficients in humid and dry environments for stan-

dard tip on disk geometries [16,17]. The surface chemical treat-

ments employed in the production of the ND might therefore

dominate the tribological performance. The surface charges on

ND are also expected to affect the interfacial solid–fluid slip

lengths attributes, and therefore the apparent fluid viscosity, via

electroviscous and/or steric mechanisms [18-20]. Fundamental

studies at the nanoscale are clearly essential at this time in order

for the field to progress and for accurate model predictions to be

developed.



Beilstein J. Nanotechnol. 2017, 8, 2045–2059.

2047

QCM is emerging as an ideal tool for studying the fundamental

mechanisms associated with nanoparticle lubrication [9]. While

historically it was developed as a time standard and a deposi-

tion rate monitor for thin films [21], it has rapidly expanded in

recent years to a broad range of applications through simulta-

neously monitoring of changes in frequency and quality factors

[22-26]. It has become well known as a nanotribological tech-

nique for studying uptake and sliding friction levels of films in

both in vacuum and liquid environments [23-25]. When

immersed in liquid, it can be used to probe frictional drag forces

and interfacial effects at complex solid–liquid interfaces [19,27]

including those of a biological origin [18,22]. Given that the

transverse shear speed of the oscillating QCM electrode is gen-

erally in the range of mm/s to m/s [23], it can readily be com-

pared to conditions of macroscopic friction measurements. In

addition, QCM experiments can be performed using an elec-

trode in a rubbing contact with another macroscopic surface, for

example a ball bearing [9,26], yielding important information

on the shear strength and friction coefficients associated with

macroscopic contacts.

For the present study, the QCM technique was employed to

perform a comparative analysis of the tribological parameters of

aqueous suspensions of either positively (hydroxylated) or

negatively charged (carboxylated) NDs for the surfaces with

contrasting electrical properties, namely insulating ceramic

(alumina) and electrically conducting (stainless steel) surfaces

immersed in suspensions of either positively (hydroxylated) or

negatively charged (carboxylated) NDs (Figure 2).

Figure 2: Schematic of a QCM immersed in aqueous suspensions of
−ND and +ND, for sliding friction studies on materials with contrasting
electrical properties, namely alumina and stainless steel. Adapted with
permission from [9], copyright 2015, Royal Society of Chemistry.

The QCM measurement experiments were complemented by

AFM and SEM measurements of the surface topography before

and after the ND exposure, as well as macroscale measure-

ments of µk. The materials were inspired by Liu et al.’s sugges-

tion that differences in the tribological properties between +ND

and −ND suspensions might originate in electrostatic effects

[9], since the electrical charge carriers in the QCM electrodes

might respond differently to positively and negatively charged

nanoparticles. Would the effect therefore be absent for insu-

lating materials? Was the explanation viable given the

symmetry of electrostatic forces?

As will be reported, beneficial tribological behaviors were ob-

served for immersion of stainless steel or alumina samples in

−ND suspensions, while either neutral (alumina) or detrimental

(stainless steel) behaviors were observed for immersion in +ND

suspensions. This yields an exceptional opportunity for cross-

comparisons with atomic scale tribological probes. At the

atomic scale, the QCM and microscopy studies indicated uptake

of particles, along with the potential presence of lubricious

slurry for the −ND suspensions, somewhat analogous to bound-

ary lubrication and steric repulsion effects by mucinous glyco-

proteins boundary layers in aqueous biological settings [18].

Such behavior was not observed for the +ND suspensions. The

nanoscale mechanisms associated with effective lubrication

therefore include boundary film deposits in combination with

low interfacial resistance to shear motion in the suspension.

Materials and Methods
Materials
Aqueous suspensions of 5 nm detonation NDs with oppositely

charged zeta potentials were purchased from Adamas Nano-

technologies (Raleigh, NC). All other chemicals were pur-

chased from Sigma-Aldrich (St. Louis, MO) or Acros Organics

(Morris Plains, NJ). The −ND samples were carboxylated

[2,28], (part# ND5nmNH20) and as manufactured have an aver-

age particle size of 5 nm and a zeta potential of −50 mV [29].

The +ND samples were hydroxylated in the course of a reduc-

tion reaction [28], (part# ND5nmPH20) and, as manufactured,

have an average particle size of 5 nm and a zeta potential of

+45 mV. The suspensions were employed as received from the

manufacturer in the form of 1 wt % slurries in DI water, and

stored without exposure to light. The suspensions were diluted

tenfold by volume in advance of experiments using DI water to

yield 0.1 wt % suspensions employed in all measurements.

While both stock and the diluted suspensions were found to be

stable over a short storage up to 1 month, some slow agglomer-

ation has been observed over a prolonged storage (e.g., see

[9,29]).

Macroscale friction measurements were performed with ball-

on-disk contacts of like materials. Alumina (Al2O3) ball and the

disk contacts were purchased from PCS Instruments (London,

United Kingdom), with respective part #’s MTMB3/4AL2O3

and MTMD3/4AL2O3.
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Stainless steel (AISI 52100) polished ball and the disk contacts

were also purchased from PCS Instruments (London, United

Kingdom), with respective part #’s BALLD and MTMPD.

Unpolished 304 stainless steel penny washers (part # HYW-

M10-45-A2) were purchased from AccuGroup, (Huddersfield,

United Kingdom) (304 stainless steel is also referred to as A2

stainless steel) and were employed as disks for selected mea-

surements. Before the macroscale friction measurements all sur-

faces were cleaned in ethanol and then DI water.

5 MHz polished QCM crystals (1” diameter) with either stain-

less steel (SS304; part number QM1022) or aluminium (part

number QM1010) electrodes on the liquid facing side were pur-

chased from Fil-Tech (Boston, MA). The QCM’s were specifi-

cally designed for operating with one surface immersed in a

liquid at a fundamental transverse shear mode. The aluminum

QCM samples were anodized using a literature method that

grows an alumina layer at the rate of 2 μm/h [30]. For these

results, the liquid side QCM electrode was connected as the

anode and the sample was then immersed into 4 wt % oxalic

acid solution maintained at 0 °C. A cathode was placed in the

bath and an electric potential of 40 V was applied between the

anode and the cathode. Anodization was halted at 3 min

yielding an approximately 100 nm thick Al2O3 layer. After the

anodization procedure, the samples were thoroughly rinsed with

DI water before mounting the sample within the flow cell.

Macroscale friction measurements
Macroscopic scale friction coefficient measurements were per-

formed with a MTM2 Mini-Traction Machine (PCS Instru-

ments, London, UK). The apparatus is capable of measuring

frictional properties of both lubricated and unlubricated contacts

under either both sliding and rolling conditions. Its test speci-

mens consist of a 19.05 mm (3/4 inch) ball and a 46 mm diame-

ter disc. The ball is loaded against the face of the disc and the

ball and disk are driven independently to create a mixed rolling/

sliding contact. Force transducers measure the frictional forces,

and additional sensors are present to measure the loading force

and lubricant temperature in real time. For the measurements re-

ported here, the setting were adjusted to a normal load of 4 N

with a ball rolling speed of 200 mm/s and a slide to roll ratio of

90%, which resulted in a smooth friction coefficient versus time

signal for both stainless steel and alumina contacts. Lubrication

under such conditions allows one to probe of the ability of

nanoparticulates to penetrate the contacts when they are intro-

duced to fluids surrounding a contact [10].

A series of alumina–alumina and stainless steel ball on disk

combinations were studied, ranging from pristine as-manufac-

tured samples to samples that had experienced multiple expo-

sures to DI water and ND suspensions. Contacting materials

included both the alumina and stainless steel substrates ob-

tained directly from the instrument manufacturer or stainless

steel penny washers situated in place of the disk while in con-

tact with the stainless steel ball.

Atomic force microscopy and scanning elec-
tron microscopy characterization of surface
topology
Surface topology characterization of the QCM electrodes was

performed with an Asylum Research MFP 3D AFM equipped

with silicon nitride tips (part#NCHV-A, Bruker AFM Probes,

Camarillo, CA) and operated in a tapping mode. The 1024 ×

1024 images were recorded at a rate of 1 line/s yielding a height

profile h = h(xi,yi). The height profiles were quantified by the

rms roughness value σ, which is virtually always dependent on

the size of the area sampled below a characteristic lateral corre-

lation length ξ. For a self-affine fractal surface the rms rough-

ness increases with the lateral length of the sampled area as

σ  LH, where H is the roughness exponent whose value lies

between 0 and 1. Fractal surfaces are often characterized by

self-affine fractal dimension D = 3 − H [31-33]. Self-affine sur-

faces have an upper horizontal cut-off length (the lateral corre-

lation length (ξ)) above which the rms roughness saturates

towards a value of σs and no longer exhibits fractal scaling. The

surface roughness parameters (D, ξ and σs) reported herein were

obtained from the log(σ) vs log(scan size) plot method as de-

scribed by Krim and co-workers [32]. Previously, a detailed

comparison of the results obtained by this method to several lit-

erature approaches yielded roughness parameters within experi-

mental error of each other [33]).

Scanning electron microscope imaging was performed using an

FEI Verios 460L field-emission microscope. A high resolution

through-the-lens detector was used in a beam-deceleration

mode for ultra-high resolution backscatter imaging of flat sam-

ples. For a typical SEM imaging, a whole QCM crystal (1” in

diameter) was attached to a pin mount using a small piece of a

double sided carbon tape. Sets of images at different magnifica-

tions ranging from 5 × 103 to 350 × 103 were recorded under

typical settings of an accelerating voltage and a bias of 2.00 kV

and 200 V, respectively.

Quartz crystal microbalance apparatus
QCM data were collected using a QCM100 (Stanford Research

Systems, Sunnyvale, CA, USA) system. The system includes a

controller, oscillator electronics and a Teflon holder and a flow

cell that exposes one side of the crystal to approximately

0.15 mL of liquid, as well as providing mechanical support and

electrical connections to the QCM electrode. All QCM experi-

ments were carried out at room temperature and the tempera-

ture was stabilized by the thick, insulating polymer walls of the
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flow-cell apparatus, as evidenced by the flatness in the frequen-

cy during initial and final water exposures. All liquids were

kept adjacent to one another on the lab bench during the experi-

ment to minimize temperature differences between them. A

LabView (National Instruments, Austin, TX) PC-based data

acquisition system was used to record both the crystal resonant

frequency and the conductance voltage Vc, from the controller

output. The conductance voltage, Vc, is related to the mechani-

cal resistance, Rm, as  [34]. Changes in me-

chanical resistance are directly proportional to changes in the

inverse quality factor of the resonator, as will be described

below.

Data were recorded as follows. The QCM sample was first

placed into the flow-cell initially filled with ambient air. The

system was operated continuously until the frequency and

amplitude stabilized to less than 1 ppm/min. Once this stabiliza-

tion occurred, DI water was injected into the flow-cell.

Following 1 h water exposure, 10 mL of aqueous 0.1 wt % ND

suspension was flushed into the flow-cell using a syringe pump.

The use of a large excess of ND suspension ensured complete

replacement of the DI water in the cell. Following 1 h of expo-

sure to the ND suspension, 20 mL of DI water was flushed into

the cell by a second syringe pump.

Quartz crystal microbalance data analysis
Analogous to the description in [9], changes in the resonant fre-

quency, δf , and the inverse quality factor, δ(Q−1), of a QCM

reflect changes in the mass and frictional energy losses of mate-

rials deposited onto its surface electrodes and/or drag forces and

interfacial slippage of fluids that it is immersed in. For a QCM

with one side immersed in a fluid with bulk density ρ3 and

viscosity η3, the shifts in δf and δ(Q−1) associated with the pres-

ence of the liquid under no-slip boundary conditions are given

by [35]:

(1)

where ρq  =  2.648 g/cm3  i s  the densi ty  and µq  =

2.947 × 1011 g/cm/s2 is the shear modulus of quartz. Immer-

sion of one side of a 5 MHz resonant frequency QCM in water

at room temperature (ρ3 = 1 g/cm3, η3 = 0.01 poise) results in a

δf = −714 Hz drop in the resonant frequency and an increase of

δ(Q−1) = 2.85 × 10−4 in the dissipation. For a QCM with quality

factor Q = 50,000 in air this corresponds to a drop to Q = 3,280

after an immersion in water.

The viscous drag forces on the QCM electrode are mechanical

in nature; a decrease in Q is manifested as an increase in the

series resonant resistance Rm of the QCM resonator that can be

measured electrically. For a QCM electrode exposed to a fluid

from one side under non-slip conditions [36,37]:

(2)

where K2 = 7.74 × 10−3 is the electromechanical coupling factor

for the AT cut quartz (AT stands for temperature compensated

transverse shear mode type A) and C0 is the static capacitance

of the QCM electrodes, including the parasitic capacitance asso-

ciated with the connections to the oscillator circuit. A compari-

son of Equation 2 and Equation 3 reveals that δRm is directly

proportional to δ(Q−1): Both are reflective of the oscillator

dissipative behaviour. For the QCM system employed here, the

theoretical value for δRm increase associated with the immer-

sion of a 5 MHz resonant frequency QCM in water is approxi-

mately 300 Ω.

In practice, the frequency shifts observed upon immersion into a

liquid environment are larger than those predicted by

Equation 1 for perfectly planar QCM electrodes. This effect is

attributed to the roughness of the surface electrode and can be

minimized by using overtone polished crystals, but cannot be

completely neglected because no surface has perfectly zero

roughness. The magnitude of this contribution has been esti-

mated to be in the range of 2–10% for materials with rms

roughness of the same order as the QCM electrodes employed

here [36-41]. Therefore, if a QCM surface immersed in a liquid

becomes rougher or smoother while immersed in a liquid

suspension of nanoparticles, its frequency will drop or increase

in unison. A similar response is present also for the changes in

the mechanical resistance.

In addition to the aforementioned contributions, nanoparticles

may rigidly adhere to the surface when introduced into a liquid,

resulting in further changes to the frequency and quality factor

of the QCM in association with their mass loading effects. As

originally reported by Sauerbrey, an additional rigidly adhering

film deposited onto one side of a QCM will decrease its reso-

nant frequency by [21]:

(3)

where ρ2 = (mf/A) is the mass per unit area of the film in g/cm2.

This equation is the main basis for the use of QCM as a mass

sensor in vacuum applications where the Equation 1 contribu-
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Figure 3: Representative friction coefficient versus time plots for alumina (left) and stainless steel (right) contacts lubricated with pure DI water (open
squares), positively (a,b) and negatively (c,d) (filled squares) charged ND suspensions. Addition of −ND to water (c,d) consistently lowered the friction
coefficient while addition of +ND to water consistently (a,b) failed to lower the friction coefficient.

tions from a surrounding fluid are absent. Martin et al. studied

the effect of simultaneous mass and liquid loading on QCM and

demonstrated that Equation 1 and Equation 3 can be added

linearly to obtain the combined effect so long as the mass is not

slipping on the surface electrode [36]. Therefore the frequency

shift associated with mass uptake from a liquid is the same as

mass uptake from a vacuum.

If the adsorbed particles slip on the QCM surface in a response

to the oscillatory motion, and/or the no-slip boundary condi-

tions are altered at the upper boundary of the film with the sur-

rounding liquid, the magnitude of the frequency shift δffilm will

be lower than that of a rigidly attached film [27,37,40]. These

effects may cause the liquid’s effective viscosity to appear to

increase or decrease due to electroviscous or steric effects [19].

They will also be reflected in the QCM’s quality factor, Q,

since the friction associated with the oscillatory motion is mani-

fested in the quality factor. Therefore, while the exact details of

the complex solid–liquid–nanoparticle interface may be

unknown, changes in the quality factor reflect outright the fric-

tional resistance forces at the interface, and in particular

whether the combined resistance to shear motion at the

solid–liquid interface. Frequency shifts due to changes in tem-

perature and/or stress on crystal by the added mass layer are ex-

pected to be very minimal for the present work, since the mea-

surements were performed at constant room temperature.

Results
Macroscale friction measurements
Figure 3 shows representative data recorded in a macroscale

friction experiment when the contacting surfaces become

exposed to ND suspensions. The data reveal a clear difference

between the surfaces exposed to +ND and −ND suspensions.

Introduction of −ND suspensions consistently resulted in a sub-

stantial reductions in µk, to the range of 0.05–0.1 while +ND

consistently resulted in a modest to substantial increases in µk.

Substantial increases in µk were observed for the stainless steel

surfaces exposed to the +ND suspensions while alumina sur-

faces showed only modest to negligible increases in µk. The

data do not appear to correlate with the σs or fractal dimension

D of the samples [42], which were measured by AFM to respec-

tively be (6 nm, 2.4); (9 nm, 2.2); and (50 nm, 2.1) for the

polished AISI 52100 stainless steel disk, 304 stainless steel

penny washer, and alumina disk samples.
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After the experiments with ND suspensions, selected samples

were removed, cleaned extensively in DI water in an ultrasonic

bath, and then measured again. In these trials, µk remained un-

changed for samples that had been exposed to +ND suspen-

sions, and increased slightly for those which had been exposed

to −ND suspensions. Exposure of the samples to a ND suspen-

sion of the opposite sign would, however, immediately alter the

friction coefficient. For example, if a sample was immersed in a

ND suspension with an opposite surface charge to its first expo-

sure, µk would shift up or down depending on the sign of the

ND charge in the second exposure.

The observations suggest that −ND have a strong affinity for the

surfaces studied and act as passivation agents. They also reveal

that −ND and +ND may act as neutralizing or removal agents

for one another. In order to probe ND attachment/film forma-

tion and/or polishing effects for the surfaces as a whole and to

separate this from effects confined within the contact region,

AFM and QCM measurements were performed on surfaces

exposed to ND suspensions in the absence of a contacting load.

In the absence of a contact, the ND are still potentially abrasive,

on account of the oscillatory nature of the QCM electrode and

the associated high acceleration rates.

AFM and SEM measurements
AFM measurements of open surfaces exposed to ND suspen-

sions were performed directly on samples employed for the

QCM studies so as to be able to directly cross-reference results

obtained from the two techniques. Images were recorded in air,

after 1 h of QCM oscillation while immersed in water and after

one hour of QCM oscillation while immersed in a ND suspen-

sion. The high frequency nature of the oscillation in the pres-

ence of the NDs slurries could potentially remove the electrode

material but NDs might also attach to the surface. AFM mea-

surements were recorded in at least triplicate for each unique

solid:ND combination.

Figure 4 shows representative images of stainless steel 304

(left) and alumina (right) QCM electrodes after oscillating in DI

water for 1 h, −ND and +ND suspensions for 1 h , and then

rinsed in DI water. Images (b), (c) and (e) for alumina and

SS304 surfaces immersed in −ND and SS304 surfaces

immersed in +ND indicate changes to the surface electrodes,

with (e) the alumina surfaces exposed to −ND exhibiting the

most pronounced differences as compared to the water expo-

sure only. Image (f) for alumina surfaces exposed to +ND

meanwhile shows no visual evidence of NDs. The Figure 4

images do not specifically reveal whether substrate material was

removed in a polishing process during immersion as has been

clearly documented for gold QCM electrodes in aqueous

suspensions of SiO2 [43]. While alumina and SS304 may not be

as susceptible to erosion and polishing as gold, NDs could

potentially remove the electrode material by an accelerated

penetration into surface asperities by the oscillatory action of

the QCM [44-46].

Additional scanning electron microscopy (SEM) images

(Figure 5) were recorded on the SS304 samples to further eluci-

date changes in the surface topology after exposure to NDs fol-

lowed by rinsing in DI water. Alumina samples became rapidly

charged upon an exposure to an electron beam (presumably due

electrically isolating alumina layer still present on the electrode

surface), preventing high quality SEM images from being re-

corded. Features associated with permanently adhering nano-

particles are present in the images for the samples exposed to

ND. For the case of −ND exposure, the attached particles are

clustered and the deposits are more uniformly distributed over

the surface. The +ND exposure results in very sparse deposits,

which form dendritic surface aggregates in regions where they

are present.

The AFM and SEM data are consistent with the results from

nanodiamond seeding literature [46], where it has been re-

ported that the particle attachment density can, for example,

vary from very low (108 cm−2) for hydrogen treated nanodia-

monds (+ND) to very high (1011 cm−2) for oxidized nanodia-

monds (−ND) on AlN substrates [47]. The data are also

consistent with a report on a formation of ND clusters of

ca. 23 nm in diameter on SiO2 surfaces exposed to ND disper-

sions [48]. Clusters of this size are large enough to separate the

surfaces employed for the Section ‘Macroscale friction mea-

surements’.

In order to characterize adhesion of NDs to surfaces quantita-

tively, the QCM frequencies and resistances were compared for

crystals exposed to air before and after the exposure to the ND

suspensions (followed by a rinse in pure water). The results,

summarized in Table 1, exhibit a decrease in frequency after the

exposure to the suspensions regardless of the ND surface charge

sign. While some of the downward shifts in frequency may be

attributable to a variation in the uptake of particulate and physi-

sorbed species from air, the net mass increase is consistent with

the addition of NDs in levels that exceed the mass of any mate-

rial removed from the QCM electrode arising from the poten-

tially erosive action of the ND. Consistent with the images, a

definitive mass uptake is present for the alumina sample

immersed in the −ND suspension. Resistance shifts were virtu-

ally zero for the stainless steel samples and consistent with the

rigidly attached NDs. The increase in resistance for the alumina

samples immersed in +ND is consistent with the presence of

poorly attached layers that are slipping on the surface. This

might be attributable to loosely attached NDs or physisorbed
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Figure 4: Representative AFM images of stainless steel 304 (left) and alumina (right) QCM electrodes after 1 h of oscillation in DI water (upper), −ND
(middle) and +ND (lower) suspensions and then rinsing in DI water.

adsorbates, neither of which would be readily observed by

AFM.

In order to convert the frequency shifts to particle density on the

surface, we assume a cluster size of 25 nm and a packing frac-

tion within the cluster of 0.7. The mass of each cluster would be

[(25 nm/5 nm)3] × 0.7 (2.29 ×10−19 g/5 nm particle) =

2 × 10−17 g. A surface coverage of 1010 clusters per cm2 there-

fore has a mass per unit area of ρ2 = 2 × 10−7 g/cm2, which cor-

responds to a decrease in the resonant frequency of 11.3 Hz (cf.
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Figure 5: SEM images of SS304 QCM electrodes after oscillated in (a) water, (b) −ND, and (c) +ND suspensions for 1 h and then rinsed in DI water.
See text for further details.

Equation 3). For comparison, a monolayer of spherical 5 nm

diamond nanoparticles packed in the closest hexagonal arrange-

ment (assuming diamond bulk density of 3.5 g/cm3; mass per

particle: 2.29 × 10−19 g) corresponds to 4.6 × 1012 ND/cm2,

ρ2 = 1.058 × 10−6 g/cm2 and a decrease in the resonant frequen-

cy of 59.8 Hz.

Graphs of log(σ) vs log(scan size) obtained from the AFM

images shown in Figure 4 are presented in Figure 6. Each data

point represents an average of multiple locations on the surface.

The slope of a linear fit in lower length scale gives the rough-

ness exponent (H), and an exponential fit for the larger length

scale gives the asymptotic value of σs, as described earlier.
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Table 1: QCM frequency (+/−15 Hz) and resistance shifts (+/−1 Ω) in air before and after 60 min of oscillation in aqueous ND suspensions. The equiv-
alent surface coverage of 25 nm clusters is also reported (+/−1 × 1010 clusters/cm2).

Sample +ND suspension
immersion

25 nm cluster coverage
level

−ND suspension
immersion

25 nm cluster coverage
level

δf (Hz) dR (Ω) clusters/cm2 δf (Hz) dR (Ω) clusters/cm2

alumina −8 +15.5 0.7 × 1010 −69 −1.6 6.1 × 1010

SS304 −18 −0.1 1.6 × 1010 −25 −0.1 2.2 × 1010

Figure 6: RMS roughness σ versus scan size L for QCM electrodes comprised of alumina (left) and stainless steel (right) after an oscillation for 1 h in
DI water (solid lines) and after an oscillation for 1 h in suspensions of either positively (a),(b) or negatively (c),(d) (dashed lines) charged NDs. See
text for details.

Table 2: Saturated rms roughness σs (+/−0.1 nm) and fractal dimension D (+/−0.05) of QCM electrodes after 1 h of oscillation in DI water or ND
suspensions.

Samples Pure DI water +ND suspension −ND suspension
σs (nm) D σs (nm) D σs (nm) D

alumina 7.8 2.1 9.8 2.1 9.9 2.1
SS304 1.2 2.2 1.6 2.3 2.4 2.2

All samples exhibited increases in σs after an oscillation in ND

suspensions (Table 2). Alumina surfaces, however, exhibited

greater increases in σs than SS304. Only the SS304 sample

exposed to +ND exhibited a change in D, increasing from 2.2 to

2.3, which corresponds to a more jagged surface texture [30]. It

is interesting to note that this is the only surface studied that

exhibited a striking increase in friction upon an exposure to the

NDs.

QCM measurements
Frequency f and mechanical resistance R values of QCM rela-

tive to their initial values in air, f_air and R_air, are summa-

rized in Figure 7. All QCM crystals were first exposed in DI

water for 1 h followed by +ND or −ND dispersions for another

1 h and then returned to DI water for an additional 1 h. Fluid

injections at 1 and 2 h in some cases caused temporary pertur-

bations in f and R that serve as markers delineating the three
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Figure 7: Time course of changes in mechanical resistance, R (top, open squares), and frequency f (bottom, filled squares), of QCM relative to air for
SS304 (right) or alumna (left) electrode surfaces consequently exposed to DI water (a and b); +ND and water (c and d); −ND and water (e and f).

regimes of exposure. All experiments were conducted at in at

least triplicate using new QCM crystals, and only minor differ-

ences were observed between the individual runs.

Control runs in DI water (i.e., no ND exposure) are displayed in

Figure 7a and 7b for the alumina and SS304 electrodes. Only

minimal changes in f and R are observed in the control runs,

apart from the momentary perturbations occurring at the time

of pure water injections. Also, the drops in f and R relative to

those recorded air are larger than the theoretical values for

perfectly planar surfaces, −714 Hz and 300 Ω. These large ex-

perimental shifts are attributable to the surface roughness of the

electrodes.

Changes in f and R for the samples exposed to ND suspensions

were found to be dependent on the ND surface charge. Both the

alumina and SS304 samples exhibit a slow, yet a small increase

in f upon an exposure to +ND suspension (Figure 7c and 7d)

that ceases upon re-entry of DI water. Given the AFM results

indicating that both surfaces become slightly rougher upon an

exposure to +ND, the upward trend does not appear to be attrib-

utable to the surface polishing but rather some modest erosive

effects. Virtually no changes in the resistance to shear motion at

the solid liquid interface were observed upon an introduction of

the +ND. Such changes might result from loosely bound parti-

cles enabling some decoupling of the mass of the fluid sur-

rounding the QCM with no significant reductions in the friction

energy losses at the interface.

In contrast, significant changes in both f and R observed upon

an exposure of both types of surfaces to −NDs and consequent

rinsing in DI water (Figure 7e and 7f). Specifically, upon

exposing the QCM to −ND suspension both f and R abruptly

drop for the alumina sample while for the SS304 sample the fre-

quency is essentially unchanged while R drops abruptly. Upon

rinsing, an abrupt drop in f and a rise in R are observed for both

surfaces. The QCM data provide a clear evidence of the −ND

exposure permanently altering the both surfaces. These surface



Beilstein J. Nanotechnol. 2017, 8, 2045–2059.

2056

alterations appear to have a direct effect on the shear forces en-

countered at the solid–liquid interfaces. This global surface

treatment may in fact provide a key piece of evidence to the

fundamental mechanism underlying the friction reductions ob-

served at the macroscale for the stainless steel and alumina sur-

faces immersed in −ND suspensions.

Discussion
The data reported here reveal key similarities and differences in

both the macro- and nanotribological properties of stainless

steel and alumina when exposed to ND aqueous dispersions.

While Liu et al.’s suggestion that −ND dispersions are more

likely to improve the tribological performance at the macroscale

than the +ND dispersions [9] has been validated, the previous

explanation of the underlying mechanism by strictly electro-

static appears to be somewhat simplistic within the context of

simply comparing insulating alumina and conducting stainless

steel surfaces.

For QCM electrodes coated with aluminum, the surface-

exposed aluminum metal is readily oxidized to Al2O3 under

ambient air. This surface layer of alumina is protecting the rest

of metal from a further corrosion. In our experiments, the elec-

trodes were additionally anodized for 3 min. This procedure is

expected to yield approximately 50–100 nm thick Al2O3 layer.

For Al2O3 is exposed to water one expect a formation of several

aluminum hydroxide phases [49]. The presence of hydroxy

(OH) groups on the alumina surface is affected by the oxide

surface structure as well as other parameters with pH being the

most important. Overall, the surface hydroxy groups determine

electrostatic properties of the surface that, in turn, affect interac-

tions of charged nanoparticles (NDs in this study) with the

QCM alumina electrode.

In the past Cuddy et al. employed contact angle titration to de-

termine Isoelectric points (IEPs) for five common (QCM)

sensors [50]. Specifically, they reported a mildly basic

IEP = 8.7 for Al2O3 sensors. Therefore, the QCM alumina sur-

face is likely to be positively charged at the neutral pH of our

experiments and this would explain a rapid uptake of nega-

tively charged NDs on the electrode surface observed in our

QCM experiments. Thus, this observation is in agreement with

Liu’s electrostatic hypothesis [9]. We note that recently an elec-

trostatic self-assembly seeding of monosized individual

diamond nanoparticles (obtained by a detonation method) on

silicon dioxide surfaces has been reported [51]. Although the

latter study employed an aqueous dispersion of positively

charged NDs, the silica surface is expected to be charged nega-

tively at normal pH (IEP = 3.9, [50]) providing the same short-

range electrostatic forces responsible for the ND surface self-

assembly.

The EIP of SS304 surfaces, however, is somewhat acidic

but could vary over a broader range from ca. 3.2 to 5.0

depending on the sample surface treatment according literature

data summarized in [52]. Thus, at neutral pH or at a somewhat

acidic pH of the DI water absorbing CO2 from air, the SS304

surface is expected to bare some negative change or no charge

at all. Therefore, electrostatic interactions alone would not

explain effects on −ND on tribological properties of SS304 sur-

faces.

One common feature observed in the data sets is that −ND

dispersions produced through carboxylation consistently

reduced the macroscopic friction coefficient relative to DI water

by a factor of 2–5 for all stainless steel and alumina contacts

studied and the value upon immersion consistently dropped into

the range 0.05–0.1. QCM studies of stainless steel and alumina

surfaces immersed in −ND dispersions meanwhile displayed

behaviors consistent with a rapid uptake of −NDs, some slight

but measurable increases in the surface roughness and distinct

changes in the nature of the solid–liquid interfacial resistance to

shear. These systems also exhibited an abrupt drop in f and an

increase in R when re-exposed to pure DI water. The latter

behavior is potentially explained by the suspended −ND nano-

particles acting as a lubricious slurry reducing resistance at the

solid–liquid interface through potentially electrostatic repulsion

with the rest of the −NDs in the surrounding suspension

[20,43]. This suggestion, which is somewhat analogous to

boundary lubrication and steric repulsion effects by mucinous

glycoproteins boundary layers in aqueous biological settings

[18], remains an intriguing possibility for the future investiga-

tions. The permanent changes observed in the surfaces

morphology are likely associated with strong chemical

attachment of −NDs in a manner distributed over the surface to

form a more lubricous sliding interface than the bare surfaces

alone.

It is notable that the literature on the contacts lubricated by

aqueous ND suspensions for a range of materials reports the

friction coefficients in the same range, 0.05–0.1, as observed

here [2,7,8], while NDs similar to those employed here result in

a markedly lower friction coefficients when treated with a

dispersant so as to form colloids in oils [53]. This is consistent

with a suggestion that the surface passivation treatments of NDs

have great impact on the tribological properties. The notion is

well known in the literature for diamond on diamond contacts in

a variety of vacuum and humid environments [17,54-58]. The

films of NDs strongly attached to surfaces are capable of pro-

viding both boundary lubrication and, potentially, a solid–liquid

interface with a low resistance to shear. Therefore a custom

design of nanolubrication systems by a proper chemical passi-

vation of ND surfaces appears as a promising approach.



Beilstein J. Nanotechnol. 2017, 8, 2045–2059.

2057

Hydroxylated NDs bearing a positive zeta potential in aquelus

dispersion, produced no significant response in the frequency or

resistance behavior of the QCM electrode covered with either

alumina or SS304. While it is reasonable that the carboxylated

−ND might exhibit more affinity to the alumina and stainless

surfaces studied, one might conclude that the +ND suspensions

would have little impact on the macroscale friction coefficients

measured. But the friction increased significantly for the stain-

less steel materials. This may arise from corrosive and/or tribo-

corrosive effects at the macroscopic steel on steel interface

being exacerbated by an abrasive action in the confined contact

[59,60], a phenomena which was not probed by the AFM and

QCM methods utilized here. It is notable that the changes in the

QCM behavior upon immersion in +ND suspensions were very

slow and gradual, in a stark contrast to the effects of the −ND

suspensions. Detrimental wear at the macroscale might well

out-pace any beneficial effects of ND for such liquid–solid

interfaces.

We note that water was chosen as a liquid lubricant for this

study so the results could be directly compared with preceding

experiments of Liu et al. who employed QCM to investigate

lubricating properties of aqueous suspensions of positively and

negatively charged detonation nanodiamonds for gold electrode

surfaces [9]. It is worthwhile to note that the methods described

here are fully applicable to fluids other than water as long as the

viscosity is sufficiently low for QCM to oscillate. Further

studies will undoubtedly lead to a better understanding of third-

body problems as well as improved design of the nanoparticle-

based lubricants. Importantly, we have identified systems ex-

hibiting beneficial, neutral, and detrimental tribology properties,

facilitating additional experimental as well as theoretical studies

from the first principles approach.

Conclusion
A comparative study of the nanoscale and macroscale

tribological attributes of alumina and stainless steel surfaces

immersed in positively (hydroxylated) or negatively (carboxyl-

ated) charged nanodiamond (ND) dispersion is reported here.

The work has revealed key similarities and differences between

the surfaces that are effectively or ineffectively lubricated by

aqueous suspensions of ND. The principle observations and

conclusions are as follows:

• Immersion in −ND aqueous dispersion consistently

resulted in a reduction in µk, for the stainless steel and

alumina samples studied, falling by a factor of 2–5 to a

steady state value in the range 0.05–0.1.

• Immersion in +ND aqueous dispersion consistently in-

creased µk, for the stainless steel contacts and resulted in

little to no increases for the alumina contacts.

• QCM and AFM measurements documented a rapid

change in the surfaces of both alumina and stainless steel

upon an exposure to −ND, consistent with a strong

attachment of particles to the surfaces.

• The surfaces, upon uptake of ND, were characterized by

a low resistance to shear at the interface between the

solid and the aqueous −ND dispersion.

• Negligible polishing and/or abrasive effects were ob-

served for QCM electrode surfaces after oscillating in

either +ND or −ND dispersions for 1 h. The roughness of

all the surfaces increased slightly upon an exposure to

ND suspensions. This could be attributed to an attach-

ment of NDs to the surface and/or some erosion effects.

• The +ND nanoparticles were not observed to rigidly

adhere to the surfaces, for example, as a chemically

bound adlayer, but some limited evidence was present

for a loose attachment to alumina and very low cover-

ages of dendritic aggregates on stainless steel.

• A suggested mechanism for the observations is that

carboxylated −NDs in an aqueous dispersion form

robust, lubricious film deposits on stainless steel and/or

alumina surfaces that are both readily replenished by the

surrounding suspensions and also glide through it with a

relatively low resistance to shear, potentially because of

the repulsive electrostatic forces between the individual

particles.

In summary, this study provides for atomic scale details associ-

ated with systems that exhibit radically different macroscale

tribological properties. It also reveals a broad class of materials

that will be of great value in enabling theoretical efforts to

predict and model complex lubricant interfaces.
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Abstract
We introduce and study a minimal 1D model for the simulation of dynamic friction and dissipation at the atomic scale. This model

consists of a point mass (slider) that moves over and interacts weakly with a linear chain of particles interconnected by springs,

representing a crystalline substrate. This interaction converts a part of the kinetic energy of the slider into phonon waves in the sub-

strate. As a result, the slider experiences a friction force. As a function of the slider speed, we observe dissipation peaks at specific

values of the slider speed, whose nature we understand by means of a Fourier analysis of the excited phonon modes. By relating the

phonon phase velocities with the slider velocity, we obtain an equation whose solutions predict which phonons are being excited by

the slider moving at a given speed.

2186

Introduction
Friction affects a wide variety of phenomena spanning broad

ranges of length and time scales. Due to its practical and tech-

nological relevance, the study of friction was addressed even

long before physics became a science. Fundamental steps in

understanding its microscopic nature were achieved in the early

20th century [1-5]. Since the last decades of that century,

major advancements in capturing the intimate relations

between the atomistic dynamics and the dissipation

mechanisms came as the result of the development of the

atomic force microscope (AFM) and its friction force micro-

scope (FFM) variant [6-8], as well as the extensive usage of

atomistic molecular dynamics (MD) simulations and modeling

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:nicola.manini@fisica.unimi.it
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made possible by the vastly increased computing power avail-

ability [9-16].

Despite this substantial progress, several fundamental mecha-

nisms of friction and dissipation still need clarification. In par-

ticular, nanofriction (the study of friction at the atomic scale)

lacks a theoretical model capable of accounting quantitatively

for the dissipation of energy, i.e., the transformation of the

kinetic energy of a macroscopic ordered motion into the internal

energy of disordered thermal phonons. Both standard basic

models of nanotribology, namely the Prandtl–Tomlinson model

[1,2,13] and the Frenkel–Kontorova model [13,15-18], imple-

ment dissipation through a phenomenological viscous damping

term acting on the physical degrees of freedom of the model.

Moreover, such damping terms, beside affecting the dynamics,

are characterized by a damping rate γ whose value is left to the

arbitrary choice of the researcher. Finite-temperature is often

simulated in the standard Langevin scheme, where to the

viscous term one adds suitable Gaussian-distributed random

forces, whose amplitude, via the fluctuation–dissipation

theorem, is also affected by the value of γ [19].

A few approaches try to get rid of the arbitrariness of damping

terms, describing dissipation explicitly. Microcanonical conser-

vative simulations, for example, can describe the energy

transfer into internal vibrational energy omitting all unphysical

damping terms altogether [20-25]. The disadvantage of this ap-

proach is that, due to the finite and relatively small number of

degrees of freedom available in a practical MD simulation cell,

the dissipated energy accumulates in the phonons in the simu-

lated sample, leading to a progressive overheating. Therefore

this simulation procedure cannot address a steady sliding

regime, but can at most identify the leading instabilities occur-

ring and the most strongly coupled internal modes of the

system. Another kind of approach involves using microcanon-

ical equations to simulate a relatively broad cell including and

surrounding the sliding contact region, adding dissipation

through a suitable thermostat affecting only the atoms at the

outer boundary of this region [26-35]. The main difficulty here

is to provide a satisfactory implementation of the thermostat

that not only provides a correct canonical dynamics in equilib-

rium conditions, but also manages to dispose of the extra excita-

tion energy carried by the traveling phonon waves generated at

the sliding contact, with minimal reflections at the boundary

interface between conservative and thermostated particles. Such

an implementation is in the process of being achieved [36-38],

although with a rather intricate formalism, and should eventu-

ally become the technique of choice when one attempts to

predict the sliding properties of a given physical interface for

which a reliable force field is available. A third approach

involves an uniformly distributed viscous damping term acting

however only on the degrees of freedom perpendicular to the

sliding direction [10,39,40]. While this method is quite effec-

tive in the context of fluid boundary lubrication, in the context

of dry friction and crystalline interfaces nontrivial couplings of

longitudinal and transverse modes [32,41,42] may lead to unde-

sired γ-dependent effects.

In the present work we propose a different, minimalist ap-

proach, very much in the spirit of the Prandtl–Tomlinson and

Frenkel–Kontorova (FK) models. We introduce and charac-

terize a minimal slider–substrate model that captures the micro-

scopic essentials of sliding friction and dissipation mechanisms,

without the need of introducing ad hoc uncontrolled dissipative

terms. This model consists only of a point-like localized cursor

representing, e.g., a sharp AFM tip, interacting with an atom-

istic elastic substrate. As the slider skates on the elastically

deformable crystal, phonons are generated and propagate away

from the point of interaction. In this way, the slider mechanical

energy is converted into crystal vibrational energy without any

artificial viscous damping term affecting the slider itself. Of

course, without any mechanism for dissipating this vibrational

energy, the elastic substrate would eventually heat up as dis-

cussed above. For this reason we do include a weak viscous

damping term, but this term acts on the elastic substrate only.

We make sure that the effect of this term is negligible for the

target of this research: the energy transfer from the slider to the

substrate. This model virtually allows us to dispose of the arbi-

trary viscous damping, and to study the intrinsic dissipation

properties of a sliding interface, as a function of several physi-

cal quantities, the most interesting of which is the sliding speed.

Earlier work also investigated the speed dependence of the

kinetic friction force in several models [1,25,43-50]. Under suit-

able conditions, specific velocities emerged as characterized by

large kinetic friction due to suitable resonant conditions, in par-

ticular when the washboard frequency matches some phonon

modes of the harmonic chain in the FK model [25,43]. In the

present model too, characteristic resonances emerge at special

speeds, but the resulting resonances differ significantly from

those found for the FK model which represents an extended

(infinite) solid–solid interface excited at a single wavelength,

that of the sinusoidal potential. The present model focuses

rather on the excitations induced by a localized point-like con-

tact, inspired by an AFM tip, which has therefore the poten-

tiality to generate excitations at all wavelengths.

This paper is organized as follows. Section “The Model” intro-

duces our model. In Section “The kinetic friction force” we

evaluate the kinetic friction as a function of the slider velocity.

On top of a generally decreasing friction with sliding velocity,

we identify peculiar “resonant” friction peaks at specific sliding

velocities; in particular Subsection “Understanding: phonon
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phase velocities” draws a connection between the slider speed

and the substrate phonon phase velocities, and proposes a rela-

tion that predicts the excited phonon modes when the slider

advances at a given velocity, accounting for the observed dissi-

pation peaks. In Section “Discussion and Conclusion” we

discuss the obtained results, compare them to previous work,

and sketch future extensions of the model. Appendix “The static

friction force” reports and discusses the evaluation of the static

friction threshold of this model.

The Model
We propose the model sketched, in its simplest form, in

Figure 1. It consists of a slider plus a linear chain of N point-

like atoms. The chain atoms, of mass m and positions xj, are

connected by harmonic springs to their nearest neighbors. The

total harmonic potential is

(1)

where K is the elastic constant of the springs and a is the equi-

librium lattice spacing. The simulation is carried out inside a

periodically repeated supercell of size L = Na, so that, e.g., in

Equation 1 xN+1 ≡ x1.

Figure 1: A sketch of the 1D slider-substrate model. The large sphere
represents the slider, which moves along a fixed line (dashed) and
interacts via Lennard–Jones forces with all atoms in the harmonic
chain (smaller spheres).

The slider is also a pointlike particle, with horizontal

position xSL and mass mSL. We usually take mSL > m, but

this condition is by no means required. The slider follows a

guide at a fixed distance d from the chain and interacts with

each chain atom through a Lennard–Jones (LJ) term. Indicating

with Rj = [d2 + (xSL − xj)
2]1/2 the distance between the slider

and the j-th particle, the total slider-chain interaction energy is

(2)

where VLJ is the LJ potential

(3)

with equilibrium distance σ. The total potential energy

Vharm + VSL−C combined with the appropriate kinetic terms

governs the model dynamics, which can be either classic or

quantum. In Section “Discussion and Conclusion” we will

discuss a few straightforward generalizations of this model,

namely the removal of the constraint of a fixed slider–chain dis-

tance; a structured slider consisting of many atoms; the chain

replaced by a 2D or, more realistically, 3D crystal.

A sinusoidal wave propagating in the chain follows the text-

book dispersion relation [51] between its angular frequency ω

and its 1D wave vector k:

(4)

The corresponding long-wavelength speed of sound is

(5)

As discussed in the Introduction, the chain atoms are also

affected by a weak viscous force, so that the phonon waves that

propagate in the crystal get dampened and eventually fade while

they move away from the point where they were generated,

namely in the vicinity of the slider. The viscous force that acts

on the j-th atom of the chain is

(6)

where γ is the damping coefficient. Thanks to this term, the

oscillations generated by the slider are confined in a region

smaller than the supercell, thus preventing the waves from

coming back to the slider position.

In the present model all mechanical quantities can be expressed

naturally in terms of the quantities a, m, and K characterizing

the linear chain. Table 1 lists the natural units for the various

mechanical quantities studied in the present work. For example,

velocity is measured in units of the chain speed of sound vs: this

means that, e.g., a slider speed |vSL| exceeding unity is a super-

sonic speed.
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Table 1: Natural units for several mechanical quantities in the model.

Physical quantity Natural units

length a
mass m
spring constant K
force Ka
energy Ka2

time (m/K)1/2

speed a(K/m)1/2 ≡ vs
damping coefficient (mK)1/2

In most simulations, unless otherwise specified, we adopt the

following standard set of parameters: L = 500a, i.e., a chain

formed by N = 500 atoms; a weak slider–chain coupling

ε = 5 × 10−4 Ka2; slider mass mSL = 10m; and chain damping

γ = 0.1 (mK)1/2. We take a rather small LJ radius σ = 0.5a, and

adopt an even closer approach distance between the slider and

the chain d = 0.475a. The effect of this d < σ choice is to

generate a periodic double-minimum effective potential experi-

enced by the advancing slider in the limit where one could

neglect the displacements of chain atoms, see the solid line of

Figure 2. In contrast, a larger d > σ would rather produce a

potential of the type depicted by the dashed line of Figure 2: for

simplicity, we defer the investigation of the d > σ scenario to

future work.

Figure 2: The potential-energy profile experienced by the slider as it
moves along a hypothetical chain with atoms frozen at positions xj = ja
(big circles), for a LJ parameter σ = 0.5a. Dashed curve: as obtained
with d = 0.525a > σ; solid curve: with d = 0.475a < σ, the value
adopted for the rest of this work.

The Kinetic Friction Force
Simulation protocols
To evaluate a meaningful estimate of the kinetic, or dynamic,

friction force experienced by the advancing slider, we develop

Figure 3: The time dependence (a) and (b) of the slider velocity vSL
and (c) of the chain center of mass vCM for the second simulation
(freely-slowing mode) of protocol A. The simulation is carried out until
the slider finally stops and dissipates its residual energy in oscillations
expanded in the inset (b), around a minimum of the effective potential
of Figure 2, with chain phonon waves carrying this residual energy
away, until the eventual complete arrest of the system. Note the in-
creasing negative mean slope of the vSL curve, indicating an increas-
ing mean friction force Fd as vSL decreases.

two alternative protocols [52,53]. In protocol A we first execute

a “run-in” calculation at constant speed vSL, that allows the

initial shock waves induced by the sudden apparition of the

slider near the chain to die out. Starting from the dynamical

condition reached at the end of the first simulation, we then run

a second simulation in which the slider is allowed to change its

velocity as a consequence of the interaction with the chain and

its own inertia like, e.g., in “ballistic” experiments where clus-

ters deposited at surfaces are kicked around until they come to

rest dissipating their kinetic energy into the substrate [49,54-

56]. Figure 3 displays an example of the time dependence ob-

tained in such second simulation. From the slider mean slowing

rate during this second simulation, one can extract the kinetic

friction force with the following method: time is divided into

regular intervals, e.g., of 5000 time units, a very long time com-

pared to the period of the fluctuations of vSL; then a linear

regression is performed over each interval; the (negative) slope

of the straight line fitting vSL as a function of time represents

the slider average acceleration. The average dynamic friction

force Fd experienced by the slider is then obtained by multi-

plying this acceleration by (−mSL). Associating this value of Fd

to the mean value of vSL in the same time interval, one obtains

the dependence Fd(vSL). The faster and faster slider slowing

rate displayed in Figure 3a indicates an increasing dynamic fric-

tion Fd(vSL) as its speed vSL decreases. As vSL decreases and

friction increases, the chain center-of-mass velocity vCM oscil-

lates more and more, a useful indicator of a larger and larger

transfer of momentum from the slider to the chain. Of course

the observed small-amplitude oscillations of vCM are almost
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entirely the result of the oscillations induced in the few chain

atoms directly interacting with the slider, with the vast majority

of far-away atoms remaining essentially stationary. These

center-of-mass oscillations are therefore an artifact of the finite

size of the chain, and would vanish entirely in the macroscopic-

size limit.

Protocol B is as follows: we execute a single calculation

keeping vSL constant, as if the slider was an AFM tip attached

to an infinitely rigid AFM cantilever, wait until a steady-sliding

regime is established, and discard the initial part affected by

transients. For the remaining part of the simulation, we record

the total force experienced by the slider as a function of time.

This force has fluctuations as a result of collisions against the

consecutive atoms of the chain. The period of these fluctua-

tions is a/vSL. We average this force over an integer number of

these periods, and interpret the result as the average friction

force Fd corresponding to the velocity vSL. We start over a new

simulation for every value of vSL of interest.

While protocol A evaluates rigorously the friction force,

allowing for all kinds of acceleration–deceleration effects

related to individual slider–atom collisions, protocol B would

coincide with protocol A only in the limit where the energy

transferred in a single atomic collision is much smaller than the

kinetic energy accumulated in the slider. The LJ parameter ε

provides a conservative estimate of the energy transferred in the

collision: the condition for a rigorous applicability of protocol B

is

(7)

This means that protocol B should yield results identical to

protocol A for vSL ≥ (2 ε/mSL)1/2  10−2 vs for the standard

simulation parameters introduced above. We have verified

numerically that this is indeed the case. We have also verified

numerically that in the considered weak-coupling regime,

Fd  ε2. This is in accord with the observation that the dissi-

pated power FdvSL must equal the average work per unit time

done by the slider on the chain. The latter equals the product of

the force exerted by the slider on each chain atom times that

atom’s velocity vj. The force is of course proportional to the

coupling ε and, to first order in ε/(Ka2), also vj is proportional to

ε, whence the Fd  ε2 dependence at weak coupling.

Incidentally note that, in both protocols, the slider transfers not

only energy but also momentum to the chain. Indeed the fric-

tion force Fd equals precisely the transfer of momentum per unit

time from the slider to the chain. Fd is negative (leftward) when

considered acting on the slider; due to the Newton’s third law,

Figure 4: The dynamical friction force as a function of the damping
coefficient γ that fixes the (unphysical) dissipation rate of the chain
atoms. This is evaluated for vSL = 0.1 vs with protocol A (but protocol B
provides identical data). Squares: simulations executed in a standard
supercell of size L = 500a, with 500 atoms. Circles: similar simulations
executed in a 10× longer supercell with 5000 atoms, where the waves
emitted by the slider have a much longer space to decay fully before
coming back to the contact point, even for smaller γ.

the chain experiences a positive (rightward) force of precisely

the same intensity. As a combined result of Fd and the damping

force provided by the dissipative terms of Equation 6, in the

steady regime the slider acquires a small but nonzero mean

center-of-mass velocity vCM. As a result, the slider speed rela-

tive to the chain is decreased relative to the imposed vSL,abs,

precisely by  In the following, we denote by vSL,abs the

slider velocity in the lab frame, and by vSL the slider velocity in

the frame of the chain center of mass:

(8)

In practice, we obtain vCM /vSL,abs  1 for not-too-small

vSL,abs, so that this correction is irrelevant, and vSL  vSL,abs.

However at low speed this correction can become significant.

Control of the dissipation terms
First off, we need to identify a range for the dissipation parame-

ter γ where the dissipative terms of Equation 6 become irrele-

vant to the frictional dynamics. Figure 4 displays the depen-

dence of the sliding friction measured for vSL = 0.1 vs, obtained

repeating the simulations with different values of the damping

parameter γ. This figure shows that for large and increasing γ,

friction tends to decrease. This is expected, since in the unphys-

ical strongly overdamped regime, it is harder and harder to

displace the chain atoms away from their equilibrium positions,

with the result that their effect on the slider resembles more and

more closely that of a conservative effective potential, namely

the one of Figure 2, which of course allows for no energy
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transfer, and no dissipation. As damping is decreased to the

physically relevant underdamped region γ < (mK)1/2, friction

stabilizes to a physically significant γ-independent value. How-

ever, when γ is further decreased below approximately

10−2 (mK)1/2, the waves produced at the slider–chain contact

point become less and less damped, see Figure 5. When the γ

value becomes too small, the phonon waves propagate all the

way across the periodically repeated cell, eventually returning

to the slider–chain contact point. As a result, the chain slides

over an effectively “hot” substrate, generating an unphysical

friction reduction related to thermolubricity [45,46,57-62]. As

shown by the circles in Figure 4, a much longer chain provides

enough space for the phonon waves to decay, thus allowing the

phonon amplitude to be radically reduced before returning to

slider-chain contact point, even with small γ. In the following

we adopt γ = 0.1(mK)1/2 as the standard value of the damping

rate, unless otherwise indicated.

Figure 5: Three snapshots of the instantaneous velocities of a few
chain atoms as a function of their position while interacting with the
slider, whose instantaneous position xSL is marked by a vertical
dashed line. The three calculations are executed with the same
vSL = 0.1 vs, but with three different values of γ, which produce visibly
different damping of the same excited phonon waves away from the
interaction point.

Sliding-speed dependence of friction
Figure 6 shows the speed dependence of the kinetic friction Fd.

The general trend is of a decreasing friction with speed. In par-

ticular, Fd drops dramatically to 0 when vSL exceeds the speed

of sound of the chain. In the region below the speed of sound

(vertical dotted line) Fd stands on a relatively stable plateau.

Several friction peaks then emerge in the region roughly be-

tween 10% and 20% vs. When vSL is further decreased, friction

starts to rise approximately as  (where A is a constant), al-

though, with the standard parameters of Section “The Model”, a

deviation is observed quite early, for vSL  0.03 vs. This devia-

tion is not particularly related to reaching the speed region

where protocol B, introduced in Section “Simulation protocols”

above, becomes unreliable. We have verified that this deviation

is instead an artifact of the damping in the chain. By repeating

the simulations with a longer chain (L = 105a) and smaller

damping γ = 10−4(mK)1/2, we find that the Fd =  regime

persists down to vSL  10−3 vs. With the adopted value for the

coupling ε, protocol A cannot determine friction reliably as a

function of vSL in this region of speeds, because vSL itself oscil-

lates widely in time as the slider nears stopping, see Figure 3b.

However we reduced the coupling ε by one order of magnitude

to ε = 5 × 10−5 Ka2, and verified that the points of the N = 105,

γ = 10−4 (mK)1/2 curve are perfectly reproducible, apart from a

factor 10−2 smaller friction, thus confirming the Fd = 

low-speed scaling.

Figure 6: Dynamic friction force as a function of the slider speed vSL.
For comparison, the horizontal dashed line marks the static-friction
threshold Fstatic obtained in Appendix “The static friction force”, Equa-
tion 16. The vertical dotted line marks the speed of sound vs. The data
are obtained by means of protocol B; we verified that perfectly super-
posable curves can be obtained by means of protocol A as long as it
can be effectively applied, i.e., as long as the friction force
Fd < 10−5 Ka.

As shown in Figure 3, the simulations of this model do provide

concrete realizations of the dynamic to static transition. Unfor-

tunately, due to the wide oscillations displayed in Figure 3b, the

transition from dynamic to static friction is just impossible to

characterize in terms of a simple function Fd(vSL). We evaluate

the static friction for this model as detailed in Appendix “The

static friction force”. The comparison of Fd and Fstatic in

Figure 6 confirms that of course this model is consistent with

the well-known result that Fd < Fstatic.

We should now investigate the reason for the friction peaks at

certain special subsonic velocities. For this purpose, we must

identify what phonon modes are most strongly excited at each

particular slider speed.
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Phonon excitations
The friction force Fd of Figure 6 dissipates the slider kinetic

energy by transforming it into phonon waves that travel away

from the contact point, as illustrated in Figure 5. We analyze

these phonon excitations for several values of vSL. We must

first detail the protocol of this analysis.

We run a simulation with fixed slider speed vSL,abs. At a given

time t after the end of the initial transient, we take a snapshot of

the individual velocities vj of the chain atoms, as in the exam-

ple of Figure 7a. We then execute a spatial Fourier transform of

these instantaneous velocities:

(9)

Here i is the imaginary unit and k spans the first Brillouin zone

(BZ) (−π/a, π/a]. Figure 7b displays  for the velocity

pattern of Figure 7a. Observe first that the real values of vj guar-

antee that  and therefore that  is an even

function of k, as is evident in Figure 7b. Due to this symmetry

in all following figures reporting Fourier transforms we will

display the positive half [0, π/a] of the first BZ only.

Figure 7: (a): A snapshot of the velocities of the chain particles while
the slider, instantly at the vertical dashed-line position, advances at
vSL = 0.1 vs. (b): The square modulus of the spatial Fourier transform

(k, t) of the velocities, as defined in Equation 9.

The peaks of the Fourier transform highlight the phonons most

excited by the interaction with the slider at that given instant in

time. For a given vSL, during the simulation the velocity pattern

vj(t), and therefore its Fourier transform, evolve in time. We

take advantage of the fact that the slider encounters the chain

particles at a regular interval T = a/vSL: in the steady state vj(t)

is a periodic function of time but for a lattice translation,

vj+1(t + T) = vj(t). As a global translation (a shift in j) only

affects the phase of (k, t), but not its amplitude,  is

exactly periodic in time:

(10)

Figure 8 displays an example of this periodic time dependence

of .

Figure 8: The square modulus of the Fourier transforms of the veloci-
ties vj(t), at six subsequent times. Here the slider velocity is
vSL = 0.1 vs. Comparing the plots of  and , one sees
that  repeats itself identically after one entire period
T = a/vSL = 10 (m/K)1/2.

To obtain a time-independent description of the typical phonon-

excitation spectrum at a given vSL, we average the square

modulus of  over a period T. We select M = 50 instants
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Figure 9: The time-averaged square modulus of the Fourier transform
of the chain velocities, for a few characteristic values of vSL: (a) super-
sonic speed; (b) single-peak subsonic region; (c) appearance of the
second pair of peaks; (d) multi peak region near vSL  0.1 vs;
(e) small-speed collapse of the dissipation peaks toward k = 0; (f) full
collapse to one peak at very small vSL  vs.

of time, equally spaced within the period, and compute  at

each of them. Then we calculate the time-averaged Fourier

transform as follows:

(11)

We verified that a finer sampling of the period (larger M) shows

no significant difference in this average spectral intensity.

Figure 9 illustrates the resulting time-averaged power spectra

 for a few sample velocities vSL. Figure 9a shows that

for supersonic vSL the power spectrum is quite flat, with no

sharp peak: most phonon modes are excited with comparable,

rather weak, intensities; only those closest to k = 0 are left sub-

stantially unexcited. When vSL is less than the speed of sound

vs, but greater than 0.217 vs, as in Figure 9b, the spectrum is

dominated by a single peak. As vSL is lowered below 0.217 vs,

as in Figure 9c,d, multiple peaks appear, and, as vSL decreases,

their number increases progressively. As vSL further decreases,

Figure 9e, the positions of all peaks approach k = 0, where they

gradually merge into a single peak, Figure 9f. Note that the

spectral resolution is limited both by the finite chain length,

with δk = 2π/(Na), see Equation 9, and by the phonon localiza-

tion induced by the damping term of Equation 6.

Figure 10 tracks the positions and intensities of the observed

peaks of  as functions of vSL. These data are obtained

by fitting the functions  with sums of up to 7

Lorentzian curves. Figure 10 reports the centers and heights of

the fitted Lorentzian terms.

Even in the supersonic region vSL > vs, where the phonon

power spectrum is smooth and flat and lacks sharp peaks as in

Figure 9a, we fit the spectrum with the sum of four Lorentzian

curves. These four Lorentzian profiles do their best to interpo-

late that continuum spectrum. Not surprisingly, the Lorentzian

centers and intensities, displayed at the right side of Figure 10,

follow a rather erratic variation with vSL, confirming that in the

spectrum for supersonic sliding no sharp peak is actually

present.

As vSL decreases below approximately 90% of the speed of

sound, initially a single prominent peak appears near the BZ

boundary (Figure 9b), tracked in wave vector and intensity by

the crosses in the central region of Figure 10a,b. As vSL

decreases below 0.217 vs, more peaks appear near the BZ

boundary too, as in the examples of Figure 9c,d, and tracked

explicitly in Figure 10c,d. As vSL is further decreased all peaks

move down toward k = 0 and eventually merge for vSL  vs,

due to the finite k-resolution (Figure 9e,f). Figure 10c clarifies a

nontrivial feature of this velocity-dependent phonon spectrum:

except for the single peak emerging at vSL  vs, all other new

peaks appear in pairs.

Figure 11 highlights the relation between the appearance of new

peaks in the chain phonon spectrum of excitations at certain

speeds with jumps in the dynamic friction Fd as a function of

vSL. The important conclusion of this correlation is the

following: dissipation increases suddenly for those values of

vSL where new phonon modes start to get excited.

Understanding: phonon phase velocities
Given the simplicity of this 1D model and the special weak-

coupling regime investigated, we should be able to understand

why certain phonons get excited at certain special speeds. We

formulate the hypothesis that phonon modes get excited when
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Figure 10: The positions (a) and heights (b) of the peaks of  as functions of vSL. Panels (c) and (d): detail of the vSL ≤ 0.23 vs low-speed
region for the same quantities.

Figure 11: A direct comparison of the peak wave vectors of ,
with the dynamic friction Fd as a function of vSL over the interesting
speed range of Figure 6. The dotted vertical lines highlight the relation
of the peaks of Fd with the appearance of new pairs of excited
phonons near the BZ boundary.

their phase velocities ω/|k| match the slider speed vSL. We start

by searching all values of k such that the phonon phase velocity

matches a given speed vSL:

(12)

We substitute the simple dispersion relation ω(k) of Equation 4,

and reformulate Equation 12 as:

(13)

This equation is put in dimensionless form by introducing

 and the parameter 

(14)

For a given V (or equivalently a given vSL), the solutions x (or

equivalently k) of Equation 14 (or equivalently Equation 13)

provide the special wave vectors such that the phonon phase

velocity matches the given speed vSL.

Equation 14 can of course be solved numerically for any V. An

example of graphic solution of Equation 13 is displayed in

Figure 12a. The resulting wave vectors are scattered over

several BZs. We then bring all the k-point solutions inside the

first BZ, Figure 12b. Finally, we proceed to compare these solu-

tions to the positions of the peaks of the power spectrum

 obtained by MD at that specific slider speed,

Figure 12c. In the example of Figure 12, this procedure is fol-

lowed for vSL = 0.12 vs, showing that the solutions of

Equation 13 match perfectly the positions of all observed peaks
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Figure 12: A scheme of the steps performed to identify the phonons
whose phase velocity equals vSL, and the comparison of the obtained
wave vectors with the observed excited phonons peaks for the same
slider velocity vSL. In this example vSL = 0.12 vs.

Figure 13: The positions of the observed peaks of 
(symbols), compared with the values of k of the phonons whose phase
velocity is equal to vSL (black solid lines), solutions of Equation 13.
Inset: a blow up of the interval 0 ≤ vSL ≤ 0.23 vs.

in the spectrum. In particular, Figure 12a clarifies why, for de-

creasing vSL, new excited phonon modes always arise near, but

not quite at, the BZ boundary.

Figure 13 compares the positions of the peaks of  ob-

tained from the analysis of MD trajectories as in Figure 10, with

the wave vectors of the phonons whose phase velocity equals

vSL, obtained by solving Equation 13. It is apparent that for vSL

 0.9 vs the two quantities match almost perfectly. We con-

clude that Equation 13 provides a reliable prediction of the

wave vectors of the excited phonons for a given vSL. Above the

speed of sound vs, Equation 13 has no solution and indeed the

spectrum displays no sharp peak, see Figure 9a. Corresponding-

ly the “nonresonant” friction is very small, see the right side of

Figure 6.

In particular Equation 13 allows us to predict the number and

wave vectors of the excited phonon modes when the slider is

moving at a given velocity. The number Nph of excited phonon

modes at a given vSL is null for any vSL > vs, it turns to unity

for 0.217 vs < vSL < vs, and then for smaller and smaller vSL

Nph increases by two every time the dashed line of Figure 12a

crosses one more sine hump. As a result, in the limit of small

vSL, Nph is approximately

(15)

We have then a number of excited phonons which is inversely

proportional to vSL for small vSL. The comparison of Figure 11

suggests that an increasing number of excited phonon modes

leads to an increasing kinetic friction Fd, see Figure 11. If a

comparable power was dissipated in each of the excited phonon

modes, then Equation 15 would be compatible with the power-

law dependence Fd(vSL)  A/vSL that we observe in the low-

speed regime in Figure 6. However there is no evidence that the

same power is dissipated in each one of the phonon modes. In

fact, Figure 10b,d shows that different modes draw different

spectral weights. A systematic study of the intensities of the

phonon excitations would probably be useful in understanding

the Fd(vSL)  A/vSL behavior in detail.

Discussion and Conclusion
We introduce a new model, or rather a model class, that allows

one to investigate friction at the very point where it is gener-

ated: the contact point. In the present paper we examine the

main predictions of this model in its most basic incarnation: a

point-like slider kept at a fixed distance to a 1D harmonic chain

of masses and springs. The main result is that kinetic friction

should depend on speed as a generally decreasing function, with

several nontrivial features deviating from monotonicity: fric-

tion peaks arise every time a new “resonance condition” is

fulfilled, namely that the phase velocity of some substrate

phonon mode matches the slider speed. Recently published

research also identified relations between dissipation peaks and

the properties of a dispersion relation in a different model [63].

The present model can also be investigated in a spring-pulling

scheme analogous to the Prandtl–Tomlinson model, to simulate

the finite stiffness of an AFM cantilever. In that scheme a stick-
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slip to smooth-sliding transition can also be investigated, espe-

cially at low speed (see Appendix “The static friction force”),

allowing one to study in detail the nonlinear phenomena and

mechanisms of phonon excitations that arise at slip times. The

stick-slip regime and the associated nonlinear phenomena will

of course be more significant when the model is studied in a

realistic regime of intermediate to strong coupling ε ≈ Ka2. We

defer this investigation to future work, which should provide a

microscopic basis and the limits of applicability for the

Prandtl–Tomlinson model. This simple 1D model, studied in the

spirit of protocol B (fixed slider speed) for weak slider-chain

coupling ε  Ka2, should be suitable to address even by means

of analytic perturbative many-body methods. We plan to pursue

this investigation in the future.

The FK model and the present model both describe dissipation

in terms of the excitations of the phonon modes of a linear

harmonic chain. Therefore, the two models agree that no reso-

nant energy transfer can occur for very large speed, and friction

drops to 0, as at the right side of Figure 6. However, the fric-

tional features demonstrated in the present work differ signifi-

cantly from those found for the superlubric weak-corrugation

regime of the FK model [25,43]. Specifically, in the FK model

the condition for dissipation peaks, where center-mass transla-

tional energy is converted rapidly into internal phononic

degrees of freedom, requires that the modulation dictated by the

chain-potential lattice incommensurability resonates with the

washboard frequency at the center-mass sliding velocity, due to

the sinusoidal potential acting to perturb the entire harmonic

chain at a single wave vector. That conditition reflects the ex-

tended nature of the contact, and may be suitable to describe

friction as generated at crystalline incommensurate solid-solid

interfaces. Instead, in the present model dissipation occurs si-

multaneously through whatever phonon has a phase velocity

matching the slider speed, and resonant peaks arise as more and

more phonons become available at slower speeds. In the cur-

rent model, more suitable to describe the dissipation of an AFM

tip, there is no equivalent to the relative spatial periodicity, with

the effect that phonons at all wave vectors can virtually be

excited simultaneously. As a result, the present model exhibits

dissipation peaks of the same physical nature (i.e., phononic ex-

citations) but in detail quite different from those of the FK

model. Relatedly and importantly, the obtained low-speed be-

havior, with friction increasing and approaching the static limit

when the sliding velocity decreases to 0 is opposite to that ob-

tained for the single-wave vector FK model.

More refined incarnations of this model are interesting targets

of future study. We mention just a few obvious generalizations:

(i) remove the constraint of a fixed slider-chain distance, thus

allowing for longitudinal-to-transverse energy transfer;

(ii) replace the point slider with a more realistically structured

slider consisting of several atoms, e.g., placed periodically, thus

making contact with the FK model, or rather in a disordered

structure; (iii) replace the 1D chain by a 2D [64], or a more real-

istic 3D harmonic crystal; (iv) adopt, rather than a harmonic

crystal, a realistic force field modeling a specific substrate, with

the target of predicting the frictional dynamic features of a spe-

cific interface as was done, e.g., in [49,65]; (v) energy dissipa-

tion implemented through suitably remote boundary-atom ther-

mostats [30,31,33] rather than via an unphysical damping

throughout the crystal.

In the present work we do our best to keep the chain as close as

possible to its T = 0 ground state. The study of this or any of the

generalizations of this model at finite temperature will also

provide a playground to investigate all sorts of thermolubric

effects [25,45,46,57-62]. It is presently unclear which of the

predictions of the simple 1D model studied here will hold in the

extended versions of the model, and at finite temperature. It will

be particularly interesting to find out how dissipation changes

when energy is transferred to a physically realistic density of

phonon modes of 3D crystals, rather than 1D.

Appendix: the Static Friction Force
The solid curve of Figure 2 shows two kinds of nonequivalent

equilibrium positions: immediately at the left and at the right of

a chain atom. Obviously, the most robust of them against right-

ward sliding is the one of them sitting at the right of an atom,

thus we probe the static friction there. For this purpose, we

place the slider at that minimum, and run a simulation where we

pull the slider through a spring of elastic constant Kpull

extending from the slider to a support which moves at a con-

stant velocity vpull to the right. Figure 14a reports the positions

of the support, the slider, and a few chain atoms as a function of

time. At the beginning, the spring elongates (Figure 14b) while

the slider remains stuck near the minimum. Meanwhile, as a

result of the force between the slider and the atoms, the whole

chain accelerates slowly to the right. If vpull is large enough,

there comes a time at which the pulling spring elongates enough

for the pulling force to exceed the static friction threshold

Fstatic, and the slider suddenly abandons its initial position near

a certain atoms, oscillates around the support dissipating the

elastic energy accumulated in the pulling spring, and eventually

reaches a quasi-stationary “stick” configuration at a new local

equilibrium position near the next atom at the right of the

starting one. Then the stick-slip process repeats itself. Con-

versely, if vpull is less than a certain critical value vpull c, the

whole chain speed advances at a speed asymptotically close to

vpull: the support, the slider, and the chain slide together at the

same velocity and the spring never elongates enough for the

elastic force to exceed Fstatic.
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Figure 14: (a): The motion of the slider (solid line) as it is pulled by a
spring having elastic constant Kpull = 10−3 K connecting it to a support
(dashed line) advancing at a constant speed vpull = 3 × 10−5 vs; the
dotted lines mark the time evolution of the positions xj of successive
atoms in the chain. (b): The pulling spring length as a function of time:
the spring elongates until the slider suddenly slips forward, oscillates
around the next stick position, and dissipates the energy accumulated
in the pulling spring by emitting phonons. The process then repeats
itself.

In simulations with vpull greater than the (hitherto undeter-

mined) critical speed vpull c, the pulling spring length reaches a

maximum value before the slider abandons its equilibrium posi-

tion. By multiplying this maximum elongation by Kpull, we

obtain the maximum pulling force experienced by the slider,

which systematically overestimates Fstatic. We repeat this calcu-

lation for decreasing values of vpull, and record the resulting

estimations of Fstatic in Figure 15. Our resulting best estimation

for the static friction is

(16)

The transition from the sliding regime to the low-speed global

drift mode, Figure 15, provides the following estimation for

vpull c = (2.385 ± 0.005) × 10−5 vs. An even better estimation of

vpull c can be obtained from Fstatic by a simple relation with the

damping terms of Equation 6 hindering the chain advancement.

In low-speed vpull < vpull c regime the chain, the slider and the

pulling support all drift rightward together at the same speed

vpull. This constant-speed advancement requires a null total

force acting on the chain. Accordingly, the total force FSL−chain

that the slider exerts on the chain must be equal in strength but

opposite in direction to the total damping force of Equation 6,

which is Nγvpull:

Figure 15: For smaller and smaller support velocity vpull, the maximum
elastic force experienced by the slider just before it overtakes one
atom of the chain provides a better and better estimation of the static
friction Fstatic. By moving closer and closer to the minimum vpull c, we
obtain a quantitative estimate of the actual Fstatic, see Equation 16. In
these simulations, the pulling elastic constant Kpull = 10−3 K.

(17)

The maximum speed vpull for which this situation occurs is

vpull c, which corresponds to the maximum possible value of

FSL−chain, namely Fstatic. Then, at the depinning transition

Equation 17 requires

(18)

In the conditions of our simulations we obtain

(19)

perfectly compatible with the previous estimation. While, ac-

cording to Equation 18, vpull c is strongly dependent on simula-

tion details such as N and γ, Fstatic is not, and is therefore a

physically significant quantity. The obtained Fstatic value is of

course dependent on the precise slider-substrate interaction,

which in the present model is tuned by the σ and d lengths, and

by the LJ coupling energy ε. For small ε  Ka2, Fstatic is essen-

tially proportional to ε.
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Abstract
Surface texturing is an important approach for controlling the tribological behavior of friction pairs used in mechanical and

biological engineering. In this study, by utilizing the method of three-dimensional computational fluid dynamics (CFD) simulation,

the lubrication model of a friction pair with micro-dimple array was established based on the Navier–Stokes equations. The typical

pressure distribution of the lubricant film was analyzed. It was found that a positive hydrodynamic pressure is generated in the

convergent part of the micro-dimple, while a negative hydrodynamic pressure is generated in the divergent part. With suitable

parameters, the total integration of the pressure is positive, which can increase the load-carrying capacity of a friction pair. The

effects of the micro-dimple parameters as well as fluid properties on tribological performance were investigated. It was concluded

that under the condition of hydrodynamic lubrication, the main mechanism for the improvement in the tribological performance is

the combined effects of wedging and recirculation. Within the range of parameters investigated in this study, the optimum texture

density is 13%, while the optimum aspect ratio varies with the Reynolds number. For a given Reynolds number, there exists a com-

bination of texture density and aspect ratio at which the optimum tribological performance could be obtained. Conclusions from this

study could be helpful for the design of texture parameters in mechanical friction components and even in artificial joints.
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Introduction
The wear caused by friction is considered to be the main reason

for the failure of mechanical systems and the major source of

energy loss [1]. Various methods have been developed to

reduce friction and wear. One of the most promising solutions is

the introduction of surface texturing on a friction pair. The

benefits of surface texturing and the effects of texturing param-

eters on tribological performance have been experimentally and

theoretically investigated over the past two decades. Experi-

mental investigations by means of friction tests were performed

to study the influence of surface texturing on load-carrying

capacity, friction forces and the friction coefficient [2-4]. Mean-

while, theoretical models were established to describe the

mechanism behind surface texturing to improve the tribological

performance of lubricated contacts [5-9]. In Kligerman and

Etsion’s study [5], the pressure distribution in the uniform

clearance between the annular surfaces is obtained from a

solution of the Reynolds equation for compressible viscous

gas in a laminar flow. Wang et al. [6] calculated the dimension-

less load of a SiC thrust bearing based on the Reynolds equa-

tion and compared the results with the experimental results.

Rahmani et al. [7] presented a method of integrating

the Reynolds equation for partially textured slider bearings

to achieve the optimum texturing parameters. In Meng

and Khonsari’s study [9], the Stokes equations and the

energy equation were solved for the microtextured parallel

surfaces to gain insight into the role of the viscosity

wedge on the pressure distribution and the load-carrying

capacity.

From the experimental and theoretical studies, it was found that

properly designed surface texture acts as micro-hydrodynamic

bearings on the friction pair, which help to reduce friction and

increase the load-carrying capacity. In addition, the surface

texturing also provides extra space to reserve lubricant and

entrap wear debris. Furthermore, parametric studies were con-

ducted for various applications such as thrust bearings [10-12],

journal bearings [13], engine cylinders [14-17] and mechanical

seals [3,18]. It was concluded that there are optimal texturing

parameters with which the friction pair exhibits optimal tribo-

logical performance.

As shown in this literature survey, most theoretical studies are

based on the Reynolds equation. In some cases, textured sur-

faces under hydrodynamic lubrication can be accurately

modeled by the Reynolds equation. However, the Reynolds

equation is not accurate when inertial effects are important, for

instance, when the Reynolds number is high, when the textures

a have high aspect ratio, or when the texture depth exceeds 10%

of the film thickness [19-21]. In these cases, the general

Navier–Stokes (N-S) equations have to be adopted in order to

account for the role of convective inertia in generating lift from

surface textures.

Due to the development of more efficient algorithms and

computational techniques in recent years, the mechanisms and

effects of surface texturing on improving tribological perfor-

mance could be numerically investigated using CFD based on

the N-S equations.

Based on a two-dimensional CFD method, the tribological per-

formance of surface with groove-shaped texture was studied.

Sahlin et al. [22] successfully compared the lubrication charac-

teristics of groove texture with arc-shaped cross section against

that with spline-shaped cross section. The pressure distribution

of the film and the fluid field status in grooves were investi-

gated. Moreover, the effects of groove depth, groove width and

Reynolds number on load-carrying capacity were studied.

Brajdic-Mitidieri et al. [23] investigated the effect of groove-

shaped texture on the lubrication characteristics of unparallel

sliding surfaces. It was found that surface texturing not only

reduces the friction coefficient significantly, but also improves

the load-carrying capacity. Li and Chen [20] studied the lubrica-

tion characteristics of parallel surfaces with rectangle-shaped

grooves. The results calculated using the two-dimensional CFD

method were compared against those based on the Reynolds

equations. It was found that when the groove depth is greater

than ten percent of the film thickness, the method based on the

Reynolds equations is no longer applicable. Shi and Ni [24] de-

veloped a two-dimensional CFD model to investigate the effects

of groove texture on fully lubricated sliding with cavitation. The

effects of cavitation pressure, sliding speed, sliding pitch angle

and texture scale were discussed. Ramesh et al. [25] solved the

N-S equations by using two-dimensional CFD and predicted the

texture-induced lift. The results showed good correlation be-

tween the experiments and the CFD analysis. The above-de-

scribed studies are all focused on groove-textured surfaces

using a two-dimensional method.

It was reported that the tribological performance of a dimple-

textured surface is better than that of groove-textured surface in

terms of the friction coefficient [26]. A two-dimensional

method is more suitable to simulate the hydrodynamic lubrica-

tion of a groove-textured surface, in which case the cross

section of the surface is identical along the groove length. Due

to the geometrical complexity of the micro-dimple array, how-

ever, the commonly used two-dimensional CFD technique is

not able to simulate the lubrication behavior accurately. There-

fore, the three-dimensional CFD method was proposed. Han et

al. [27] studied the tribological characteristics of the micro-

dimple array by using a three-dimensional CFD technique. The
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Figure 1: Three-dimensional geometric model of fluid in a micro-dimple array and a single micro-dimple unit.

Figure 2: The computational domain.

effects of micro-dimple size and the Reynolds number on film

pressure, friction force as well as the friction coefficient were

investigated and the optimum range for the micro-dimple depth

was recommended.

Published papers regarding hydrodynamic lubrication of micro-

dimple textured surfaces using three-dimensional CFD are very

limited. Moreover, although some general guidelines for finding

the optimal texturing parameters exist, the effects of texturing

parameters on the tribological performance are highly depend-

ent on contact and operating conditions [28]. Therefore, it is

necessary to put more efforts into numerically investigating the

hydrodynamic lubrication of micro-dimple textured surface.

In this study, the three-dimensional CFD method based on the

N-S equations is proposed. The purpose of this study is to simu-

late the tribological behavior of a friction pair with a micro-

dimple array under the condition of hydrodynamic lubrication.

The pressure and velocity distribution are obtained using the

finite volume method. Negative pressure is permitted and cavi-

tation is not yet considered. The main mechanism for the

improvement of the tribological performance by micro-dimple

texturing is investigated and the optimum combination of

texture density and aspect ratio for a given Reynolds number is

discussed.

Modeling
Geometrical modeling
In this study, the lubricant is filled between the upper flat sur-

face and the lower surface in each compartment of the micro-

dimple array. Because the micro-dimple array is composed of

many identical micro-dimples which are linearly arranged with

equal intervals, the fluids can also be divided into many iden-

tical units. Figure 1 shows the three-dimensional geometric

model of the fluid in the micro-dimple array and details of a

single micro-dimple unit.

As shown in Figure 2, due to the symmetrical characteristic

of each micro-dimple unit, only half of the fluid in the

micro-dimple unit is chosen as the computational domain.

The coordinate system and geometrical parameters of the

computational domain used in this study are also shown in

Figure 2. The origin of the coordinate system is located on the

revolution axis of the micro-dimple and is h0/2 away from the

upper surface. The x, y and z axes are defined as the direction

vertical to the symmetry plane, the flow direction and the direc-

tion of lubrication film thickness, respectively. l is the charac-

teristic length of a micro-dimple unit, h0 is the thickness of

lubricant film, which is identical to the gap between the friction

pairs, h is the depth of the micro-dimple and d is the diameter of

dimple.
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Mathematical modeling
Governing equations
In order to solve the hydrodynamic lubrication problem for a

friction pair with micro-dimple texturing more accurately, the

N-S equations, which are the equations of momentum conserva-

tion considering inertia terms, are used as the governing equa-

tions. In addition, the behavior of the lubricant in a micro-

dimple array satisfies the law of mass conservation.

For the purpose of facilitating modeling and analysis, the

following assumptions were made: 1) The body force is consid-

ered negligible (e.g., gravity or magnetic force); 2) No slip of

lubricant is supposed to occur on the boundary, which means

the velocity of lubricant close to the friction pair surface is iden-

tical with that of the friction pair surface; 3) The isothermal

condition is considered and the lubricant is assumed to be an

incompressible Newtonian fluid.

Based on these assumptions, the N-S equations and the continu-

ation equation could be simplified. Furthermore, in order to

reduce the number of independent variables, the dimensionless

variables are defined as follows:

(1)

where u, v and w are the velocities of the fluid along the x, y,

and z axes, respectively; η is the dynamic viscosity; p is pres-

sure; v0 is the characteristic velocity of the lubricant and p0 is

the characteristic pressure.

By substituting the above dimensionless variables into the

simplified N-S equations [29], the dimensionless N-S equations

can be expressed as the following. Along the direction of the

x-axis:

(2)

where ρ is density of the fluid. By letting p0 = ην0 l/h0
2 and

defining the Reynolds number as Re = ρν0h0/η, the above equa-

tion can be simplified as:

(3)

In a similar way, the equations along the y and z-axis could be

obtained as follows:

(4)

(5)

The dimensionless continuity equation could be expressed as:

(6)

Equations 3–6 could be used to describe the behavior of the

fluid in micro-dimple unit under the condition of hydrody-

namic lubrication. Due to the complexity of the governing equa-

tions, however, it is difficult to obtain an analytical solution.

Therefore, a numerical simulation is adopted in this study to

solve the problem.

Characterization of tribological properties
The effect of the micro-dimple array on the tribological perfor-

mance of a friction pair under the condition of hydrodynamic

lubrication can be characterized by the following tribological

characteristics: (1) dimensionless average film carrying force;

(2) dimensionless average film shear force; (3) friction coeffi-

cient.

The film carrying force is calculated by integrating the pressure

on the upper wall over the total calculation domain and can be

expressed by
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Figure 3: The division of the fluid domain in the micro-dimple unit.

(7)

where Fz is the film carrying force and p(x,y) is the pressure dis-

tribution function. The dimensionless form of the average film

carrying force is obtained by

(8)

where St is the area of the upper wall of the calculation domain,

that is, the area of the micro-dimple unit. A high dimensionless

average film carrying force indicates a good load-carrying

capacity of the friction pair.

In a similar way, as shown in Equation 9, the film shear force is

calculated by integrating the shear stress along the y-axis on the

upper wall over the total calculation domain:

(9)

where Fy is shear force and τ′ is the shear stress. The dimen-

sionless form of the average film shear force can be obtained by

(10)

The friction coefficient is defined as the ratio of the dimension-

less average film shear force to the dimensionless average film

carrying force and can be expressed as

(11)

where f represents the friction coefficient. A low friction coeffi-

cient means small shear force with large carrying force, which

indicates good behavior of the comprehensive tribological per-

formance under the condition of hydrodynamic lubrication.

Numerical simulation
Meshing
The three-dimensional model of the computational domain was

meshed by using GAMBIT software. In order to obtain a high-

quality mesh, the model was divided into three domains (see

Figure 3). The micro-dimple was located in domain two and

domain three.

In order to guarantee the accuracy of calculation and the rate of

convergence, the meshing operation follows several criteria:

(1) the use of structured grids, as far as possible; (2) the ratio of

the length of the longest element edge to the length of the

shortest element edge should be controlled below 5:1; (3) the

skewness should be controlled to be no more than 0.9;

(4) because the entry, exit and interior of the dimple are the

areas of most concern, the mesh density of the model increases

gradually from domain one to domain three; (5) the dimen-
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sional difference between neighboring elements should be con-

trolled to be as small as possible.

The meshing is challenging in particular for shallow dimples

and for a small film thickness. A smaller dimple depth requires

very small grid volumes in order to have enough volume in the

vertical direction. When combined with the volume aspect ratio

limits, a large number of volumes are required to fill the hori-

zontal extent of the dimple. Since the mesh size has a great

effect on the accuracy and efficiency of the numerical simula-

tion, the grid independence analysis was carried out to develop

the proper meshing strategy. The variation of the mesh size may

affect the film pressure distribution and therefore the load-

carrying capacity. Thus, the dimensionless average film

carrying force, Fz*, was considered as the main indicator of

grid independence. The mesh sizes were chosen to suit the ge-

ometry of each case so that further mesh refinement did not

change the dimensionless average film carrying force by more

than 0.01%.

Based on the typical dimple unit geometry characterized by

l = 2400 µm, d = 1200 μm, h = 20 μm and h0 = 20 μm, the grid

independence analysis was performed as follows. Six sets of

mesh sizes were selected for calculation (see Table 1). The vari-

ations of the dimensionless average film carrying force, Fz*,

and the computing time, T, of the simulation with different av-

erage mesh sizes are shown in Figure 4.

Table 1: Mesh sizes for the grid independence analysis.

Case number Average mesh size (μm)

Domain one Domain two Domain three

1 12 10 8
2 10 8 6
3 8 6 4
4 6 5 4
5 6 4 3
6 5 4 3

It is noted from Table 1 that the average mesh size decreases

gradually from case 1 to case 6. As shown in Figure 4, from

case 1 to case 6, Fz* decreases and tends to be stable while T in-

creases constantly. From case 4 to case 6, the value of Fz*

converged within a satisfactory tolerance of about 0.01% to a

constant value. Meanwhile, the value of T for case 4 is in the

acceptable range. Therefore, the average mesh sizes for case 4

were chosen for meshing this model. Figure 5 shows the

meshed model of the micro-dimple unit with a total grid num-

ber of 416,670.

Figure 4: Variations of the dimensionless average film carrying force
and the computing time.

Boundary conditions
As shown in Figure 5, the upper and lower walls of the simula-

tion model are set as no-slip boundaries. The upper wall moves

along the positive direction of the y-axis with a velocity of v0,

while the lower wall is assumed stationary. The inlet and outlet

of the model along the y-axis are set as periodic boundary

conditions. That is, the values of the variables of the inlet are

the same as those of the outlet. The two walls along the x-axis

are set as symmetrical boundary conditions.

Calculation
The model is calculated by utilizing commercial CFD software,

and the FLUENT and SIMPLE algorithms were adopted for

solving. The key parameters used in the CFD simulation are

listed in Table 2.

In Table 2, the texture density is defined as the ratio of the

micro-dimple area to the friction pair area. Because the micro-

dimple array could be divided into many identical micro-dimple

units, the texture density can be expressed as

(12)

where Sd is the area of a single micro-dimple and St is the area

of a single micro-dimple unit. The aspect ratio, λ, is defined as

the ratio of the micro-dimple depth to the micro-dimple diame-

ter.

Results and Discussion
Film pressure distribution of the
micro-dimple unit
The typical pressure distribution on the upper wall of the lubri-

cant in the micro-dimple unit is shown in Figure 6. Moreover,

Figure 7 shows the pressure distribution on the middle section



Beilstein J. Nanotechnol. 2017, 8, 2324–2338.

2330

Figure 5: The typical meshed model of a micro-dimple unit.

Table 2: Parameters of the CFD simulation.

Texture density, ρt 5%, 13%, 20%, 50%
Aspect ratio, λ 0.017, 0.033, 0.05, 0.075, 0.1, 0.125, 0.2
Reynolds number, Re 5, 50, 250

Figure 6: Pressure distribution on the upper wall of the lubricant in the micro-dimple unit.
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Figure 7: Pressure distribution of the cross-sectional area of the lubricant in a micro-dimple unit.

of the micro-dimple unit. From Figure 6 and Figure 7, it is can

be seen that when the lubricant flows into the micro-dimple unit

from point A to point D, the pressure decreases gradually and

reaches a minimum at the entry of the micro-dimple (point B).

Then the pressure starts to increase and reaches a maximum at

the exit of the micro-dimple (point C). From point C to point D,

the pressure decreases to a value at point D, which is identical

as that at point A.

Positive hydrodynamic pressure is generated in the convergent

part of the gap while negative hydrodynamic pressure is gener-

ated in the divergent part. With suitable parameters (e.g., shape

and size of the micro-dimple unit, film thickness and velocity of

fluid), the magnitude of the positive pressure could be greater

than that of the negative pressure, which makes the total inte-

gration of the pressure in the micro-dimple unit become posi-

tive. This phenomenon is called the wedging effect of a micro-

dimple. In this case, the hydrodynamic pressure in the micro-

dimple unit offers extra carrying force, which helps increase the

load-carrying capacity of the friction pair.

The effect of Reynolds number on the
dimensionless pressure distribution
In this study, the Reynolds number is changed by modifying the

moving velocity of the upper wall. The three-dimensional pres-

sure distribution on the upper wall under different Reynolds

numbers is shown in Figure 8. Figure 9 presents the two-dimen-

sional pressure distribution on the middle section of the micro-

dimple unit. From Figure 8 and Figure 9, it can be seen that the

Reynolds number affects the dimensionless pressure distribu-

tion significantly. The magnitude of the positive and negative

pressure increases with Reynolds number. The increase rate of

the positive pressure, however, is higher than that of the nega-

tive pressure. This result indicates that a large Reynolds num-

ber leads to a high hydrodynamic pressure.

Effect of texture density and aspect ratio on
the dimensionless average film carrying force
Figure 10a–c shows the effect of texture density and aspect ratio

on the dimensionless average film carrying force with Reynolds

numbers of 5, 50, and 250, respectively (the texture density of

5%, 13%, 20% and 50% are abbreviated as tex5%, tex13%,

tex20% and tex50%, respectively).

It is found that for a given Reynolds number and aspect ratio,

the dimensionless average film carrying force at a texture densi-

ty of 13% is higher than that at a texture density of 5%, 20%

and 50%. This indicates that there exists an optimum texture

density which leads to a maximum carrying force. Meanwhile,

it can be seen that with a given Reynolds number and texture

density, there also exists an optimum aspect ratio at which the

film carrying force reaches a maximum. However, the optimum
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Figure 8: The pressure distribution on the upper wall for (a) Re = 5, (b) Re = 50 and (c) Re = 250.
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Figure 9: Effect of Reynolds number on the pressure distribution on
the middle section of the micro-dimple unit.

aspect ratio is not constant but changes with the Reynolds num-

ber. The existence of an optimum texture density and optimum

aspect ratio is also observed and proved using experimental and

analytical methods in previously published investigations

[3,6,30].

The reason for the existence of an optimum aspect ratio could

be explained as follows. By assuming that the diameter of the

micro-dimple is constant, a large aspect ratio means a large

micro-dimple depth. The inertia force of the lubricant in the

micro-dimple unit increases with the depth, which can enhance

the wedging effect that is helpful for improving the load-

carrying capacity. However, when the depth increases to a

certain value, recirculation starts to occur at the bottom of the

micro-dimple due to the interaction between the fluid and the

wall of micro-dimple. In terms of energy conversion, part of the

energy transferred from the moving film upper wall to the fluid

is dissipated by being converted to the kinetic energy of recircu-

lation. Therefore, the load-carrying capacity is reduced. This

phenomenon could be called the recirculation effect. Due to the

joint result of the wedging effect and the recirculation effect,

there is an optimum value of the aspect ratio which leads to the

best load-carrying capacity of the micro-dimple unit.

To further investigate the recirculation effect, the velocity

streamlines on the middle section of the micro-dimple unit with

different aspect ratios are compared in Figure 11. The arrow

direction indicates the direction of velocity and the arrow size

stands for the velocity magnitude.

With a small aspect ratio, the direction of the fluid velocity at

the bottom of the micro-dimple is identical with that on the

upper wall (see Figure 11a). When the aspect ratio is increased,

it is found that the direction of fluid flow at the bottom of the

Figure 10: Effect of texture density and aspect ratio on the dimension-
less average film carrying force for (a) Re = 5, (b) Re = 50 and
(c) Re = 250.

micro-dimple is reversed to that of the upper wall, which

implies the generation of a recirculation zone in the micro-

dimple (see Figure 11b). With a further increase of the aspect

ratio, the range of the recirculation zone increases. This means

that more energy is converted to kinetic energy of recirculation,

resulting in a more adverse effect on the load-carrying capacity

of the micro-dimple (see Figure 11c,d).
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Figure 11: Variation of the fluid velocity in the micro-dimple unit with (a) λ = 0.025, (b) λ = 0.075, (c) λ = 0.1 and (d) λ = 0.2 (texture density: 20%).

Effect of texture density and aspect ratio on
the dimensionless average film shear force
Figure 12a–c shows the effects of the texture density and aspect

ratio on the dimensionless average film shear force with

Reynolds numbers of 5, 50 and 250, respectively.

At a given Reynolds number and aspect ratio, with the increase

of texture density, the dimensionless average film shear force

decreases first and then starts to increase after reaching a

minimum. It is noted that the variation trend of the dimension-

less average shear force is opposite to that of the dimensionless

average film carrying force. In addition, with a given Reynolds

number and texture density, the variation of aspect ratio has

very limited effect on dimensionless average shear force.

Effect of texture density and aspect ratio on
friction coefficient
The effect of texture density and aspect ratio on the friction

coefficient with Reynolds numbers of 5, 50 and 250 is shown in

Figure 13a–c, respectively. Due to the insignificant impact of

texture density and aspect ratio on the dimensionless average

film shear force, it is found that the variation trend of the fric-

tion coefficient is reverse to that of the dimensionless average

film carrying force. There also exists an optimum texture densi-

ty and optimum aspect ratio which leads to the best tribological

performance. Within the range of parameters investigated in

this study, the optimum texture density was found to be 13%

while the optimum aspect ratio varies with the Reynolds num-

ber.
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Figure 12: Effect of texture density and aspect ratio on the dimension-
less average film shear force for (a) Re = 5, (b) Re = 50 and
(c) Re = 250.

The above conclusion is in good agreement with other experi-

mental investigations [31] in which the effect of texture density

on the friction coefficient was studied. It was found that the

lowest friction coefficient was achieved with a texture density

of 10.4% when comparing against those with a texture density

of 2.6%, 15.5% and 22.9%.

Figure 13: Effect of texture density and aspect ratio on the friction
coefficient for (a) Re = 5, (b) Re = 50 and (c) Re = 250.

Effect of Reynolds number on the tribological
characteristics of the friction pair
Figure 14a–c illustrates the trend variation of the tribological

characteristics with Reynolds number for the cases with a

texture density of 13% and aspect ratio of 0.017, 0.033 and

0.05.
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Figure 14: Effect of Reynolds number on (a) the dimensionless aver-
age film carrying force, (b) the dimensionless average film shear force
and (c) the friction coefficient.

It can be seen from Figure 14a that the dimensionless average

film carrying force obviously increases with Reynolds number.

In addition, the increasing rate of the carrying force increases

with the value of the Reynolds number. As shown in

Figure 8a–c, with an increase in the Reynolds number, the

maximum magnitude, as well as the distributed area of positive

pressure, increases more significantly than that of the negative

pressure. As a result, the total integration of the pressure over

the area of film upper wall (which stands for the film carrying

force) increases with the Reynolds number.

Although the dimensionless average film shear force increases

with Reynolds number as well, the increase rate is very small as

compared to that of the dimensionless average film carrying

force (see Figure 14b). When the Reynolds number increases

from 5 to 50, and from 50 to 250, the dimensionless average

carrying force increases by 606% and 1135%, respectively.

However, the dimensionless average film shear force increases

by only 3% and 5%, respectively. These conclusions about the

effect of the Reynolds number on the carrying force and shear

force are consistent with those in another study [27]. As a

result, the variation of the friction coefficient with Reynolds

number is reverse to that of the dimensionless average film

carrying force (see Figure 14c).

Effect of Reynolds number on optimum
texture density and optimum aspect ratio
Figure 15 shows the variation of the optimum texture density

and the optimum aspect ratio with Reynolds number. It is found

that, within the parameter range of this study, the optimum

texture density is independent of the Reynolds number and the

micro-dimple array, where a texture density of 13% is found to

exhibit the optimum hydrodynamic lubrication performance in

all cases. The optimum dimple aspect ratio decreases with in-

creased Reynolds number. For a given industrial application,

the operating condition could be characterized by a correspond-

ing Reynolds number. Therefore, for a given Reynolds number,

the preferred dimensional parameters of micro-dimple texturing

could be obtained according to the combination of optimum

texture density and optimum aspect ratio, which leads to the

best tribological performance.

Figure 15: Effect of Reynolds number on the optimum texture density
and optimum aspect ratio.
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Conclusion
By utilizing a three-dimensional CFD simulation method, the

tribological performance of a micro-dimple array under the

condition of hydrodynamic lubrication was investigated. This

study focused on the influence of the micro-dimple array pa-

rameters and fluid properties on the film pressure distribution

and tribological characteristics. The main conclusions are as

follows.

With proper dimensional parameters, such as texture density

and aspect ratio, the total integration of the film pressure could

be positive. As a result, the micro-dimple texture could provide

extra carrying force, which is helpful for improving the tribo-

logical performance of a friction pair. The wedging effect of the

micro-dimple texturing is beneficial for the load-carrying

capacity, while the recirculation effect is disadvantage in this

sense. The main mechanism for the improvement of the tribo-

logical performance is the comprehensive results of these two

effects. For a certain Reynolds number, there exists the combi-

nation of an optimum texture density and optimum aspect ratio

with which the maximum hydrodynamic lubrication coefficient

could be obtained. In this case, the optimum tribological perfor-

mance under the condition of hydrodynamic lubrication is

achieved. And finally, it was concluded that within the parame-

ters used in this study, when the Reynolds number is increased,

the optimum aspect ratio decreases while the optimum texture

density does not change.

The conclusions drawn in this study could be the basis for

further numerical studies in specific applications such as thrust

bearings, engine cylinders and mechanical seals. Our future

work will focus on implementing more complex boundary

conditions and thermal effects for specific applications.
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Abstract
The development of atomic force microscopy (AFM) has allowed wear mechanisms to be investigated at the nanometer scale by

means of a single asperity contact generated by an AFM tip and an interacting surface. However, the low wear rate at the nanoscale

and the thermal drift require fastidious quantitative measurements of the wear volume for determining wear laws. In this paper, we

describe a new, effective, experimental methodology based on circular mode AFM, which generates high frequency, circular dis-

placements of the contact. Under such conditions, the wear rate is significant and the drift of the piezoelectric actuator is limited. As

a result, well-defined wear tracks are generated and an accurate computation of the wear volume is possible. Finally, we describe

the advantages of this method and we report a relevant application example addressing a Cu/Al2O3 nanocomposite material used in

industrial applications.
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Introduction
Wear remains a prominent economical issue [1-5] as it gener-

ates industrial maintenance and limits the lifetime of numerous

mechanical systems. Another major concern is the ecological

impact of wear. For instance, wear is responsible for the pro-

duction of microparticles from the abrasion of roads, brakes or

car engines [6]. The use of lubricants to reduce wear is also a

source of pollution as they are often in the form of unfriendly

environmental chemicals discarded into the environment [7].

Advances in tribology have allowed for a better understanding

of wear mechanisms at the macroscale [8,9]. In particular, dif-

ferent wear mechanisms such as abrasion, adhesion, surface

fatigue, and tribochemical reactions [10] are known to depend

on the tribological systems and the operating conditions. For ex-

ample, the straightforward Archard’s law predicts that the wear

volume is proportional to the normal load and the sliding dis-

tance and the inverse of the hardness of the material [11].
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Exploring wear at the nanoscale becomes more and more

mandatory with the development of the nanotechnology and its

applications [12]. In addition, emerging numerical simulations

of nanowear mechanisms are quite demanding in experimental

validations [13,14]. The development of atomic force microsco-

py (AFM) in the 90’s has opened the field of tribology at the

nanoscale. One of the main advantages of AFM is that a single

asperity contact between a nanometer-sized AFM tip and an

interacting surface can be generated [15,16]. Although AFM is

used as a versatile technique, it was first dedicated to imaging

and not to the measurement of tribological properties. Classical

wear experiments with the AFM hinge on the slow linear scan-

ning of the sample surface with the AFM tip with a constant

normal load. Under such conditions, producing a significant

wear is long and fastidious due to the low sliding velocity. In

addition, the typical AFM scanning velocity, in the µm/s range,

does not allow well-defined wear tracks to be obtained as the

piezoelectric actuator thermal drift continuously moves the

sample under the probe. As a significant impediment, one ends

up with mostly large and low-depth wear tracks for which the

wear volume is difficult to compute. In this case, the determina-

tion of relevant wear laws is difficult or even impossible.

Finally, only a few proper experimental studies of nanoscale

studies of wear (nanowear) have been reported in the literature

[17-20], whereas AFM has been widely used for measuring

nanoscale friction [21,22].

In this paper, we propose a new experimental methodology

based on circular mode AFM (CM-AFM) to explore wear

mechanisms and laws at the nanoscale. It consists of wearing

the material with the AFM tip with a suitable circular motion at

a high frequency. Following this process, a well-defined wear

track obtained within a reasonable time may be easily revealed

by AFM imaging. We also describe an original wear track

image treatment that allows the wear volume and its uncertain-

ties to be computed. Finally, an application of this methodolo-

gy and computation for exploring wear of a specific copper-

based composite with alumina nanoparticles is reported and dis-

cussed.

Results and Discussion
The CM-AFM: a powerful nanotribometer for
wear experiments
In classical wear experiments based on AFM, the probe linearly

scans back and forth along the surface of the material while a

constant normal load is applied on the contact (Figure 1A).

With this problematic methodology, stop periods generated

during the scan and a slow, nonconstant sliding velocity

prohibit performing the experiments in a stationary regime.

Recently, a new AFM mode called the CM-AFM [23-26] was

implemented to overcome some of the limitations of the

conventional wear experimental set-up using an AFM. In

CM-AFM, the electronic driving unit of a conventional AFM

has been modified to impose a relative circular displacement of

an AFM tip in contact with the plane of a given material

(Figure 1B). The circular displacement is provided by way of

injecting two sinusoidal voltage components in phase quadra-

ture on the piezoelectric actuator of the AFM in both directions

of the plan of the sample.

Figure 1: Schematic of the wear-induced atomic force microscopy
(AFM) experimental protocols using (A) conventional scanning and
(B) circular mode AFM circular displacement.

With such a driving scheme, the sliding velocity of the

nanocontact is constant and continuous. Stop periods do not

occur during the experiment and real stationary regimes are suc-

cessfully achieved. In addition, with CM-AFM, the sliding

velocity is driven by the frequency and the amplitude of

external sinusoidal voltages applied to the scanner. Therefore,

wear experiments may be achieved at high sliding velocities

(>6 mm/s) as compared to sliding velocity values that are

implemented in classical AFM wear experiments (100 µm/s

maximum). The only limitation for high sliding velocities is the

resonance frequency of the scanner and its lateral extension. For

example, for a conventional AFM scanner whose resonance fre-

quency is about 500 Hz and considering a 4 µm diameter circu-

lar displacement (which is obtained by applying an external

voltage of 10 V applied to a scanner of lateral extension of

100 µm), a maximum sliding velocity close to 6 mm/s may be

achievable. Performing wear experiments at high sliding veloci-

ties also limits the drift during the experiment as it is possible to

obtain a significant wear rate in a short time (Figure 2).

In our experimental set-up using a commercial AFM (DI3100

from Bruker), the diameter of the circular displacement ranges

from 0.16 µm to 3 µm. Thus, the CM-AFM allows local

probing of materials. In this way, it is possible to investigate

wear of metallic materials while avoiding the grain boundary

effects. Considering the CM-AFM, the lateral force signal (also

referred as the lateral force microscopy (LFM) signal propor-

tional to the friction force) of the cantilever stemming from the

circular displacement of the contact features a sinusoidal signal
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Figure 2: Atomic force microscopy (AFM) contact mode topographic images of wear tracks resulting from wear experiments on copper-based com-
posites (the counter-body is a silicon nitride probe) at a constant normal load of 180 nN with constant sliding distance and sliding velocities of
(A) 100 µm/s and (B) 1 mm/s. To maintain a constant sliding distance, the wear duration is 100 min for the experiment in (A) and 10 min for the exper-
iment in (B). It is clearly demonstrated that a long wear time results in a large and low-depth wear track due to the drift.

with the same frequency as the relative circular displacement of

the contact. Then a lock-in amplifier is used to register the real-

time amplitude of the LFM signal of the cantilever (or friction

force) during the wear experiment in order to determine

prospective variations of the friction properties during the ex-

periment. For example, this option may be advantageously

implemented for investigating the correlation between friction,

energy dissipation and worn material at the local scale or to ex-

hibit local heterogeneity of the material.

To summarize, CM-AFM applied to wear experiments

regarding different applications such as tribochemistry and wear

of thin films presents numerous advantages compared to

conventional AFM wear experiments: (1) sliding velocity

values are much higher than the conventional ones, thus

achieving a significant wear volume in a short time; (2) the drift

of the piezoelectric scanner is reduced because of the short ex-

periment duration (due to the high scanning velocity), together

with average x- and y-voltage values applied on the scanner

being zeroed; (3) the wear volume can be easily computed as

the wear track is well-defined; (4) as the wear track is circular,

it can be easily detected and unlikely to be confused with sur-

face scratches; (5) another valuable consequence of the circular

motion is that the probe, if worn during the experiment, is

submitted to an isotropic wear; (6) the circular displacement

allows for the exploration of wear in all directions of the sur-

face material, which may be of major interest to investigate

wear anisotropy; and (7) if wear debris are generated during the

wear process, the circular motion of the tip favors rejection of

this debris to the outer part of the wear track or at the exact po-

sition where this wear debris was generated, leading to an easy

determination of the real wear volume. In the case of a back and

forth displacement, the scanning imposed on the tip used in

classical AFM nanowear experiments may result in accumula-

tion of debris located within the wear track, which cannot be

discerned from non-worn material.

Wear volume calculation at the nanoscale
The wear volume is calculated following a five-step procedure:

1) topographic AFM images are recorded in contact mode

before and after the wear experiment, at the same location of the

sample (Figure 3A,B); 2) as the wear track depth is of the same

order of magnitude as the peak-to-valley roughness, it is neces-

sary to subtract the height of these two AFM images to high-

light the wear track; 3) relevant subtraction of the images must

take into account the drift that occurs during the wear experi-

ments. Therefore, both images are shifted by a few pixels in the

two directions of the plane of the image and the standard devia-

tion of the height of the pixels is computed. An optimized shift

for eliminating the drift should lead to a standard deviation of

the height of the pixels of the difference image converging to

zero. Due to the nonconstant value of the drift along an image,

the nonlinearity of the piezoelectric actuator, and the pixel size,

the shifting imaging process will not be perfect. The resulting

image is not perfectly flat outside the wear track, but the

process considerably reduces the effect of the roughness for de-

termining the wear volume (Figure 3C); 4) once the difference

image is computed, the average height is calculated as a func-

tion of the distance from the center of the circular wear track

(Figure 3D); 5) the baseline (red line) is determined by fitting

the portion of the profile excluding the wear track with polyno-

mial algorithms of order 1 to 4. The difference in height be-

tween the experimental and the four different fitted curves is

integrated to compute the volume of the wear track. The
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Figure 3: Summary of the steps for computing the wear volume from AFM topographic images (image size: 5 × 5 µm): A and B (grey scale is 35 nm)
and B shows the AFM topographic images, before and after wear respectively, for a given location on a copper-based composite (the counter-body is
a silicon nitride probe); C (grey scale is 16 nm) is the height difference of the topographic images (B) − (A). The drift correction has been previously
determined; the bottom image D is the average height as a function of the distance from the center of the wear track circle. The baseline (dotted red
line) in this example is obtained by a polynomial fit of order 4 of the profile without considering the wear track. The wear volume is calculated by inte-
grating the surface under the full purple line.

Figure 4: A and B (grey scale is 35 nm) are the AFM contact mode topographic images before and after the wear experiment; C (grey scale is 12 nm)
is the height difference (B) − (A) obtained on a copper-based composite (image size: 5 × 5 µm).

minimum and maximum wear volume values of these different

results are determined in order to estimate the uncertainties.

The image processing is fundamental for obtaining a clear de-

scription of the wear process. It is clearly illustrated in Figure 4

where the wear track on the image before the image processing

(image B in Figure 4) is hardly distinguishable from the back-

ground. After having applied the image processing (image C),

the circular wear track clearly contrasts with the background

and details such as wear debris accumulation (not visible on the

topographic image A before the wear experiment) become

visible and help to understand the wear process.
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Figure 5: Wear volume as a function of the sliding time at a sliding velocity of 880 µm/s and a normal load of 1 µN (green squares) and 3 µN (red
diamonds). Experiments were carried with a diamond-like carbon (DLC) probe. Error bars are the standard deviation and the data result from an aver-
age between the maximum wear volume and the minimum wear volume issued from the calculation described in the Experimental section.

Application of CM-AFM to study wear of a
Cu-based nanocomposite
An application example to assess the promising potential of

CM-AFM to explore wear of materials at the nanoscale is

addressed with a copper-based nanocomposite (see the Experi-

mental section for details). This material is of industrial rele-

vance as it is widely used in electrical sliding contacts such as

those in railway overhead current collection system, lead frames

in large-scale integrated circuitd, welding electrodes, transfer

switches and electrical contact material.

Experimental details about the wear experiments with

CM-AFM and the recording of the topographic images are de-

scribed in the Experimental section. In particular, all wear ex-

periments are carried out at different locations on the sample

and tips of different nature were used to access to a broad range

of cantilever stiffness. Experimental images as shown in

Figure 3C and in Figure 4 also show that the material is not

uniformly worn along the circular wear track. Wear is more

intensive at some random locations of the material, evidencing

heterogeneous wear (as in Figure 3C) or production of wear

debris accumulation (as in Figure 4). This makes clear that

CM-AFM is able to locally analyze wear mechanisms and wear

properties of the material.

Figure 5 reports the evolution of the wear volume against

sliding time with a given sliding velocity (880 µm/s) and two

different applied normal loads, respectively 1 µN and 3 µN.

This result shows that the wear volume varies linearly with the

sliding distance (running-in regime) until reaching 16 min of

wear, where a plateau (steady-state regime) indicates that the

wear volume is almost independent of the sliding time. This

trend is similar for both values of the applied load (1 µN and

3 µN). Wear profiles (Figure 3D) obtained with the analysis

procedure show also that the AFM tip conforms to the nano-

composite wear track during the wear process. The plateau

could not be attributed to the wear of the probe during the wear

process. At least, if the tip wear occurs, its worn volume contri-

bution is negligible compared to the sample worn volume. One

should rather consider that while the probe is going deeper and

deeper into the wear track, the contact pressure is decreasing as

the surface contact between the AFM tip and the substrate is in-

creased. Consequently, the shear stress applied to the contact

appears to be not high enough to wear the material.

The wear depths determined from the wear profiles (Figure 3D

for example) are in the nanometer range. One can calculate

from Figure 5 in the steady-state regime for an applied load of

3 µN that about 100 atoms of copper per micrometer of sliding

have been removed. Then an atom-by-atom or atomic cluster by

atomic cluster or nanograin-by-nanograin removal process may

be involved in the wear mechanism. However, SEM imaging

was of satisfactory resolution to precisely distinguish the mor-

phology of the wear track and to confirm any of these assump-

tions.

In the running-in regime, the evolution of the wear rate as a

function of the applied normal load is depicted in Figure 6.

These results show that for high loads, the behavior follows an

Archard-like wear law since the wear volume or wear rate is

proportional to the applied load. For small applied loads,

the wear rate is almost zero and it is necessary to reach a

threshold load (of approximately 50 nN) to get a significant

wear volume.
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Figure 6: Wear rate as a function of the applied normal load with a given sliding velocity (880 µm/s) and a 2 min duration wear. Experiments were
carried with the Si3N4 probe.

Conclusion
This paper reported on an original approach for generating and

quantitatively measuring nanoscale wear tracks resulting from

the sliding contact between an AFM tip and an interacting sam-

ple (counter-body). Using the AFM circular mode with a high

sliding velocity allows a significant and valuable decrease of

the drift together with a well-defined wear track and conse-

quent wear. Accordingly, quantitative wear volumes at the

nanoscale are accessible using an image processing method.

The used strategy to calculate the wear volume consists of

attenuating the roughness of the surface that is of the same

order as the nanometer dimension of the wear track (which may

interfere in the calculation of the wear volume) by subtracting

relevant topographic images after and before wear. Finally, this

methodology has been applied to a copper-based nanocompos-

ite sample using both diamond-like carbon and silicon nitride

tips in the µN load range. The results show that even if wear

loss remains locally heterogeneous and erratic, their related

trends regarding Cu/Al2O3 nanocomposites at the nanoscale

may be obtained.

Experimental
The investigated copper-based nanocomposite was produced by

powder metallurgy technology and contained approximately

4.7 wt % of nanometer-sized Al2O3 particles (the average diam-

eter was less than 100 nm) [26]. The surface roughness, Ra, of

the samples, determined from AFM topographic images of

5 × 5 µm, is 2.9 ± 0.6 nm.

Wear experiments were performed with the CM-AFM mode

implemented on a DI-3100 Nanoscope V controller Bruker

AFM, in air, at ambient temperature and at a relative humidity

of 30%. The AFM tips were either a unique DLC coating tip

with a rectangular cantilever (from NT-MDT) or a unique

silicon nitride (Si3N4) probe with a triangular cantilever. Both

nominal tip radius values were 100 nm and 70 nm for the DLC

and Si3N4 probes, respectively, and the cantilever stiffness was

12 N/m and 0.4 N/m, respectively (as determined by the ther-

mal noise method [27,28]). For each set of wear experiments, a

unique AFM tip was used. After each measurement, force

curves on a silicon wafer were performed to verify the state of

the tip. Every data point represented in Figure 5 and Figure 6

was obtained by doing wear measurements at different loca-

tions on the sample. Scanning electronic microscopy images of

the probes after wear showed that no significant wear of the

AFM tip occurred after the set of experiments. Such facts

were also confirmed by the adhesion force measurements

before each wear experiment, with quite similar resulting

values. Another piece of evidence highlighting that the probe is

not damaged is given by the AFM topographic images before

and after each experiment, which were recorded with the same

AFM tip that was used for wear experiments. In case of

damaged tips, the features of the surface would have been

dilated due to tip self-imaging [19]. For improving the imaging

processing, AFM topographic images before and after wear

were always recorded from the left to the right and from top to

bottom directions. Proceeding in such a way reduces the nonlin-

earity behavior of the piezoelectric actuator with regards to

imaging.
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Abstract
Friction force microscopy was performed with oxidized or gold-coated silicon tips sliding on Au(111) or oxidized Si(100) surfaces

in ultrahigh vacuum. We measured very low friction forces compared to adhesion forces and found a modulation of lateral forces

reflecting the atomic structure of the surfaces. Holding the force-microscopy tip stationary for some time did not lead to an increase

in static friction, i.e., no contact ageing was observed for these pairs of tip and surface. Passivating layers from tip or surface were

removed in order to allow for contact ageing through the development of chemical bonds in the static contact. After removal of the

passivating layers, tribochemical reactions resulted in strong friction forces and tip wear. Friction, wear, and the re-passivation by

oxides are discussed based on results for the temporal development of friction forces, on images of the scanned area after friction

force microscopy experiments, and on electron microscopy of the tips.
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Introduction
Contact ageing, the strengthening of contacts after formation, is

an important phenomenon in tribology, with impact ranging

from the nano-scale (NEMS and MEMS) [1,2] to the macro-

scale (sliding of rock in earthquakes) [3,4]. Different micro-

scopic mechanisms for contact ageing have been identified, e.g.,

material creep [5], structural changes in the interfacial contact

[6,7] or an increase in number of chemical bonds [8,9]. The

frictional strength may also grow in time by rotation of the

contacting surfaces into a preferred misorientation defined by

dislocation structure [10], for which friction maxima have been

predicted [11].

Friction force microscopy (FFM) is a key method to investigate

the microscopic mechanisms underlying friction, wear, and

lubrication as it allows for measurements of static and kinetic

friction of single nanometer-scale contacts. In FFM, an ultra-

sharp tip is scanned across the surface line by line probing a

square frame. Lateral forces acting on the sliding contact are de-

termined as deflection of a cantilever spring holding the tip.

Single-asperity contact ageing between silica tip and surface has

been directly observed in ambient atmosphere by FFM [8]. It

has been explained by an increase in the number of covalent

https://www.beilstein-journals.org/bjnano/about/openAccess.htm
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bonds across the contact facilitated by the presence of water

[12,13]. Ageing of well-defined contacts between metallic

nanoparticles and surfaces has also been quantified by displace-

ment of the particles in a FFM experiment [7].

Contact ageing may proceed at very different timescales for dif-

ferent materials. The initial phase of contact strengthening is

often reported to depend logarithmically on the duration of the

static contact [5,8]. Cold welding of two Au surfaces in air is a

rather slow process (seconds to minutes) [5], while contact

ageing between chemically reactive surfaces may occur very

fast (nanoseconds to milliseconds) [14].

Here, we report FFM experiments in ultrahigh vacuum that

address contact ageing and atomic-scale friction for contacts

formed by Si, SiOx, and Au. We found that no contact ageing

was observed for oxidized silicon tips sliding on Au(111) or on

oxidized Si(100) surfaces. We therefore deliberately increased

the adhesive forces between probes and surfaces. In an attempt

to allow for the successive formation of chemical bonds in con-

tact ageing experiments, we removed passivating layers, in par-

ticular oxide films, from surface and tip. The control of surface

oxidation required the implementation of all experiments in

ultrahigh vacuum. We report on tribochemical processes be-

tween Si, SiOx, and Au, which were initiated by removal of the

passivating layers.

Experimental
Tip and sample preparation
Friction force microscopy experiments were performed with

uncoated (“SiOx/Si”) and gold-coated (“Au/Si”) silicon tips and

cantilevers with a nominal spring constant of knom = 0.2 N/m

(PPP-CONTR, PPP-CONTAu; Nanosensors, Switzerland). The

cantilevers were fixed with conductive glue (H21D; Epoxy

Technology, Inc., USA) to a metal tip holder. In order to

remove water and physisorbed hydrocarbons, holder and canti-

lever were transferred into the preparation chamber of an ultra-

high vacuum system (p = 10−10 mbar) and heated to 120 °C for

several hours until the pressure had stabilized. The holder was

then transferred into the measurement chamber with the FFM

experiment. Normal and lateral spring constant of each cantile-

ver were calculated from the resonance frequency and the

dimensions of cantilevers and tips. The tip height was assessed

individually from SEM images of the cantilevers before use.

A Au(111) single crystal (MaTeck GmbH, Jülich, Germany)

was prepared by repeating a sputter–heating cycle (20 min Ar

sputtering at 25 μA/1 keV followed by 1 h annealing at 850 °C)

until a sharp (111) pattern was observed by low-energy elec-

tron diffraction (LEED). The n-Si(100) sample was cleaved

from a wafer and fixed mechanically to a sample holder. The Si

was either heated to 120 °C for several hours in the preparation

chamber to remove water and physisorbed hydrocarbons

(“oxidized Si(100)”), or heated to high temperatures to remove

the surface oxide (“reactive Si(100)”). Removal of the oxide

layer was achieved by heating with electric current flow

through the sample, heating it first to about 600 °C for 8 h (red

glow). The current was then increased until the sample was

glowing bright orange and no further increase in temperature

could be detected when increasing the current (sample tempera-

tures between 1000 and 1300 °C were measured, depending on

the sample size and surface oxide). This maximum temperature

was kept for about 5 min. The temperature was recorded with a

pyrometer (Impac IGA 140; LumaSense Technologies GmbH,

Germany). The sample was allowed to cool to room tempera-

ture before transferring it to the measurement chamber.

Friction force microscopy experiments were performed with a

VT-AFM (Scienta Omicron GmbH, Taunusstein, Germany)

under ultrahigh vacuum conditions (p < 10−9 mbar). While

sliding an AFM tip at the end of a soft micro-manufactured can-

tilever beam perpendicularly to its length axis over the sample

surface we recorded the torsional deflection of the cantilever,

which allowed for the calculation of frictional forces. The scan

rate was kept at 34 ms·line−1 if not stated otherwise.

Slide–hold–slide experiments
Contact ageing between tip and flat surface was investigated in

slide–hold–slide experiments similar to those reported in [8],

but under UHV conditions at low loads (ca. 0 nN, i.e., the load

was controlled by adhesion). As the name “slide–hold–slide”

suggests, a tip was slid in contact over a surface, then held sta-

tionary for a defined duration of time, and then slid again in the

opposite direction. Stationary contact times were varied be-

tween nominally 0 and 100 s. In order to realize very short hold

times, we further applied different sliding velocities in scan-

ning FFM frames such that the stationary contact duration at the

turning points varied between 252 μs and 3.9 ms. Hold times

and velocities were varied randomly in order to identify

possible systematic errors. The stationary contact in FFM is

prone to unwanted movements caused by creep of the piezo

actuator and by instrumental drift upon temperature changes. To

minimize movement during hold times, the system was allowed

to stabilize for prolonged times after turning on the light source

for detecting the cantilever bending and after piezo reposi-

tioning. Furthermore, the temperature in the laboratory was kept

stable to less than ±1 °C. The relative tip movement was moni-

tored during hold periods by recording normal and lateral force

signals with an external data recorder (LTT24, Labortechnik

Tasler GmbH, Würzburg, Germany). Atomic stick–slip events

revealed that the system was drifting by about 1 atom per 10 s

in direction of sliding in our experiments.
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Friction force measurements
The friction and wear of five tip–sample material pairs were

investigated, namely Au/Si–oxidized Si(100), Au/Si–reactive

Si(100), Au/Si–Au(111), SiOx/Si–reactive Si(100), and

SiOx/Si–Au(111). By activating the tip apex a tribochemical

reaction between tip and surface was triggered and the changes

in friction were recorded during subsequent scanning. Acti-

vating the tip apex in a controlled manner was essential for the

experiments. Methods to activate different tips are summarized

in Table 1.

Table 1: Methods for activating the tip apices. The more controlled
method is listed first.

tip activation

SiOx/Si sliding on reactive Si(100);
Ar plasma sputtering (10 s) and impacting the
surface with a force pulse or an applied voltage
pulse

Au/Si sliding on reactive Si(100);
Ar plasma sputtering (10 s) and prolonged static
contact on Au(111) for cold welding and
subsequent pull-off

Friction force experiments were performed in the following se-

quence: First, an overview image (1 μm2) was recorded with an

intact sharp tip. Then a sequence of frames (200 × 200 nm2)

was scanned in the center of the previous scan area until the

friction forces had stabilized. Finally, an overview scan (1 μm2)

was recorded to reveal topographical changes in the area of the

friction sequence. The whole sequence was performed first with

tips with intact passivating layer and then repeated with acti-

vated tips.

Electron microscopy (SEM, TEM)
Contamination and modification of the AFM tips were exam-

ined by scanning electron microscopy (10 kV acceleration

voltage) using secondary-electron and backscattered-electron

signals (Quanta 400 FEG; FEI, Eindhoven, Netherlands). The

tips were examined before transferring them into the prepara-

tion chamber (already glued to the tip holder) for sharpness, tip

height, and contaminations, and after friction experiments for

changes of the tip shape, material transfer, and tip height.

One Au/Si tip apex was analyzed by transmission electron

microscopy (TEM; JEM-2100(HR) LaB6, JEOL GmbH,

Eching, Germany, 200 kV acceleration voltage) after activation

on Au(111) and sliding experiments. The tip was cut using a

focused ion beam (Versa3D; FEI, Eindhoven, Netherlands) to a

thickness that allowed for TEM analysis. The FIB lamella was

produced by first depositing a layer of platinum, starting with

an electron beam at 2 kV and subsequently using the Ga ion

beam at 30 kV until the platinum layer had reached a thickness

of about 2.5 µm. The lamella was cut with the Ga ion beam at

30 kV and 7 nA. Finally, the lamella was cleaned from both

sides at 2 kV and 0.26 nA using the Ga ion beam.

Results
Atomic-scale friction on oxidized Si(100) and
on Au(111)
Sliding an intact Au/Si tip against a non-reactive surface

(Au(111) or oxidized Si(100)) typically resulted in friction

values in the range of 10–30 pN, while with SiOx/Si tips the

friction was found to be ten times higher (Table 2). Irregular

stick–slip signals were detected in the fast scan direction when

probing oxidized Si(100) (Figure 1a) and regular stick–slip was

detected for the fast scan direction on Au(111) (Figure 1b). For

both surfaces a characteristic stick–slip distance in the range of

the expected atomic distances (250 pm for Si(100); 170 pm for

Au(111)) was observed reproducibly in subsequent scan frames.

Larger scan frames recorded on Au(111) sometimes exhibited

the herringbone reconstruction (Figure 1c), which is also stable

under contact-mode scanning [15].

Table 2: Friction values for intact tips sliding against non-reactive sur-
faces.

tip surface

oxidized Si(100) Au(111)

SiOx/Si 0.25 nN 0.33 nN
Au/Si 0.02 nN 0.01 nN

No contact ageing for passivated tips sliding
against non-reactive surfaces
With passivated tips sliding on non-reactive surfaces, we did

not observe any static friction peak exceeding the kinetic fric-

tion for either of the holding times nor for the turning point at

different scan velocities. As examples, we present the lateral

force signal of a SiOx/Si tip sliding against Au(111) for holding

times between 0 and 100 s (Figure 2a) and the lateral force

signals of a SiOx/Si tip scanning over an oxidized Si(100) at dif-

ferent velocities (Figure 2b). As we did not observe any static

friction peak, overall no contact ageing was found for these

non-reactive contacts in vacuum.

Occasionally, we observed first signs of a stronger tip–surface

interaction at varying positions and scan velocities, prevalently

at the turning points of the scanning motion. The sign for a

strong interaction was a sudden increase in friction force where

the tip was stuck in contact (Figure 2c). After such isolated

large stick–slip events, the kinetic friction remained increased
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Figure 1: Friction force maps for a) an oxidized Si(100) surface scanned with an intact Ar-sputter cleaned SiOx/Si tip, b) Au(111), and c) the topogra-
phy of the Au(111) herringbone reconstruction scanned with an intact SiOx/Si tip. One line was extracted from a) and b) to visualize the stick–slip
pattern on Si(100) and on Au(111).

Figure 2: Graphs exemplifying the absence of contact ageing for slide–hold–slide experiments under UHV conditions. All curves are offset for better
clarity. a) Variation of the holding times (0–100 s) for a SiOx/Si tip sliding against a Au(111) surface. The static friction did not exceed the kinetic fric-
tion for any holding time. b) Variation of scanning velocity and, thus, of the holding time at the turning points (252 μs to 3.9 ms) for a SiOx/Si tip sliding
against an oxidized Si(100) surface. c) Examples for irregularly large stick–slip events observed during scanning, prevalently at the turning points of
the scanning movement. Scan lines are extracted from various positions of two scan frames for a SiOx/Si tip sliding against an oxidized Si(100) sur-
face at a sliding velocity of 1 μm·s−1. The line with the lowest friction corresponds to the black line in Figure 2b. The kinetic friction remained in-
creased after large stick–slip events.

compared to experiments where no friction peaks were ob-

served. Thus, it was not possible to perform systematic

slide–hold–slide experiments starting from the same level of

friction in each repetition. The stronger interaction occurred at

arbitrary positions across the scan frame during repeated scan-

ning, but in most cases the increased stickiness appeared first at

the turning points (Figure 2c).

Tribochemical characteristics of the
tip–surface pairings
We suggest that the intermittent friction peaks (Figure 2c) were

caused by chemical bonding between tip and surface after local

damage of a passivating layer on tip and/or surface. To clarify

the origin of the large stick–slip events and of the increase of

kinetic friction we removed the protective oxide layer from

either the tip or the surface and created a tribochemical system

of Au, Si, and SiOx (Table 1). Different aspects of tip–surface

interactions are illustrated by the average friction forces

(Figure 3), single lateral force traces from the scanning se-

quences (Figure 4), surface topography images recorded before

and after the sliding sequences (Figure 5), and electron micros-

copy images of the tips before and after the experiments

(Figure 6).

In general, the onset of tip activation was evident by a sudden

increase in friction (Figure 3a,b). Results for the tip–surface

interactions of the different tips and surfaces are presented

in this section. Friction of a Au/Si tip sliding on oxidized

Si(100) is illustrated by the black squares in Figure 3. Initially

(section 1 in Figure 3) a low friction force of about 0.02 nN

was measured for the intact tip sliding against the intact oxide

surface. Friction decreased slightly with scanning time until

stabilizing after about 10 scans (Figure 4a). We attribute this

decrease to structural changes at the sliding interface caused by

tip–surface interactions, as scanning the same area ten times left

an elevation of about 10 pm in height (Figure 5a,b). This eleva-
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Figure 3: Development of friction for different tip–surface pairs upon activation of the interface. 1 – Control experiment with intact surface and tip;
2 – onset of activation; 3 – friction values for scanning sequences after activation. a) Emphasis on average friction values per scan before and after
activation. b) Emphasis on the onset of the interfacial reaction showing the average friction values per scan line for the frame in which the activation
occurred.

tion is less than the diameter of Si (111 pm) and Au atoms

(144 pm). We thus exclude material transfer and rather assume

structural changes at the atomic scale. We did not observe any

shape changes at the tip apex by SEM analysis after a total

sliding distance of about 4.8 mm (Figure 6a).

The same Au/Si tip was activated by Ar sputter cleaning and

impacting on the surface of oxidized Si(100) (Table 1).

Continued sliding on oxidized Si(100) in a different area then

resulted in a sudden increase in friction towards the end of the

first scan frame (section 2 in Figure 3b, Figure 5c), where fric-

tion forces increased to about 3 nN. Friction decreased during

the following scans (section 3 in Figure 3). This decrease of

friction proceeded by localized changes of the surface. It started

from a circular area of decreased friction in the scan center that

became wider until the friction was reduced to about 0.2 nN in

the entire scan area after 20 scans (Figure 4b). An overview

scan of the area revealed material transfer to the oxidized

Si(100) surface (Figure 5c,d) with an elevation of about 10 nm.

The tip apex was worn by about 325 nm after a sliding length of

10 mm after tip activation (Figure 6b). We did not observe ma-

terial transfer to the tip apex by electron microscopy.

The initial friction forces measured for another non-activated

Au/Si tip sliding against oxidized Si(100) (pink diamonds in

Figure 3) were again below 20 pN. Changing the sample and

sliding this Au/Si tip against reactive Si(100) resulted in a very

rapid increase of friction forces (section 2 in Figure 3b) to more

than 20 nN. Friction remained at this level throughout the scan-

ning sequence (section 3 in Figure 3). The tip apex was worn

flat by 530 nm after a total of 10 mm sliding distance with no

material transferred to the tip (Figure 6c). Observing changes of

the topography of the reactive Si(100) surface was not possible

as the tip adhered strongly to the surface, leading to artifacts in

the topography measurement (similar to Figure 5f).

The initial friction between a SiOx/Si tip and an oxidized

Si(100) surface (green crosses in section 1 in Figure 3) was

about ten times higher than the friction between Au/Si tips and

oxidized Si(100) (black and pink symbols). Interestingly, the

onset of the tribochemical reaction between this SiOx/Si tip and

a reactive Si(100) surface (green crosses in section 2 of

Figure 3) was later and the increase in friction slower com-

pared to the Au/Si tip on reactive Si(100) (pink diamonds in

section 2, Figure 3b). It was possible to scan one entire frame

on reactive Si(100) before friction increased gradually during

the second scan to about 5 nN and later to more than 10 nN

(Figure 4c, Figure 5e,f). The maximum friction after four scan

frames was still lower than for a Au/Si tip on reactive Si(100).

Again, the friction did not decrease for continued sliding on



Beilstein J. Nanotechnol. 2018, 9, 1647–1658.

1652

Figure 4: Lateral force loops of the same line from different scan frames. The respective scan number is indicated in the graphs. a) Au/Si tip–oxidized
Si(100); friction was very low and decreased with scan frame. The curves are offset for clarity. b) Activated Au/Si tip–oxidized Si(100); the initially high
and uniform friction decreased non-uniformly over the surface until it reached a low level and even distribution. c) SiOx/Si tip–reactive Si(100); the fric-
tion increased unevenly with scan frame. d) Activated SiOx/Si tip–Au(111); the friction decreased from a very high level within 13 scan frames. e) Acti-
vated Au/Si tip–Au(111); the friction decreased within ten scan frames and the lateral force remained uniform.

reactive Si(100) (results not shown). This activated SiOx/Si tip

was subsequently used for a sliding experiment against

Au(111). After an initial increase of friction forces to 32 nN, we

found a rapid decrease to a level comparable to that of Au/Si

tips sliding on oxidized Si(100) (Figure 3, green crosses in seg-

ment 3; Figure 4d). The scanning produced a square hole with

material shifted to its borders (Figure 5g,h). Electron microsco-

py of the tip apex revealed material transfer from the Au(111)

surface to the tip (Figure 6d). The tip was worn by 880 nm after

a sliding distance of 17.7 mm.

Scanning a Au/Si tip against the Au(111) surface at low loads

resulted in low friction of about 0.01 nN (blue dots in Figure 3a,

section 1) and modification of surface topography by displace-

ment of surface atoms (Figure 5i,j). To compare tribochemical

reactions of SiOx/Si and Au/Si tips with the Au(111) surface, a

sputter-cleaned Au/Si tip was activated by leaving it in station-

ary contact for 48 h until cold welding had occurred and adhe-

sive forces between tip and surface had become larger than the

force detection range of the cantilever. We found that the tip

was reactive after pulling it off the surface, indicating a partial
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Figure 5: Surface topography of the same area before (upper row) and after (lower row) the friction sequences were recorded in the center of the
frames. Scale bars: 200 nm. a, b) Control experiment with an intact Au/Si tip on an oxidized Si(100) surface. Eleven frames were scanned in the
center of the scan. The square in the center was elevated by 10 pm. c, d) Activated Au/Si tip on oxidized Si(100). The onset of the tribochemical reac-
tion is revealed in panel c) as intermittent increase in friction causing distortion of the topography measurement. A feature with a height of about
10 nm had evolved in the central area after scanning 21 frames in the image center (panel d)). e, f) Intact SiOx/Si tip on reactive Si(100). Monatomic
steps were observed in panel e); after scanning four frames the topography measurement became hampered by high adhesive friction (panel f)). g, h)
Activated SiOx/Si tip on Au (111). After 15 scans in the center, the topography had changed significantly. The height of the pile-up around the square
depression is about 5.8 nm (panel h)). i, j) Intact Au/Si tip sliding on Au(111); despite low normal forces applied and low friction force measured, scan-
ning ten frames in the center resulted in topographical changes. The scanning area had been offset after five scans; therefore two overlapping
squares can be distinguished. The height of the pile-up at the left edge of the squares is about 1.15 nm (panel j)).

removal of the Au coating. The friction force was increased to

1.4 nN followed by an increase to about 3 nN while scanning

the first frame (blue circles in section 2, Figure 3). In the

following sequence of scan frames, friction decreased faster and

to lower values than for the activated tips described above

(section 2 in Figure 3b, Figure 4e). After a total sliding distance

of 260 mm the tip apex was worn by about 370 nm. The elec-

tron microscopy images of the Au/Si tip slid against Au(111)

show a rim of gold with an irregularly shaped border

(Figure 6e) rather than a very sharp border as in the tips worn

flat against Si(100) oxide and reactive Si(100) (Figure 6b and

Figure 6c, respectively).

The lateral force loops in Figure 4 provide additional details on

how friction developed for the tip–surface pairings. The fric-

tion force FF (also given in Figure 3) is calculated from the

lateral forces FL measured in forward (FW) and backward

(BW) direction as , where the average

of lateral forces is taken over each scan line. Figure 4 presents

the same scan line from subsequent scan frames. The lateral

force loops for the Au/Si tip sliding on oxidized Si(100)

(Figure 4a) show a very low initial friction (2 pN) and even a

decrease of friction from scan 1 to scan 10 to a friction value of

0.2 pN. When the same tip was activated (Figure 4b), friction

first increased to about 5 nN and then decreased in the course of

the scanning sequence to 0.1 nN in a non-uniform manner.

Patches of low friction grew from one scan frame to the next,

indicating the formation of a low-friction layer with weak an ir-

regular stick–slip pattern on the surface. When sliding a SiOx/Si

tip against reactive Si(100), the friction increased with sliding

time (Figure 4c). Large stick–slip events extended across almost

the entire scanning distance (scans 3 and 4 in Figure 4c) due the

strong tip–sample adhesion. Sliding activated tips against

Au(111) always resulted in a decrease of friction, both for

activated SiOx/Si tips (Figure 4d) and activated Au/Si tips

(Figure 4e).

Additional information about the friction processes can be ob-

tained by comparing topography features before and after the

sliding sequences (Figure 5). An intact Au/Si tip left an elevated

square with a height of only some picometers on oxidized

Si(100) (Figure 5a,b), but on Au(111) it moved Au atoms to the

four sides of the scan frame (Figure 5i,j). From an activated

Au/Si tip material was transferred to the oxidized Si(100) sur-

face (Figure 5c,d) up to a height of 10 nm, while an activated

SiOx/Si tip created a square depression with large pile-up on all

sides on the Au(111) surface (Figure 5g,h).

Electron microscopy of the tips after sliding on the various sur-

faces reveals distinct differences in shape and material transfer

for different tip–surface pairings (Figure 6). No changes at the

tip apex were observed after sliding an intact Au/Si tip on

oxidized Si(100) for 4.8 mm (Figure 6a). A tip wear of 325 nm

was measured when the same tip was activated before sliding
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Table 3: Wear rate estimated from SEM tip images. Please refer to the description in the text for details on the surfaces and the tip activation, for ex-
ample by intermittent sliding on reactive Si(100).

tip surface Vworn / 106 nm3 d / mm wear rate / 105 nm3·mm−1

Au/Si (black squares) Si(100) oxide 3.5 20 1.7
Au/Si (purple diamonds) Si(100) 15.7 10 15.7
SiOx/Si (green crosses) Au(111) 66.3 17.7 37.5
Au/Si (blue circles) Au(111) 6.1 260 0.2

Figure 6: Scanning electron microscopy (SEM) images (secondary
electrons (SE), back-scattered electrons (BSE)) of tip apices used in
the experiments. The scale bars in panels a) to e) correspond to
500 nm. a) Au/Si tip after sliding for a distance of 4.8 mm on oxidized
Si(100), with no detectable wear. b) Au/Si tip after activation and
sliding for a distance of 20 mm on oxidized Si(100); the tip was worn
by 325 nm. c) Au/Si tip after sliding for a distance of 10 mm on reac-
tive Si(100); the height difference to the intact tip was about 530 nm.
d) SiOx/Si tip after sliding for a distance of 17.7 mm on reactive Si(100)
and Au(111); the tip was worn by 880 nm and Au was transferred from
the surface to the tip apex (white contrast). e) Au/Si tip after activation
and sliding for a distance of 260 mm on Au(111); tip wear was 370 nm.
f) TEM side view of a non-coated AFM tip after sliding. The angle of
the worn tip apex corresponds to the angle between cantilever holder
and surface of 11°.

for 20 mm on oxidized Si(100) (Figure 6b). Prolonged station-

ary contact with Au(111) after sputtering resulted in activation

of a Au/Si tip. After sliding this tip for 260 mm on Au(111), the

tip was worn by 370 nm (Figure 6e). The largest wear was

measured for tips that had been sliding against reactive Si(100);

the Au/Si tip was worn by 530 nm after a sliding length of

10 mm (Figure 6c), and the SiOx/Si tip was worn by 880 nm

after a sliding length of 17.7 mm (Figure 6d). A wear rate was

determined by estimating the wear volume as that of a cone

with the base area equal to the flat area of the worn tip, with the

height of the measured height loss, and the apex radius of the

un-worn tip. The wear rates are summarized in Table 3 for the

cases described above. We refrain from including the normal

force into the calculation of the wear rate since the unknown

contribution of adhesion is significant in these nanoscale experi-

ments. The highest wear rate was found for the tips that had

been in contact with reactive Si(100). Material transfer was

found in one case, for the activated SiOx/Si tip after sliding on

Au(111) (Figure 6d). The coatings of the Au/Si tips that were

slid against reactive or oxidized Si(100) had a sharp border

(Figure 6b,c), while the Au coating of the Au/Si tip that was slid

against Au(111) had an irregularly shaped border (Figure 6e).

When viewed from the side, the wear of the tip apices corre-

sponded to the sliding angle of about 11° between cantilever

and surface (Figure 6f).

TEM analysis of the damaged Au/Si tip after
sliding on Au(111)
The cross section of a Au/Si tip that had been sliding against

Au(111) (Figure 6e) was analyzed by transmission electron

microscopy (TEM). The Au coating and the Si bulk can be

clearly distinguished in the images (Figure 7a,b). In some areas

a crystalline lattice was resolved (lattice spacing of 2.4 Å in the

Au layer and 1.9 Å in the Si bulk are indicated in Figure 7c,d).

The Au coating consisted of crystal grains of different orienta-

tion. Tip wear proceeded through the Au coating and the SiOx

layer (Figure 7a). Low amounts of Cr were detected by EDX

analysis, especially in the Au layer, while no adhesive Cr layer

could be distinguished between Si and Au. An amorphous layer

(marked with asterisk in Figure 7) with a thickness of about 13

nm covers the surface that had been in sliding contact with

Au(111). A rather sharp border marks the transition from amor-

phous Si to crystalline Si (Figure 7d). If the amorphous layer

contained significant amounts of oxygen, it would appear

brighter than the crystalline silicon. This was not the case and

we conclude that the amorphization is a mechanical process that
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Figure 7: TEM images of a cross section through the apex of a Au/Si tip that had been sliding against Au(111). a) Overview showing the Pt protec-
tive coating that was added prior to FIB cutting, the Au cantilever coating and the Si bulk. The contact area is worn flat and the asterisk marks an
amorphous layer in the contact region. b) Detail of panel a) showing the amorphous Si with its sharp boundary to crystalline Si as well as crystallites
(highlighted) in the Au layer. c) Close-up resolving the crystal lattice in the Au coating layer. The lattice distance was measured to be 2.4 Å. d) Detail
of the amorphous layer (*) and the crystalline Si bulk with a lattice distance of 1.9 Å. Fourier transformations of the Au lattice in panel c) and the Si
amorphous layer and the crystalline Si from panel d) are provided in the right part of the figure.

does not require oxidation to occur. Fourier transformation of

the images (right side of Figure 7) revealed crystalline order for

the tip material lattice and amorphous short-range structure for

the layer that was transformed by the sliding contact.

Discussion
We start by discussing the absence of contact ageing in our

slide–hold–slide experiments by AFM in ultrahigh vacuum.

Previous experimental results had suggested the formation of a

liquid-like Au neck in nanometer-scale single-asperity contacts

on gold surfaces by diffusion of Au atoms along surface and

contact [15-19]. We assumed that the neck formation by diffu-

sion would manifest itself as contact ageing in slide–hold–slide

experiments on the time scale of seconds, similar to the devel-

opment of grain boundaries in the fusion of gold nanoparticles

[16]. In our experiments, the holding time before sliding was

varied between 252 μs (v = 3.1 μm·s−1) and 100 s. As our

system was drifting by only one atomic distance per 10 s, we

should be able to detect effects of the holding times up to 10 s.

No static friction peak was observed for any of the holding

times for SiOx/Si tips sliding against Au(111). Au atoms are

very mobile on Au(111) surfaces; at room temperature a Au

atom may diffuse several micrometers within nanoseconds [20].

We conclude that contact ageing on Au(111) that results from

Au atom diffusion is too fast to be observed with our experi-

ment, or that the neck formation by Au diffusion does not result

in increased static friction as the neck follows the AFM tip

movement without additional friction. In this case we may even

ask if the neck actually follows the tip movement or, consid-

ering the fast diffusion rates of Au, if it is rather re-forming

continuously in a liquid-like manner.

We also investigated contact ageing for SiOx/Si tips on oxidized

Si(100) surfaces, a system for which contact ageing in

slide–hold–slide experiments in ambient atmosphere has been

reported [8]. While we could reproduce the result in ambient at-

mosphere, we did not observe any static friction peak in ultra-

high vacuum for holding times up to 100 s. The absence of con-

tact ageing in vacuum is in agreement with the explanation that

contact ageing in air is caused by a successive formation of
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hydroxide bonds between the oxide surfaces, which requires the

presence of water [12,13,21].

When probing Au(111) with an intact, passivated tip we found

regular stick–slip patterns in the lateral force signal, which

resembled the atomic structure of the (111) surface. Despite the

small friction forces in the piconewton range, scanning resulted

in pile-up of atoms at the edges of the scan frame. It is striking

that the observation of atomic stick–slip friction does not imply

sliding on a perfect rigid atomic lattice but rather a tip inter-

acting with a dynamic surface of displaceable atoms. This de-

scription is in full agreement with the explanation of the

absence of contact ageing by a liquid-like nature of the contact.

An irregular atomic-scale stick–slip pattern was observed for

the oxidized Si(100) surface. The irregularities were likely

caused by the nanoscale topography of the oxide surface.

Patterns with larger characteristic slip length and signs of

stronger tip–surface interactions were recently reported for sim-

ilar tip–surface pairings at low pressure [22]. The difference be-

tween the observations could be caused by the difference in

water and oxygen content between experiments in low vacuum

and in ultrahigh vacuum with extended surface cleaning, as

water and oxygen cause the formation of hydroxide bonds be-

tween two SiOx surfaces [8,12].

Since we did not observe contact ageing for the intact tips, we

developed several techniques for controlled removal of passi-

vating layers from the tip apex or the counter surfaces. The

onset of chemical interactions between tip and surface was very

sudden and resulted in a strong increase in friction forces. Sig-

nificant static friction peaks appeared, mainly at the turning

points of the scanning motion but also at random positions in

the scan frames. Once the tip had been stuck to a position on the

surface and a significant static friction peak had been observed,

the kinetic friction remained increased during the subsequent

sliding compared to experiments where no static friction peaks

were encountered. The static friction peaks varied in magnitude

and could not be reproduced by repeating the scan at the same

position. We conclude that sticking of the contact and breaking

loose changed the local surface chemistry as well as structure

and chemistry of the tip. AFM-based slide–hold–slide experi-

ments require that structure and chemistry of the tip–surface

interface are similar at the beginning of each holding phase

[7,8]. This prerequisite could not be met by our AFM experi-

ments on reactive SiOx/Si and SiOx/Si/Au systems in ultrahigh

vacuum.

The onset of reactivity between tip and surface occurred faster

when sliding Au/Si tips on reactive Si(100) than for SiOx/Si

tips. The difference can be explained by the thickness of the

oxide layer on the tip, which is thinner for Au coated tips than

for the oxide-sharpened SiOx/Si tips. Furthermore, the highly

reactive Cr that is used in Au-coated tips as thin adhesive layer

could play a role in the chemical activation and act as a catalyst.

Strong friction was observed as sign of reactive tip–sample

interactions after removal of passivating layers. The further de-

velopment of friction after tip activation depended crucially on

the presence of atoms that could re-passivate the interface. The

effects of passivation have been shown in pioneering study on

UHV AFM by Howald et al., who achieved stable sliding on

reactive Si(111) after covering the tip by PTFE [23]. For our

tips, sliding contacts with clean Si(100) stayed reactive and

were subject to adhesive wear, as impressively shown by the

SEM images of the worn tips. The removal of the oxide layer

and later of the Si from the sliding tip can possibly be enhanced

by the formation of volatile silane with residual H2 molecules in

the UHV chamber and with H atoms passivating Si(100), as we

did not find any wear debris on the tips or on the surfaces. Wear

rates of sharp AFM tips after sliding distances of up to 1 μm

against diamond have been calculated earlier [24]. The wear

volumes and sliding distances were much smaller than in our

experiments but the wear rates of (5–100) × 105 nm3·mm−1 are

comparable with the present results. The initial wear rates in

[24] are expected to decrease with sliding distance due to

reduced pressure at the interface and cannot be extrapolated

linearly [25].

When two reactive surfaces were in sliding contact we

measured very high lateral forces. The AFM tips were worn flat

with an angle imposed by the geometry of the AFM. The flat

was smooth and no wear debris was found. Therefore an adhe-

sive wear process where single atoms were removed through

formation and breaking of chemical bonds is a most likely

microscopic scenario [24,25].

A reactive contact sliding on oxidized Si(100) or Au(111) will

be passivated within a few scan frames. As the effective con-

tact time for each position while scanning was in the range of

microseconds, the passivating reaction occurred on this fast

time scale. Intermediary formation of gold silicide at the sliding

interface is expected only at higher temperature [26,27] but may

be facilitated by frictional energy and by shear mixing. Eutectic

AuSi will segregate at room temperature and can thus not be

detected after the experiments. We rather suggest that for

re-passivation Si reacts with oxygen-containing species on

oxidized Si(100) and Au(111) surfaces.

Higher friction forces were measured after activation and

re-passivation compared to the initial values. They were likely

caused by the increased contact area [28] and the modified ge-

ometry of the tip, the flat end of which was worn to be perfectly
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parallel with the surface. The results of Figure 3 and Figure 4

reveal details on the transfer of material in the scanning process.

Both on oxidized Si(100) and on Au(111), scanning with passi-

vated, intact tips led to very subtle atomic-scale rearrangements

on the surface despite minimal friction forces. Neither the

atomic roughening of the oxidized Si(100) nor the displace-

ment of gold atoms to the edges of the scanning frame on

Au(111) caused a significant contact ageing. While there was

significant loss of material from the tip due to wear, no corre-

sponding volume was found on the surfaces when imaging after

the scanning sequences. Transfer of surface material to the tip

was observed only for gold and after scanning on Au(111) sur-

faces. The transferred gold was spread across the worn contact

for SiOx/Si tips and stuck to the Au coating in the case of Au/Si

tips.

Amorphization of the Si tip apex after sliding contact with

silicon oxide in air and vacuum has been reported before [29-

31] and was confirmed here for sliding contacts in UHV by

TEM analysis of the tip. The thickness of the amorphous layer

on our tip was in the same range as described for scratching ex-

periments on oxidized Si [29-31]. Upon scratching in air, the

amorphization is accompanied by changes in chemical compo-

sition towards a higher oxide content [30] and by distortions of

the crystalline structure below the scratch [29]. Our TEM

images indicate that the friction-induced amorphization

proceeds with similar results for silicon in UHV, probably with-

out significant oxidation. Precise determination of the chemical

composition in nanometer-sized regions of the tip apex lamella

by EDX or from scattering results in TEM remains a challenge,

in particular as the sample is exposed to air during preparation

and transfer.

Conclusion
In summary, we investigated nanometer-scale friction phenom-

ena between oxidized and clean silicon surfaces and gold sur-

faces by means of friction force microscopy in ultrahigh

vacuum. We did not observe any contact ageing for oxidized

silicon tips sliding on gold surfaces or on oxidized silicon sur-

faces, although we found evidence for atomic rearrangement in

the course of scanning. We conclude that the contact formation

with the gold surface is too fast and the contact too compliant to

reveal contact ageing as holding-time-dependent static friction.

For friction between oxidized silicon surfaces, the chemical

bond formation leading to contact ageing does not occur in the

absence of water in UHV. Both systems show very low lateral

forces compared to pull-off forces, modulated by the atomic

structure of the surface.

When passivating layers are removed from tips or surfaces,

tribochemical reactions cause a strong increase in friction and

significant tip wear in the Si/SiOx/Au system. On reactive, clean

Si(100) we found persistent adhesive wear, while the presence

of oxidized silicon led to a re-passivation of the sliding inter-

face within a few scan frames.
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Abstract
Friction is the oldest branch of non-equilibrium condensed matter physics and, at the same time, the least established at the funda-

mental level. A full understanding and control of friction is increasingly recognized to involve all relevant size and time scales. We

review here some recent advances on the research focusing of nano- and mesoscale tribology phenomena. These advances are cur-

rently pursued in a multifaceted approach starting from the fundamental atomic-scale friction and mechanical control of specific

single-asperity combinations, e.g., nanoclusters on layered materials, then scaling up to the meso/microscale of extended, occasion-

ally lubricated, interfaces and driven trapped optical systems, and eventually up to the macroscale. Currently, this “hot” research

field is leading to new technological advances in the area of engineering and materials science.

1995

Introduction
Friction, the force that resists the relative lateral motion of

bodies in contact, and the related dissipation phenomena are

being investigated extensively due to their importance in appli-

cations, from everyday life to advanced technology. At the

macroscopic scale, friction between sliding bodies depends on

their surface roughness. But studies of atomically flat surfaces

in vacuum demonstrate that the actual origin of friction is at the

atomic scale. The friction force results from the sum of atomic-

scale forces, including all kinds of interactions including

Coulombic forces, covalent bonding and van der Waals forces.

As a result, in vacuum, friction depends heavily on the arrange-

ment, be it crystalline or amorphous, and the chemical nature of
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the surface atoms of the contacting bodies. For this reason,

research in the last quarter of a century has focused on the

mechanisms occurring at the atomic scale, which are ultimately

responsible for the microscopic processes governing friction.

Major advances in experimental techniques, including the de-

velopment and widespread adoption of scanning microscopes

and particularly the atomic force microscope (AFM) [1],

accompanied by new theoretical concepts and models, have

brought this field to an advanced state of maturity, although

open problems and issues remain numerous. For example, the

concept of superlubricity [2,3] was introduced theoretically

and proven experimentally in several contexts, several of

which are reviewed in the following, but it still fails to deliver

concrete breakthroughs in applications. The state of the art of

the field advancement in the early 2010’s and the fundamentals

of theory, simulations, and experimental techniques were

assessed in a few review works and volumes [4-8]. In the years

2013–2017, the European Union has sponsored a collaborative

effort in this field, through COST Action MP1303. The result-

ing flourishing international collaboration has led to remark-

able progress of this field. The present review summarizes the

most relevant results in fundamental tribology from the past

five years, with focus of those obtained within this COST-

supported collaboration, and on friction phenomena resolved

down to the nanometer or at least micrometer scale. While we

try to cover the most recent research and those that to our taste

and knowledge seem the most exciting results, a complete

review even of purely atomic-scale research would exceed our

resources, and take us too far in extent.

We organize the selected topics in sections as follows: We first

report on the progress in nanomanipulation, i.e., controlled

movements at the nanometer scale. The successive section

focuses on nano-confined lubrication. Then section “Trapped

optical systems: ions and colloids” reviews recent experiments

and theory exploring the depinning and sliding mechanisms in

analog model systems controlled by forces generated by electro-

magnetic fields. A successive section “Controlling friction and

wear at the nanometer scale” addresses novel frictional systems

allowing some degree of friction control and/or tuning. Section

“Multiscale bridging” summarizes recent efforts towards estab-

lishing a quantitative link among the vastly different length and

time scales involved in tribology. The section “Conclusion”

summarizes our view of the developments of the field foresee-

able in the near future.

Review
Controlled nanomovements
Friction force microscopy (FFM) is a well-defined AFM opera-

tion mode in which tiny lateral forces acting on the tip, as it

scans across the surface, are recorded [9]. Atomic forces involv-

ing few-atom contacts can provide direct information on the

crystal structure itself. Particularly when the FFM tip is subject

to stick–slip advancement, this mode becomes especially effi-

cient for resolving structural features. By mapping the power

dissipated by these lateral forces, FFM can even detect such

elusive structures as moiré patterns on a lattice-mismatched

crystal overlayer [10-12]. One of the most frequent motivations

to utilize FFM as a tool in nanotribology is its ability to mimic a

single-asperity contact by the junction between a sharp AFM tip

and the substrate. Such single-asperity contacts are widely

considered as the most fundamental building blocks of friction,

as pointed out in well-established interface models, where inter-

faces are considered as a complex system of single-asperity

contacts [13,14].

Consequently, FFM has received tremendous attention since its

invention 30 years ago. To date an ever growing number of

studies has explored the fundamental mechanisms of single-

asperity friction in which, e.g., the influence of parameters such

as temperature [15-17], sliding velocity [18-22], chemical com-

position [23,24] and normal load [25-29] was analyzed. Addi-

tionally, effects such as contact ageing [30-33] or the depen-

dence of friction on the scan direction over crystalline surfaces

[34-38] were explored.

To address many properties over a broad range of experimental

conditions it is sufficient to use simple theoretical models that

describe qualitatively the tribological contact in terms of few

atoms only, or even consider a single-atom contact. In this

context, especially the concept of thermally-activated stick–slip

[18] has become a universal starting point to describe nano-

scopic friction phenomena.

In recent years however, growing interest was directed toward

extended but still atomically flat nanocontacts where friction is

not only determined by the interaction between a single slider

atom and the substrate, but is instead crucially influenced by the

collective behavior of the atoms forming the two contacting

bodies. This kind of behavior becomes crucial for the intriguing

concept of structural lubricity, where collective force cancella-

tion effects can result in ultra-low friction for incommensurate

interfaces [39-41]. Note that “superlubricity” and “structural

lubricity” are often used synonymous throughout the literature,

although the latter term should be considered to be more accu-

rate [42].

The experimental analysis of structural lubricity has long since

been difficult, because well-defined junctions between conven-

tional AFM tips and substrates cannot readily be found for

single-asperity contacts. Instead, the detailed structure and com-

position of AFM tips is often ill-defined and therefore obstructs
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any systematic analysis of problems where accurate interface

structures are required [43]. As a consequence, a growing num-

ber of studies is now focusing on friction of sliding nano-

objects, where well-defined interfaces are made accessible for

structures prepared by thermal evaporation [44-48] or litho-

graphic techniques [49-54]. Alternatively, molecular-scale

structures such as PTCDA [55], polyfluorene chains [56],

graphene nanoflakes on graphene [57] or graphene nanoribbons

(GNRs) on single crystals [58] can be analyzed (see [59] for a

detailed review on single-molecule manipulation in nanotri-

bology). These experimental efforts are accompanied by in-

creasing theoretical work, where the analysis of specific nano-

scale systems and systematic variation of their key characteris-

tics provides fundamental insight into a large variety of tribo-

logical phenomena.

To experimentally assess the interfacial friction of sliding nano-

structures, FFM still remains the primary tool. However, the

AFM is now applied as a manipulation tool with which friction

becomes accessible by measuring the additional lateral force

component originating from the interface between nanostruc-

ture and substrate [43]. Only for very small structures, dynamic

NC-AFM techniques are required in which the interfacial fric-

tion can be quantified based on the frequency shift induced by

the resistance of the structure against movement [55,58,60,61].

Occasionally, AFM nanomanipulation is also combined with

scanning electron microscopy, which then allows for a very

defined interaction with the nanostructures and in situ monitor-

ing of their movement [62-64].

An instructive example of the capabilities of such AFM-assisted

nanomanipulation approaches was demonstrated in [65], where

an AFM tip positioned on top of a MoO3 nanocrystal provided

continuous controlled manipulation of the nanocrystal. As

shown in Figure 1, during the movement of the particle a

gradual decrease of friction was observed which could be

related to thermolubricity spurred by dissipated heat trapped in

the nanocrystal due to its confined size and layered structure.

In recent years, analyzing systems showing structural lubricity

has been a primary field of application for nanomanipulation

techniques. Here, especially the sublinear contact-area depen-

dence of friction has been recognized as a unique fingerprint of

structural lubricity, which reflects the underlying physical

mechanism of collective force cancellations of slider atoms

moving on the potential energy surface of the substrate. These

cancellation effects become more and more effective, when the

particle size increases, ultimately leading to a sublinear relation

between friction and contact area described by , with F

the friction force, A the contact area, and γ < 1 the scaling expo-

nent [66-68].

Figure 1: a) Scheme of a MoO3 nanocrystal on MoS2. The AFM tip is
firmly positioned on top on the nanocrystal and can facilitate continu-
ous manipulation of the structure. b) Friction of the MoO3 nanostruc-
ture as a function of the time obtained by continuous recording of fric-
tion loops. The initial friction decreases with time (as described by the
time constants) until a stationary friction level is reached. This effect
can be attributed to thermolubricity related to the friction-driven tem-
perature increase at the interface. Reprinted with permission from [65],
copyright 2017 American Chemical Society.

A first experimental verification of this effect has been provi-

ded by UHV nanomanipulation experiments of gold and anti-

mony nanoparticles on highly oriented pyrolithic graphite

(HOPG) [46], where the precise value of γ was found to depend

sensitively on the crystallinity of the particles. As predicted the-

oretically [66,67], γ = 0.5 was found for the case of amorphous

Sb nanoparticles, whereas crystalline gold nanoparticles can be

described by an effective scaling exponent of approximately

half this value. This difference can be understood simply by

considering how force cancellation effects become less effec-

tive for amorphous interfaces with irregular positioning of slider

atoms [46].

While the absolute contact area is of crucial importance to

describe the interfacial friction, it was found that also the exact

shape of a nanoparticle is a key parameter to describe its tribo-

logical behavior. Unfortunately, this parameter usually cannot

be determined precisely due to the limited spatial resolution of

most nanomanipulation experiments, but recent theoretical
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studies have pointed out its significance, especially with respect

to its influence of the relative orientation between particle and

substrate. It was shown that, e.g., the succession of orienta-

tional maxima of the potential energy barrier for sliding

depends sensitively on the shape of the particle [68,69].

Perfectly geometrical structures such as Au triangles on HOPG

show sharp and defined maxima as a function of the relative

rotation angle, whereas rounded edges smoothen out the angular

corrugation and additionally increase the scaling exponent γ.

Hence, shape effects play an important role to explain friction

fluctuations associated to particle reorientation observed in

nanomanipulation experiments [69].

In part, these shape effects can be related to the particular role

that the edge plays within the force-cancellation mechanisms of

structural lubricity. This crucial importance of the edge was also

demonstrated by molecular dynamics (MD) simulations for Kr

islands adsorbed on Pb(111). Here, depending on size and shape

of the islands, the edge generates a barrier for the unpinning and

successive advancement of the edge dislocations lines (often

also called “solitons” or “kinks”), which is required for the

overall depinning of the island and thus defines the static fric-

tion [70]. An important influence of the edge was also found for

GNRs sliding on gold (see subsection “Manipulation of

graphene nanoribbons on gold” below), where edge-dominated

friction effects lead to a small overall influence of length

[71,72].

To unambiguously identify friction effects governed by struc-

tural lubricity in experiments, especially the sublinear contact-

area dependence has been used in a number of works [46-

49,58]. The contact areas of the analyzed systems in these

works spanned several orders of magnitude ranging from a few

square nanometers for GNRs [58] to almost the square microm-

eter range for sheared graphite stacks [49].

Once the exact tribological scenario is identified, further inter-

face effects can be derived from sliding nanosystems. This was

demonstrated, e.g., for sheared graphite stacks [49], where

nanomanipulation experiments also allowed the authors to de-

termine the adhesion forces between the sliding graphite sur-

faces, simply by distinguishing between reversible displace-

ment forces related to the conservative adhesion energy and

irreversible friction forces. The same mechanisms of adhesion-

driven forces in combination with structural lubricity have

recently been observed for other systems as well. First, adhe-

sion was found as the driving force for the formation of

graphene nanoribbons by a self tearing process after nanoinden-

tation experiments [73]. Secondly, also the self-retracting

motion of graphene nanostacks can be explained if tiny friction

forces, i.e., superlubric friction [3], are overcome by the adhe-

sion-driven forces [50,51]. At the same time, the self-retracting

motion of graphene stacks, which can reach speeds in excess of

10 m/s [74], allows one to identify further key criteria of struc-

tural lubricity such as, e.g., the locked state that is encountered

once a commensurate configuration between stacked graphite

layers has been established upon realignment [51].

Achieving ultra-low friction by exploiting structural lubricity is

not only interesting from a fundamental scientific point of view,

but also holds alluring perspectives for technology [3]. Howev-

er, for a long time, technical exploitation was considered diffi-

cult due to the influence of interface contamination, which can

effectively mediate the contact between incommensurate sur-

faces [66] and lead to the breakdown of superlubricity. This

effect was held responsible, e.g., for the frictional behavior of

Sb-nanoparticles on HOPG, where early UHV experiments only

yielded a small fraction of particles sliding superlubrically [44].

Only recently, several systems have been discovered in which

structural superlubricity can be observed under ambient condi-

tions. For graphene stacks the self-retracting motion was found

to remain a robust feature even under ambient conditions, which

indicates that contamination cannot enter the interface [50,51].

Moreover, recent studies have highlighted that structural

lubricity can also be observed for nanoparticle systems under

ambient conditions. More specifically, a sublinear dependence

of friction on the area was found both for gold [47] (Figure 2)

and platinum particles [48] on HOPG. Ab initio simulations ad-

ditionally elucidated how interface contamination is prevented

by sufficiently large energy barriers and how absolute friction

values are compatible with the atomic interactions upon appli-

cation of the scaling laws. A recent study has pointed out that

mechanical cleaning of interfaces can become possible by en-

hanced diffusion upon oscillating lateral movement within the

contact [54]. Graphene interfaces, for which this effect was

demonstrated experimentally, may thus be a good candidate to

achieve structural lubricity in technological applications [75].

Indeed, ultra-low friction was recently observed for micro- and

macroscale systems based on incommensurate sliding between

graphene-covered spheres or “nanoscrolls” and substrates

[76,77]. Also a decrease of friction shear stress with increasing

number of layers has been observed for graphene over Si/SiO2

in vacuum, nitrogen, and air [78]. In addition, the shear strength

and the interface adhesion energy for graphene on Si/SiO2 was

proven to always exceed those of the graphene/Ni(111) inter-

face [78]. The weakly lattice-mismatched graphite/hBN inter-

face is also predicted to be promising for ultra-low-friction ap-

plications [79,80].

In most experiments described above the nanostructures can be

viewed approximately as rigid bodies sliding on rigid sub-
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Figure 2: a) Example of a nanomanipulation during which half of a
nanoparticle is scan-imaged, before the tip pushes it out of the image
frame along the fast scan axis (yellow arrow). b) Friction trace ob-
served during the manipulation. The AFM tip makes contact with the
particle at x ≈ 30 nm. The stable lateral force level observed in region II
has then been used as a measure for the interfacial friction between
particle and substrate. c) Dependence of friction on the contact area
obtained for an ensemble of Au nanoparticles. The absolute values fall
well into the range anticipated by application of scaling laws for the
specific material combination. Reprinted with permission from [47],
copyright 2016 Springer Nature.

strates. However, this fully rigid system is just an idealization.

Deviations due to the compliant nature of actual nanostructures

can have significant influence on friction and may ultimately

lead to the breakdown of structural lubricity. In this context, the

effect of surface compliance is conventionally described in

terms of an Aubry-type transition [39,81], where the increased

atomic interface corrugation induced by increased normal load

eventually leads to an interface adaption between the slider and

the substrate. Recently, such an Aubry transition was observed

in idealized “model” systems consisting of chains of atomic

ions [82] or of colloidal particles [83] driven across an optical

lattice of varying depth (see section “Trapped optical systems:

ions and colloids” for more details). However, in more conven-

tional nanomanipulation experiments such a transition could not

yet be actively induced, most probably due to insufficient

normal forces [50,76,84].

Nonetheless, this does not mean that interface-relaxation effects

play no role even for relatively rigid sliding nanostructures. A

first indication stems from nanomanipulation experiments per-

formed for Sb nanoparticles on HOPG, where distinct contact-

ageing effects were demonstrated. By characterizing the ageing

dynamics as a function of the temperature, of the sliding

velocity, and of the hold time in nanoparticle stick–slip experi-

ments [85,86], contact ageing was characterized as a thermally

activated process [87]. Atomic-scale interface relaxations, either

by single-atom displacements or by the formation and growth of

commensurate patches at the interface [88], can serve as a likely

explanation for the ageing effects for which the overall behav-

ior of the nanoparticles still remains compatible with the

concept of structural lubricity, especially for high sliding

speeds, equivalent to short ageing times.

Ageing is understood to play an important role also in the tran-

sition from static friction to sliding, which can occur through

precursor events. These phenomena were investigated in macro-

scopic-friction experiments [89,90] and simulated by means of

several theoretical approaches [91-99].

Notice however that a different behavior was observed for Sb

particles on MoS2. Here, only small particles adhere to the

sublinear superlubric scaling law, while larger particles show a

linear scaling between friction and area, equivalent to a con-

stant shear stress [100]. This can be explained by an enhanced

interaction between the Sb atoms and the substrate, as was

found by ab initio simulations [100]. According to MD simula-

tions, a critical length scale exists for nanoparticles above which

dislocations are formed at the interface and sliding is governed

by the motion of these dislocations. This ultimately marks the

transition from sublinear to linear scaling between friction and

area [101] leading to a size-dependent breakdown of structural

lubricity. As anticipated, the critical length scale depends sensi-

tively on the ratio between the slider elasticity and the interac-

tion forces with the substrate. Consequently, this transition was

experimentally observed only for the MoS2 substrate, while all

particles sliding on HOPG remained in the regime of structural

lubricity (Figure 3).
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Figure 3: Dependence of nanoparticle shear stress on the contact
area. a) Relative shear stress obtained from MD simulations as a func-
tion of the particle radii normalized by the lattice constant d. Calcula-
tions have been performed for different shear moduli G of the particles:
low values of G result in a saturation of the shear stress. Reprinted
with permission from [101], copyright 2016 American Physical Society.
b) Experimental data obtained for Sb nanoparticles sliding on HOPG
(gray) and MoS2 (red). While a constant decrease of shear stress with
particle size is observed for the HOPG substrate, a saturating shear
stress is found on MoS2. Reprinted with permission from [100], copy-
right 2017 American Chemical Society.

The important role of particle size was further highlighted in

theory works [102,103]. Here it was found that besides the size

and the shape of the contact area, also the absolute thickness of

particles can be of importance. This was demonstrated by MD

simulations for gold clusters on HOPG, where a significant

reduction of static friction was found by simply increasing the

cluster thickness. As a result, the nanostructure becomes elasti-

cally stiffer, which goes along with a reduced tendency to

become pinned to the surface [104]. Due to the thickness effect,

flat 2D islands can exhibit a significantly different tribologic

behavior compared to thick 3D particles. Following this

perspective, the slider dimensionality can even be further

reduced. This was done in [105] in which the sliding of a 1D

chain on top of a periodic surface potential was simulated as an

edge-driven Frenkel–Kontorova model. Similar to [101], a criti-

cal length scale was identified, above which superlubricity

breaks down, due to local commensuration induced by overall

interface relaxations. On the other hand, for heterogeneous

contacts formed between hexagonal boron nitride clusters and

graphene, a recent study has pointed out how kinetic friction

can drastically decrease when the slider enters a regime of

soliton-supported smooth sliding beyond a certain contact area

[79].

Confined systems and lubrication
Several research groups have been investigating the frictional

properties of nanoscale systems confined between two sliding

blocks. This intendedly vague indication of “systems” includes

liquid lubricants in the boundary-lubrication regime, but also

solid lubricants such as graphite or graphene or MoS2 flakes.

Focusing initially on liquid lubrication, research has investigat-

ed the possibility of controlling friction in unconventional

fluids, in particular the room-temperature ionic liquids (RTILs).

The RTIL microscopic structuring [106,107], and in particular

their layering near surfaces [108-113] induced by the interplay

of the surface-induced confinement and the structural correla-

tions of charged and hydrophobic molecular sections, has

potential implications for the nanoscale lubrication properties of

the resulting interfaces. These properties can be affected not

only by the interlocking of the RTIL molecular structure with

the surface corrugation, but also by the surface charge, which is

tunable (within reason) by the application of electric fields, with

the effect of modifying the ordering of the boundary layers.

Sliding in a confined geometry has been investigated with the

surface-force balance and an impressive evidence of layering

effects on friction was demonstrated [114]. RTILs are being

also investigated as additives in liquid lubrication [115].

Modeling has investigated the role of the molecular shape of the

ions [116,117] and the layer-by-layer squeeze-out phenomenon

under load [118]. Simulations [119] agree with experiment that

friction depends sensitively on the number or residual confined

layers in the interface. At a given number of layers, friction

shows a relatively modest increase with load. A systematic in-
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vestigation of friction as a function of load and charging [120]

concluded that friction increases when the applied surface

potential changes from negative values to positive values, and

that, for negative surface potential, friction depends on the

alkyl-chain length of the cation of the RTIL. Assuming well-

ordered anchored molecular layers, the effects of molecular

dipolar charges on friction were investigated in a model [121],

predicting a friction peak when a suitable resonance condition is

reached as a function of an applied electric field. Different

anions play a complex role depending on the surface potential,

and related to the steric constraints they pose in relation to their

partner cations. Steric effects in boundary lubrications were also

investigated in the context of confined molecular fluids that

were not electrically charged [122-125].

Progress was also reported regarding the friction involved in

layered crystalline lubricants. By MD simulations and theoreti-

cal arguments two (even commensurate) crystalline surfaces

lubricated by mobile, rotating graphene flakes were proven to

exhibit stable superlubric sliding when they are dressed by

randomly-oriented pinned graphene patches: The resulting

effectively incommensurate states were shown to be compati-

ble with thermal fluctuations [126], going beyond previous

conclusions based on a simpler model [127]. Simulations also

investigated the role of graphene as lubricant and anti-wear

agent [128,129]. An extremely low friction was demonstrated as

long as load remains weak. At larger load graphene breaks

down, the superlubric behavior is lost, and the ordinarily regime

of large friction and rapid wear is recovered.

Also in the context of simulations, a special “quantized”

sliding-velocity regime [130-134] was identified and character-

ized by the confined solid lubricant advancing at a fixed frac-

tion of the sliding speed. This quantized velocity was under-

stood as due to the moiré pattern of solitons generated by the

lattice mismatch between the lubricant and one of the sliders

being dragged forward by the other slider [135,136]. This phe-

nomenon, besides being identified in the simple ideal 1D geom-

etry [137-140] was also demonstrated in 2D [141,142] and 3D

[143] realistic numerical simulations, but it still awaits experi-

mental confirmation.

Trapped optical systems: ions and colloids
One of the main challenges and difficulties in unraveling the

fundamental frictional mechanisms, and their connection to the

physical response of the system at a larger scale, as recorded,

e.g., by a suitable experimental setup, relates to the intimate

buried nature of the sliding interface, where many hidden

degrees of freedom concur collectively in giving rise to the

complex, often nonlinear, tribologic process [7,144,145]. More-

over, the severity of the task is sometimes affected by the prac-

tical lack of well-characterized mating surfaces and well-

defined operative conditions. All these aspects, together with

the impossibility of tuning physical properties of real materials,

make testing and comparison with theoretical predictions a

mission that is far from trivial. In this view, the field of atomic-

scale friction, and nanotribology in general, can now take

advantage of the possibilities offered by handling nano/micro-

sized particles with optically generated potentials, disclosing

the opportunity both to directly visualize the detailed

intimate mechanisms at play and to tune the parameters

across relatively broad ranges in well-controlled setups

[146,147]. While the framework of the Prandtl–Tomlinson and

the Frenkel–Kontorova models [145] provides a solid theoreti-

cal understanding for the pinning/depinning transition, a

systematic experimental investigation of how the relevant phys-

ical parameters (such as lattice mismatch, substrate-interaction

strength, adsorbate rigidity, driving force, and temperature) in-

fluence the frictional response, e.g., from a statically pinned

state to an intermittent stick–slip dynamics to a sliding regime

(possibly characterized by superlubric motion) has not been

explicitly carried out.

Recently, thanks to state-of-the-art experimental setups [82,148-

150], artificial tribology emulators have taken friction experi-

ments to the single-particle limit. Inspired by earlier theoretical

suggestions [151-154], a laser-cooled Coulomb crystal of ions,

set into motion across a periodic optical lattice under the action

of an external electric field, demonstrates the feasibility to

control friction. By changing the structural mismatch between

ion and substrate, as predicted by many-particle models, highly

dissipative stick–slip can be tuned to a nearly frictionless

dynamical state already at the level of just a few interacting

atoms [148], revealing intriguing potential implications even

into the quantum many-body regime [155].

By tuning the optical substrate corrugation from low to high, or

effectively change the mutual interaction strength within a setup

of two deformable chains, the spatially resolved position of the

trapped cold ions allows one to observe several peculiar fea-

tures of the celebrated Aubry structural phase transition in frus-

trated systems [39], from a free-sliding arrangement of the

chain to a pinned fractal-like atomic configuration [82,150].

Compared to standard experimental tribology techniques with

inherent limitations of the dynamic range, time resolution, and

control at the single-atom level, another important achievement

of these ion-crystal systems in an optical lattice consists in the

capability to span essentially five orders of magnitude in sliding

speed. This is achieved while maintaining a full control of

dissipation and temperature, thus emulating perfectly the

Prandtl–Tomlinson model [149]. Along this research line, char-

acteristic dissipation frictional peaks at specific values of the
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slider velocity, recently investigated within a 1D theoretical ap-

proach [156,157], could be potentially observed in experiments

here.

Exploiting the versatility of trapped optical systems, new light

is cast on elemental frictional processes in tribologically mean-

ingful 2D extended contact geometries by charged colloidal

systems driven across laser-interference-generated corrugation

profiles the spatial structure and intensity of which can be tuned

with remarkable freedom. While AFM, surface-force apparatus

(SFA), and quartz-crystal microbalance (QCM) experiments

measure the system frictional response in terms of crucial, but

averaged, physical quantities, colloidal friction provides an

unprecedented real-time insight into the dynamical mecha-

nisms at play in 2D contacts, excitingly probing what each

mobile particle in the sliding layer is doing instant after instant

at the interface.

In short, charged polystyrene spheres in aqueous solution repel

each other, forming, under confinement, a 2D hexagonal crystal

[158-163]. This crystal is driven across an either commensurate

or incommensurate laser-generated hexagonal corrugation

potential profile. Driving results in the advancement of mobile

localized superstructures (namely solitons or kinks and antisoli-

tons or antikinks) [164]. Those density modulations in periodic

overlayers that are out of registry with their substrates

(Figure 4) play a crucial role in tribology. Experiments [164]

agree with theory and numerical simulations [165-168] in

showing the radical change of the static-friction threshold from

the highly pinned regime of the lattice-matched colloidal layer

to a practically superlubric frictional sliding observed in the

case of overlayer/substrate lattice mismatch. Nucleation dynam-

ics characterizes the depinning mechanism of a stiff commensu-

rate colloidal monolayer [167]. In contrast, if the interface is

characterized by a lattice mismatch, the presence/absence of

static friction depends on the system parameters. For small sub-

strate corrugation the network of solitons supports a free-sliding

superlubric interface; with increasing corrugation the layer

switches to a statically pinned configuration after crossing a

well-defined, Aubry-like, dynamical and structural phase transi-

tion, with the static friction force increasing from zero to finite

[146,164,168,169]. The critical corrugation for this transition

depends significantly on the relative angular orientation of col-

loid and substrate. A slightly misaligned orientation is energeti-

cally favored, as discussed in a recent work [170]. Indeed, the

competition between the superlubric orientationally twisted

phase and the pinned phase consisting of an array of aligned

islands leads to a first-order transition [171]. Experiments

confirm this theory, showing the first-order transition with a

coexistence region as a function of the corrugation-potential

amplitude [83].

Figure 4: Front perspective: a snapshot of a MD-simulated frictional
interface between a colloidal monolayer and an optical periodic sub-
strate potential representing the surface corrugation. Background: the
overlayer/substrate lattice mismatch (an experimentally tunable param-
eter) generates a network of localized solitonic structures (highlighted
by the particle colors), the mobility of which rules the tribological
response of the monolayer.

By flashing the corrugation amplitude periodically in time, it is

possible to investigate synchronization phenomena including

harmonic and even subharmonic Shapiro steps [172-174]. By

extending this method to an optical substrate with quasiperi-

odic as opposed to periodic hexagonal symmetry [175], the

colloidal approach can address questions such as the onset of

static friction with the associate Aubry-like transition, and even

the possible occurrence of directional locking in overlayers

driven on quasicrystalline landscapes [176].

Controlling friction and wear on the
nanometer scale
Molecular layers play an important role in the reduction of fric-

tion and wear at the macro scale. The addition of boundary

lubricants is necessary to prevent damaging metallic adhesive

forces between the machine parts in relative motion (cold

welding). Unfortunately, under high load these molecular layers

are often worn after relatively short time. Therefore, the typical

engineering response is to avoid the boundary-lubrication

regime as well as possible by the usage of thicker oil layers in

the elasto-hydrodynamic regime. Although the elasto-hydrody-

namic regime is the basis of most moving machinery parts, it

has the disadvantages of a relatively large viscous drag and the

risk of a transition to the boundary regime under certain, some-

times uncontrolled conditions. Just recently, a few systems

based on layered materials, such as graphene or molybdenum

chalcogenides have shown low-friction properties for extended

periods of time. Early examples of superlubricity at the nano-

and microscale and even at the macroscale were observed

[44,77,177,178].
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Figure 5: a) A graphene nanoribbon manipulated along a Au(111) surface. A probing tip lifts the GNR vertically, detaches it partially, and subse-
quently moves it along the horizontal direction. A simultaneous measurement of the lateral forces shows that the incommensurability of the GNR–Au
contact grants superlubric sliding [58]. b) The simulated static force as function of the GNR length [71]. This force is not growing with the length, but is
oscillating with the periodicity of the moiré pattern. This mild dependence of friction on the contact size is characteristic of superlubric conditions. The
length and orientation of a GNR are under direct experimental control: Experiments are also consistent with friction not systematically increasing with
the GNR length. c) The moiré pattern of GNR in the orientation [1−21] (R0) and [−101] (R30) over the Au(111) surface. Experimentally, R30 is
preferred and exhibits the smallest lateral forces. Panels b) and c) are adapted from [71].

In addition to the role of friction in energy conservation, the

control and reduction of adhesion has a great technological

impact. For example, the treatment of surfaces with molecular

layers can have beneficial effects as it is well known from

PTFE-coated surfaces. There is a need of alternative coatings

for modern touch screens to prevent fingerprints and other cont-

aminants. Surfaces for medical applications are very demanding

to keep the contamination with multi-resistant bacteria at the

lowest possible levels.

The question to be addressed here is: Is it possible to influence

friction and wear by mechanical, optical, electrical or magnetic

stimuli? For instance, previous experiments on the nanometer

scale have shown that electrical fields can be used to change

frictional properties by orders of magnitude [179]. Molecular

layers can be studied relatively to their frictional, adhesive and

elastic properties and how can these mechanical properties be

controlled by external means. In the future, we may be able to

synthesize smart lubricants that can change their lubrication

properties on demand. By irradiation with the appropriate wave-

length these novel materials might change from a high-friction

to a low-friction state. Analogous concepts can be envisaged for

friction anisotropy [180] and for adhesion.

Manipulation of graphene nanoribbons on gold
A number of nano-mechanics experiments were performed with

graphene nanoribbons (GNRs) manipulated by the tip of a force

microscope [58]. The structure of the GNR was determined by

means of high-resolution force microscopy (CO-terminated tip),

with a method developed by Gross and co-workers [181,182].

The metallic tip was approached to the GNR until a bond was

formed to the ribbon, and the ribbon was subsequently pulled

along the Au(111) surface. Lateral force variations were deter-

mined by a combination of experiments and theoretical calcula-

tions (Figure 5). The GNR was found to move under quite small

lateral forces (10–100 pN), and these forces do not increase

systematically with the length of the GNR. This is indeed a

transparent case of structural superlubricity, where the incom-

mensurate nature of the contact leads to small lateral forces with

a minimum of energy dissipation. In this case, the low friction

is depending on the high elastic modulus of graphene, which

ensures that the graphene lattice remains nearly unaltered rela-

tive to the gold lattice. Therefore, an incommensurate contact is

maintained during movement along the gold surface. An impor-

tant prerequisite of these experiments is to operate the instru-

ment under ultrahigh-vacuum conditions, where contaminants

can be avoided. In the case of Kawai et al. [58], the GNRs were



Beilstein J. Nanotechnol. 2018, 9, 1995–2014.

2004

Figure 6: Single-molecule tribology. a) Schematic drawing of the experiment: A single porphyrin molecule is attached to the AFM apex and dragged
over a Cu(111) surface. b) By recording the mechanical response of the sliding molecule, the AFM scan maps the atomic lattice of Cu(111).
c) Tip–sample stiffness trace extracted from the image showing a stick–slip modulation. Reprinted with permission from [183], copyright 2016 Amer-
ican Chemical Society.

grown by on-surface chemistry through evaporating a precursor

of 10,10’-dibromo-9,9’-bianthryl monomers. By suitable

annealing, dehalogenation as well as cyclodehydrogenation can

be achieved, which leads to clean, defect-free GNRs. Therefore,

ideal contacts, free of contaminants, can be grown on the gold

surface. The GNRs are observed to move preferentially in the

[−101] direction, where the moiré pattern forming with Au(111)

has a relatively long period. The residual lateral forces are

mostly related to uncompensated edge sections of the GNR

[71]. As a result, it is found that, rather than growing with the

GNR length, the lateral force is oscillating with the same peri-

odicity as the moiré pattern (Figure 5b,c). If one starts to

perform similar experiments under ambient pressure, it appears

probable that a contamination layer influences the friction pro-

cesses. This “third body” consists of molecules or atoms that

easily can move laterally and will lock into position, thus

forming an effectively commensurate contact, with increased

friction. It is obvious that this contamination effect is one of the

major limitations for large-scale applications of structural

superlubricity. However, Cihan et al. achieved structural super-

lubricity of gold islands (4000–130,000 nm2) on graphite even

under ambient conditions [47], as discussed in Section “Con-

trolled nanomovements” (see Figure 2).

Pawlak et al. investigated the sliding of a single molecule on a

Cu(111) surface in order to shed light on the interplay between

intra-molecular mechanics and friction [183]. The experiment

was realized by attaching a single porphyrin molecule functio-

nalized by two meso-(3,5-dicyanophenyl) and two meso-(3,5-di-

tert-butylphenyl) peripheral rings to the AFM apex, which was

then dragged over the surface, as sketched in Figure 6a. Despite

the complex molecular structure attached to the tip, atomic-

scale patterns and sawtooth modulations were systematically

obtained in the force channel, as shown in Figure 6b and

Figure 6c. This indicates the formation of a well-defined

tip–sample junction during the experiment. According to the

authors, the tendency of the cyano end groups to form coordina-

tion bonds with Cu atoms of both the tip and the surface plays

an important role in the formation of the single-point contact

with the copper surface. Of the many internal degrees of free-

dom of a porphyrin molecule, the σ-bond connecting the por-

phyrin leg in contact to the surface to the macrocycle was

postulated to be the dominant molecular spring dictating the

friction response. Using the Prandtl–Tomlinson model parame-

terized using density-functional theory calculations including

the internal degrees of freedom of the molecule and its interac-

tions with the underlying surface, the friction patterns were

numerically reproduced as a result of the bond-length and bond-

angle variations of the porphyrin leg while sliding.

Controlling friction and wear by the application of
mechanical oscillations and electrostatic forces
One way to control friction is to apply an AC voltage between

the probing tip and surface [179]. In this experiment, an oscilla-
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Figure 7: Non-contact friction experiments of NbSe2. At certain voltages and distances, one finds dramatically increased non-contact friction. This is
related to the local disturbance of the charge-density wave, which leads to phase slips. a) Schematics of the probing tip above the charge-density
wave system. b) STM image of the NbSe2-surface revealing the CDW. c) Non-contact friction dissipation as a function of distance and voltage.
Reprinted with permission from [188], copyright 2013 Springer Nature.

tion frequency in the region of the contact resonance was

applied. Under these conditions, moderate voltages of a few

volts are sufficient to create variations of the normal force that

are sufficient to move the contact zone without measurable

sticking force. Essentially, the friction control is the result of a

modulation of the effective lateral energy barrier height by

changing the distance between the contacting bodies. Since the

resonance frequency of small nanometer-sized contacts is in the

range from megahertz to gigahertz, the contact may move fast

enough to cross the barrier during the short time when its height

is negligible. Experimentally, it was found that time periods of a

few microseconds are long enough to observe sliding without

stick–slip. Alternative ways to oscillate the contact are mechani-

cal oscillations of the AFM tip, generated either with one of the

flexural modes or even with torsional modes [184]. Theoretical

works have shown that lateral oscillations can lead to increased

diffusion [185,186].

Another phenomenon involving oscillations is related to the

interplay between the washboard frequency and the actuated

oscillating frequency. In this context Lantz et al. made an inter-

esting observation: Through the application of a small electro-

static force modulation to a micromechanical device (Millipede

device), they achieved the sliding of ultra-sharp contacts for dis-

tances as long as several hundreds of meters, without any

measurable wear [187]. By comparison, the lack of actuation

leads to conditions under which significant atomic-scale wear

was observed, leading to blunted tip radii after such long sliding

distances. Therefore, the suppression of the sticking phase by

the application of actuation seems also favorable for the opera-

tion of micromechanical devices in which wear is a critical

issue.

At separations of several nanometers one talks about the phe-

nomenon of non-contact friction. At first sight, this type of

dissipation appears rather academic. However, the fundamental

damping mechanisms of friction, which relate the energy re-

leased after instabilities of atomic stick–slip to thermal vibra-

tions, are found to be intimately related to non-contact friction.

Energy can get dissipated into phononic and/or electronic chan-

nels. In a number of examples, it was found that non-contact

friction can be tuned over orders of magnitudes by changing the

applied voltage and/or the distance [188-192].

An example of particular interest is that of charge-density

waves (CDW) where a superstructure is formed by a charge

redistribution. Langer et al. have observed that the damping

coefficient can be drastically changed on NbSe2, when the

probing tip is locally disturbing the charge density waves [188]

(Figure 7). At a certain threshold, the CDW shows a phase slip,

which then leads to dissipation.

Another example where non-contact friction can be influenced

by external parameters are the measurements of superconduc-
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Figure 8: The “Swiss Nanodragster” (SND), a 4’-(p-tolyl)-2,2’:6’,2”-terpyridine molecule, was moved across an Au(111) surface on the occasion of the
first nanocar race held in Toulouse in April 2017. The required distance of 100 nm of controlled motion was covered through the application of voltage
pulses. a) Schematics of the manipulation of the molecule. Left inset: Structure of the SND molecule. Right inset: High-resolution AFM image of the
SND molecule. b) A sequence of manipulation steps, as observed by STM imaging between the manipulation steps. Reprinted with permission from
[59], copyright 2017 American Chemical Society.

tors across the critical temperature [189]. In this case, the elec-

tronic friction is reduced below the critical temperature Tc,

because the electrons are bound in Cooper pairs, thus suppress-

ing the electronic-friction channel. Thus, the residual non-con-

tact dissipation is dominated by phononic contributions. Elec-

tronic friction is found to be proportional to (V − Vcpd)2, where

V is the tip–substrate bias voltage and Vcpd is the contact poten-

tial difference, whereas the phononic contribution is propor-

tional to (V − Vcpd)4 [193]. Park et al. observed the influence of

electronic friction on semiconductive surfaces in contact mode

and found differences between p- and n-doped areas [190].

A nanocar race
One of the most impressive ways to demonstrate the control of

motion is to manipulate single molecules by the action of a

probing tip. The first molecular race was held in Toulouse in

April 2017. The task was to move single molecules by the

action of a probing tip along a track of 100 nm on a Au(111)

surface (Figure 8). The method to move the molecules is based

on inelastic tunneling through which the electrons induce mo-

lecular vibrations, which then lead to increased diffusion.

Depending on the polarity of the applied bias voltage and the

effective charge of the molecule, the molecule motion induced

by the tip is “field-assisted”, which means that the molecule

will either be attracted (negative bias voltage in the case of the

molecule in Figure 8) or repelled (positive bias voltage) from

the tip position. Typical sliding distances per manipulation step

are less than a 0.6–0.8 nm in the attractive mode and up to

2–3 nm in the repulsive mode. The pilots from the University of

Basel, Rémy Pawlak and Tobias Meier, were able to efficiently

steer a single molecule along the 100 nm racetrack over a time

of five hours, thus achieving an average speed of 20 nm/h. The

Swiss team ranked first at this international competition, but

most importantly some fundamental knowledge about the

motion of single molecules on surfaces was gained, which is

relevant for nanotribology [59,194]. For successfully “driving”

a nanocar, a detailed understanding of the energetics of the mol-

ecule on different surface locations, which are closely related to

atomic friction processes, is required. In particular, it turned out

that molecules interact more strongly on elbow sites of the

Au(111) herringbone reconstruction compared to valley sites.

This interaction is so strong, that the molecules cannot be

moved away from this region anymore. During the race, these

elbow sites had to be avoided. This high degree of control is

useful for future nanotechnology fabrication processes in which

single atoms or molecules have to be driven to specific loca-

tions to assemble more complex nanodevices.

Prospects in tuning friction with photo-assisted
reactions
The influence of light exposure on properties such as friction

and adhesion is rarely explored. For instance, it is known that

certain surfaces, such as titanium oxide, exhibit photocatalytic

properties and might become water- and dirt-repellent under

UV-light exposure. In solution, photoinduced conformational

changes of molecules are also well-known photochromic reac-

tions. However, little is known whether such phenomena oper-

ated on the molecular level are reversible at surfaces. By

controlling the properties of a molecule adsorbed on a surface

by light exposure, one could imagine to control friction and

adhesion properties. High-resolution force microscopy has

achieved a high degree of fidelity. It is possible to resolve the

internal structure of molecules, including their bond order

[181,182]. In preliminary experiments [195], it was possible to

observe the conformational changes of single adsorbed mole-

cules due to the presence of single Fe atoms acting as catalytic
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Figure 9: Example of a change of conformation potentially triggered at surfaces. a) Trans (1) and cis (2) isomers. By depositing and/or annealing, the
molecule can be turned from trans to cis and vice versa. b) After the deposition of Fe atoms, the molecules can be switched from trans into cis confor-
mation.

centers (Figure 9). Future experiments in this line, for example

using other photo-chromic groups integrated in molecules such

as azobenzene or spiropyran groups, should enable us to modify

conformation, structure and chemical properties of the molecu-

lar layers on surfaces under photon irradiation. High-resolution

force microscopy will provide detailed information about these

conformation changes, and will allow us to understand this

process and the task of the related functional molecular groups.

Then, the frictional properties of these films in the different

conformations (e.g., trans and cis) will be intensively studied to

understand how this conformation switching affects energy

dissipation.

Multiscale bridging
The current standard phenomenological theories of frictional

interfaces, which are essential for modeling macroscopic fric-

tional dynamics, are not yet fully linked to the atomistic pro-

cesses and interfacial geometries at the atomistic scales.

Bridging over the widely separated time and length scales by

establishing quantitative connections between small-scale pro-

cesses and macroscopically observed phenomena is a major

challenge of current tribology in particular, and, more in

general, of materials modeling [196-200].

A first line of ongoing research efforts focuses on enriching the

descriptions of mesoscopic sliding friction beyond the single-

asperity level. In relevant multi-contact systems, both single-

asperity dynamics and collective interaction mechanisms should

play a crucial role. In [201], the authors discuss a minimal

model of slip instabilities (“earthquakes”), which reproduces

two main empirical seismological laws, the Gutenberg–Richter

law [202,203] and the Omori aftershock law [204]. This ap-

proach, inspired by discrete spring-block models [205-207],

demonstrates that the simultaneous incorporation of two

minimal ingredients, namely the ageing of contacts at the

sliding interface and the elasticity of the sliding plates, are

needed to account for both laws within the same frictional

model. The authors of [201] suggested that insight gained from

spring-block frictional models could offer explanations for

statistical properties of macroscopic frictional systems, and ex-

tended it to investigate the load dependence of friction for

viscoelastic materials [208].

A second aspect of this effort is investigating and controlling

the mechanisms of energy dissipation due to wear and plastic

deformations, and in particular in making contact between

atomistic studies of friction with macroscopic friction and wear

tests. A nontrivial connection between the macroscopic and

microscopic scales in frictional systems has been obtained by

means of MD simulations of the wear process of a rough Fe sur-

face by multiple hard abrasive particles [209]. By quantifying

the nanoscopic abrasion depth as a function of time,

Barwell’s macroscopic wear law [210] was shown to be

applicable even at the atomic scale. It has been further shown

that in this multi-asperity system the term describing the

friction force as a function of the actual nanoscopic contact

area (the so-called Bowden–Tabor term), predicts the kinetic

friction even in a condition involving wear. As a result, the

Derjaguin–Amontons–Coulomb [211,212] friction law is recov-

ered following the linear dependence of the contact area on the

applied load.

A third type of approach to multiple spatial length scales

focuses on a statistical analysis of the complex geometry of the

contact between two rough surfaces, extending over several

decades in length scales, understanding its effects on friction

and on the flow of a fluid between the surfaces. For example, in

[213] the authors study the friction force and the real contact

area of a viscoelastic solid (rubber) in sliding contact with hard,

randomly rough substrates. These surfaces can be seen as self-

affine fractals involving roughness over many orders of magni-

tude in length. The numerically exact calculations performed in

this work show that the friction coefficient and the contact area

are well described by an analytic theory previously developed
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by the authors, in particular when the contact pressure is large.

This approach demonstrates the power of scale-bridging and

multi-scale approaches to friction in a context even extending

beyond standard tribology [214,215]. Alternative approaches

based on finite-element methods are also providing promising

results for rubber–asphalt friction [216-218].

Frictional interfaces separating two dissimilar materials exhibit

a well-known coupling of variations of interfacial slip and

normal stress. This coupling bears major implications on the

stability, failure mechanisms, and directionality for the rupture

of these interfaces. However, interfaces separating identical ma-

terials are traditionally not assumed to feature such a coupling,

due to symmetry considerations. In [219], the authors combined

theory and experiment in order to show that even interfaces

separating bodies composed of macroscopically identical mate-

rials but lacking geometrical reflection symmetry generally fea-

ture this kind of coupling as well. This new framework is

applied to two basic problems: Firstly, the new effect was

shown to account for a distinct, and hitherto unexplained, ex-

perimentally observed weakening of the frictional cracks in-

duced by the normal stress; secondly, the new effect was shown

to be able to destabilize the otherwise stable frictional sliding

under homogeneous conditions for velocity-strengthening inter-

faces. The resulting framework could find a wide range of ap-

plications in tribology.

Further progress in multiscale coupling may be achieved by

targeted investigations of the anisotropic frictional behavior of

nanowires and/or nanotubes [56,58,71,72,220]. These objects

with a micro/mesoscale in one dimension and a nanoscale in

others may play a role as possible candidates for bridging tribo-

logical properties at different length scales. Also mesoscale

models for boundary lubrication [221] may provide hints about

how the microscale and the mesoscale may connect. Finally,

direct comparison of microfriction and macrofriction measure-

ments conducted with the same materials [222] may also

provide hints to how the sliding regimes on microscale and

macroscale can be brought into the same picture.

Conclusion
From the sliding of an atomically sharp AFM tip, over

squeaking door hinges, up in scale to the extended and intermit-

tent evolution of a geophysical fault, friction finds its ubiqui-

tous place in nature – spanning vastly different scales of time,

size, and energy, in widely scattered areas of science and tech-

nology. Besides many intriguing fundamental aspects of out-of-

equilibrium dissipative phenomena, the ability to specify, by

design, the desired level of friction in a sliding apparatus or

even to make it vary at will, from small to large, surely has far-

reaching practical and technological implications, with long-

term essential effects on the protection of the environment and

on sustainable development, and conservation of energy and

materials. In particular, a reduction of friction and wear would

have a huge impact on energy consumption and, consequently,

CO2 emission. Estimates show that 30% of the fuel energy in

automobiles is consumed due to friction losses. By the use of

new technologies, a friction reduction of up to 60% seems

feasible, which would lead to annual economic savings of

576,000 million euros, fuel saving of 385,000 million liters and

a CO2 reduction of 960 million tons [223].

The fundamental investigation of friction at the atomic scale

yields groundbreaking insight for the development of novel

working principles and architectures, which will have an impact

on the fabrication of microdevices. Progress in understanding,

and thus controlling friction, is necessary for industrial applica-

tions of emerging nanotechnologies and will later on become

enabling for a number of the important challenges that our soci-

eties face, in sectors including energy and transportation as

mentioned above, but also health.

The present work attempts to cover in some detail the tremen-

dous developments that the field of friction investigation from

the atomic scale up to the macroscale has seen in the last few

years. Surely the picture provided here is incomplete, because

even significant theoretical [224-230] and experimental [231-

241] advancements, in particular progress in engineering efforts

on the macroscale, are not covered.

In some detail, our overview over the friction of sliding nano-

objects highlights a number of important trends in nanotri-

bology. This research is, first of all, driven by the curiosity to

understand the fundamental mechanisms governing friction of

extended nanocontacts. By applying either experimental or the-

oretical nanomanipulation approaches, several concurring

effects are analyzed systematically. Especially the intriguing

concept of structural superlubricity has spurred considerable

interest. Structural superlubricity [2,3] was observed repeatedly

under well-defined conditions of ultrahigh vacuum, where con-

tamination effects are excluded. In structural superlubric

contacts, frictional forces are kept under control by compensa-

tions associated to poorly compliant perfectly crystalline incom-

mensurate surfaces, giving origin to moiré (solitonic) patterns.

Such patterns were both calculated and observed, and corre-

lated to the variations of lateral forces, especially for the manip-

ulations of nanoclusters over surfaces, where friction is domi-

nated precisely by the marginal uncompensated sections of the

solitonic pattern, which are present near the cluster edges. This

determines the fundamental and general characteristics of

superlubricity: the weak scaling with contact size, and the non-

trivial influence of contact shape and orientation. Recent
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research focuses on the breakdown mechanisms of superlu-

bricity. Most prominently, two different classes of effects are

distinguished and investigated, namely the role played by inter-

face contaminations [47], and that of interface relaxation, for

different system dimensions and/or relative interaction

strengths. In future studies, both breakdown mechanisms

require further evaluation, especially by experiments. Initial

steps toward technological applications of sliding nanostruc-

tures in the superlubric regime have already been taken. Cur-

rently, the most promising interface involves graphene sheets,

which seem to be fairly stable against both interface contamina-

tion and intrinsic breakdown mechanisms.

Beyond superlubricity, attempts to control friction with external

parameters such as normal load and electric fields, were found

to affect profoundly and in an intrinsically nonlinear fashion the

nanotribological properties of interfaces. The biggest open chal-

lenge now is to scale up these concepts to make them work at

the level of real-life macroscopic sliding interfaces. The first

step in this scale-up will most likely involve micro-electrome-

chanical systems (MEMS).
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