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The direct injection of a 9,10-phenanthrenequinone in tetrahydrofuran solution on a Au(111) substrate in high vacuum results in the

formation of metastable clusters with a non-intuitive structure. Metastable, rectangular tetramers of this molecule form in which the

net molecular dipoles all orient toward the center of the cluster. This structure does not allow for additional hydrogen bonding and

thus the origin of its metastability is not clear. We compare this feature to other structures observed on this surface, as well as those

formed during the deposition of 9-fluorenone, which does not exhibit this anomalous clustering behavior.

Introduction

The goal of crystal engineering is to utilize a combination of
intermolecular interactions, molecule—substrate interactions and
growth conditions to produce a desired mesoscale or nanoscale
structure through self-assembly [1,2]. Generally, this involves a
careful selection of these interactions to produce an equilibrium
supramolecular assembly that has the desired two- or three-
dimensional structure [3-9]. While this technique has been
shown to be quite effective at achieving this goal, it is limited to
geometries allowed by crystalline structures. Self-assembly
under conditions far from equilibrium, under kinetic control,

can produce a variety of supramolecular structures not avail-

able through equilibrium growth techniques [10,11]. Recently,
non-equilibrium growth conditions combined with competing
hydrogen bonding elements have been shown to produce supra-
molecular conformations not formed under thermodynamically
controlled growth conditions, including clusters with pentag-
onal symmetry [12-15] and quasicrystalline assemblies of these
pentagonal subunits [16]. In order to exploit non-equilibrium
growth methods to produce nanoscale structures, the origin of
these metastable species needs to be investigated. An improved
understanding of these processes not only allows for the

creation of nanoscale structures with non-equilibrium geome-
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tries, but also might improve our understanding of polymor-
phism in organic crystals [17,18].

Some hydrogen-bonding organic molecules have a common
feature in that C—H---O bonding plays a critical role in stabi-
lizing metastable clusters [13,14,19,20]. This makes 9,10-
phenanthrenequinone (Figure 1) an attractive target for study,
since it has two carbonyl hydrogen-bonding acceptors and
multiple aromatic hydrogen donors on the fused ring structure.
Possibly as a result, there are six reported polymorphs of the
bulk crystal structure [21]. Additionally, the asymmetry of the
phenanthrene ring should allow for the determination of the mo-
lecular orientation during scanning tunneling microscopy exper-
iments. This molecule has been studied in the past for its role in
surface passivation of semiconductor interfaces [22] and its
assembly behavior at the liquid—solid interface on graphite [23]
but not as extensively on metal surfaces.

Figure 1: 9,10-phenanthrenequinone (left) and 9-fluorenone (right).

Scanning tunneling microscopy is well suited for interrogating
large supramolecular structures, as well as determining the
structure and orientation of individual molecules at a solid inter-
face [24-26]. This study utilizes scanning tunneling microscopy
to demonstrate that the pulse deposition of 9,10-phenan-
threnequinone produces metastable clusters, which do not form
due to hydrogen bonding considerations alone. They rather have
a non-intuitive internal structure, which likely arises after
adsorption of a cluster formed in solution. This behavior is not
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observed after the pulse deposition of 9-fluorenone (Figure 1),
which indicates that the origin of this feature must be related to
the molecular structure of 9,10-phenanthrenequinone.

Results and Discussion

Pulse deposition usually results in a heterogeneous surface,
most likely due to the fact that any cluster formation that occurs
in the rapidly evaporating droplet will proceed under non-equi-
librium conditions and thus can produce kinetic intermediates
[13,14,19,27-30]. For 9,10-phenanthrenequinone we observe
three broad categories of assembly: disordered molecules,
rectangular tetramers, and ordered linear rows, as seen in
Figure 2. The crescent- (or banana-)shaped appearance of mo-
lecular features suggests that molecules adsorb with the conju-
gated n-system parallel to the surface.

In the bulk crystal structures of 9,10-phenanthrenequinone, the
carbonyls of one molecule form C—H---O bonds with the hydro-
gens on the rear of the fused ring of another molecule, resulting
in row-like bonding motifs. Of the two ordered structures ob-
served on the surface, the linear rows are the feature that most
strongly resemble the reported bulk crystalline structures. For
some polymorphs, these rows line up exactly such that the mol-
ecule is oriented in the direction of the row propagation, while
the other reported polymorphs have the molecular orientation
offset such that there is a tilt of the molecule relative to the
direction of the row [21]. The resulting difference in spacing of
neighboring molecules (approximately 0.3 A) is below the
accuracy of our imaging, but the orientation of molecules rela-
tive to the direction of the row is easily observable. Our calcula-
tions indicate that the pairwise binding energy of these two
motifs are essentially isoenergetic (—15.75 kJ/mol for the tilted
motif and —15.55 kJ/mol for the tilted and end-to-end orienta-
tions, respectively), which could be the reason why both are
present in the reported crystal structures.

Figure 2: a) STM topography image, 250 A x 250 A, of 9,10-phenanthrenequinone on Au(111), with a representative row (red) and some representa-
tive tetramers (blue) highlighted. b) STM topography image, 250 A x 245 A, of a boundary of tetramers and ordered rows on a single terrace. c) A
79 A x 72 A topography image (20 pA, +1.00 V) of an isolated tetramer in a low-coverage region of the surface.
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Figure 3 shows an area of the surface completely covered by
rows of 9,10-phenanthrenequinone. Positional order is evident
in both the regular appearance of the lattice and the sharpness of
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Figure 3: A 237 A x 237 A STM topography image acquired at a
tip—sample bias of 0.5 V, and a 5 pA setpoint. This image is a large
array of 9,10-phenanthrenequinone rows, with the Au(111) herring-
bone visible underneath. The inset is the 2D Fourier transform of the
image, and the red overlay shows the periodicity obtained from the 2D
FFT.
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the Fourier transform, and the pseudo-unit cell obtained from
this FT gives a thombohedral unit cell with axes of 7.0 A along
arow, and 9.8 A between rows, with an angle of 75° between
the two axes. This spacing is approximately 1 A shorter than
predicted from bulk crystal structures, but this is likely due to
uncertainty in the lateral calibration and possible drift or
warping in the image.

A careful inspection of the orientation of molecules within the
rows in Figure 3 reveals that neighboring rows can have two
orientations. There appears to be a preference for adjacent rows
to align in the same direction, but there are also several flips
across the area imaged, with no apparent periodicity for this
reversal of orientation. The monolayer structure is therefore not
actually crystalline, but rather a domain of very stable rows that
are positionally ordered. The bulk crystal structures do have
alternating directions in adjacent rows, and for a given row-
bonding motif the polymorphs are simply different packing of
these rows. However, there is no obvious facet of any of these
structures that would result in this apparently random pattern,
although faceting of a high-index crystal plane has not been
ruled out at this time.

The tetramer, in contrast, does not appear to have any intermo-
lecular bonding motif observed in the crystal. Figure 4 shows an
area of high tetramer density, along with some disordered

Position (A)

Figure 4: a) A 250 A x 212 A STM topography image containing a region of disordered molecules and rectangular tetramers, with some representa-
tive tetramers highlighted in blue. A composite image of the 59 fully-resolved tetramers present in this image is shown in panel b), with the proposed
molecular conformation as an overlay. The average position of each molecular centroid (red asterisk) is plotted with the actual measured position of

each centroid (black) for these 59 clusters in c).
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species. Adjacent molecules have centroids approximately 8.6
to 8.7 A apart and are oriented 90° apart from each other. Oppo-
site molecules are 14.5 A and 9.5 A apart from each other for
the long and short diagonals, respectively, and are oriented 180°
with respect to each other. It is apparent from the original image
and the tetramer composite image that within this cluster the
molecules orient with the carbonyl groups projecting into the
center of this cluster.

If considered as a gas-phase species, the observed tetramer con-
formation positions the net dipole of each molecule so that it is
oriented toward the center. This is not an energetically favor-
able configuration from an electrostatic standpoint. While in
some cases weak dipoles on coinage metals can direct self-
assembly [31], a combination of charge transfer and screening
of in-plane adsorbate dipoles can result in dipole—dipole interac-
tions being overwhelmed by stronger intermolecular interac-
tions (i.e., van der Waals forces and hydrogen bonding) during
growth processes [32-35].

However, the arrangement of molecules in the tetramer does not
allow for half of the carbonyl groups present to form C—H---O
bonds. Hence, it is difficult to see how this would be a favor-
able conformation for a cluster formed on the surface. The
tetramers are found both on terraces and step edges, and in
regions of high and low coverage, as seen in Figure 2; while it
is possible that step edges and defect sites play some role in
nucleating aggregations of these structures, the role of defects
does not seem to be a controlling one. Instead, we propose the
explanation that tetramers initially form in solution, either in the
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rapidly evaporating droplet in transit or a rapidly evaporating
film at the Au(111) surface. Given past studies that have ob-
served both direct [30] and indirect [13,14,19] evidence of the
formation of metastable clusters in solution during pulse deposi-
tion, we think that this mechanism is a plausible one for the for-
mation of these tetramers.

In solution, clusters of four molecules could adopt a metastable
3D configuration with more favorable dipole—dipole and hydro-
gen-bonding interactions. Then, precipitation onto the Au(111)
surface could force it into the observed two-dimensional config-
uration, where it could be kinetically trapped. If this mecha-
nism is indeed responsible for the presence of these tetramers,
then it might be an exploitable method for producing nanoscale
structures via kinetically controlled self-assembly.

These experiments were repeated using 9-fluorenone in order to
test the role of molecular geometry in determining the meta-
stable species produced during pulse deposition. This molecule
did not exhibit any tetramer clusters, and this absence suggests
that those anomalous features might be particular to 9,10-
phenanthrenequinone. The three main molecular features of this
surface are disordered molecules, linear rows, and close-packed
domains, as seen in Figure 5.

When comparing the two ordered features of this surface, it is
useful to consider the only reported crystal structure of 9-fluo-
renone. The bulk crystal structure is comprised of 9-fluorenone
dimers, slightly offset and oriented 180° apart so that the
carbonyls face the hydrogen atoms at the 1- or 8-positions of

Figure 5: a) A 500 A x 500 A STM topography image of 9-fluorenone on Au(111). b) A 110 A x 109.5 A STM topography image containing examples
of the linear row structures (red), and regions of a close-packed domain (blue).
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the aromatic rings for each molecule [36]. This is very different
from the binding motifs present in the polymorphs of 9,10-
phenanthrenequinone, and the fact that this molecule can form
dimers with this orientation might be the reason that tetramers
do not form. There might be little to no kinetic barrier to dimer
formation for two molecules adopting the orientation needed to
form a tetramer. Within the linear rows, the molecules have a
spatial periodicity of approximately 7.4 A apart, and are
oriented in the same direction of the row propagation. This
implies that the C—H---O bonding occurs between the carbonyl
and hydrogen atoms of the 4 and 5 positions for each molecule
in the row, save the end molecules. This model is in agreement
with the density functional theory calculations, which predict a
7.7 A periodicity for this binding motif, and find it to be more
stable than hydrogen-bonding motifs involving the hydrogens at
the 3,4- and 2,3-positions by at least 2.3 kJ/mol.

The identity of the close-packed regions (blue in Figure 5a) is
less clear. Assuming that each bright circular region represents
one of the benzene rings of the fused heterocycle, the width of
these molecules are consistent with the 9-fluorenone molecules
in the linear rows and disordered regions, and the close-packed
regions have a similar orientation to those in the crystal struc-
ture. However, the spatial periodicity between these bi-lobed
features is approximately 6.6 A, which is roughly 90% of the
spacing between the molecules of the linear dimer row. The
spacing in the bulk dimer is 8.5 A, and thus this feature is
packed too closely to represent a planar dimer structure with the
binding motif of the bulk crystal. Even accounting for inaccu-
racy in the STM imaging, the close-packed periodicity should
be larger than the linear rows by about 0.5 A if this feature actu-
ally was comprised of 9-fluorenone dimers. Another bonding
motif of 9-fluorenone is a catemer, in which each molecule
binds to two other molecules in the structure, in a co-crystal
with perfluoro-ortho-phenylmercury [37]. The orientation of the
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molecules in this catemer does not match those in the close-
packed domains on this surface, and thus this is also not a plau-
sible assignment for this feature. Another possibility is that this
feature consists of molecules that do not adsorb with the n-rings
parallel with the surface plane, i.e., there is some tilt associated
with their adsorption geometry, but the imaging data is insuffi-
cient to strongly support this assignment, or any conclusive as-

signment, at this time.

The linear rows have less positional order than the 9,10-phenan-
threnequinone rows, quite possibly due to the weaker total inter-
molecular interactions directing the assembly of the rows. It is
possible to observe kinks within the rows, which were not
present to a noticeable degree in the 9,10-phenanthrenequinone
rows. Density functional theory calculations find that the pair-
wise binding energies are —15.75 kJ/mol and —7.53 kJ/mol for
the observed 9,10-phenanthrenequinone rows and 9-fluorenone
rows, respectively. Figure 6 displays the calculated structure of
pairwise interactions in the linear rows for both molecules. It is
evident that the 9,10-phenanthrenequinone dimer has more
hydrogen-bonding contacts and is, thus, more stable than that of
9-fluorenone. This disparity might be the reason for a higher
fidelity of orientation in linear 9,10-phenanthrenequinone rows
relative to 9-fluorenone.

Conclusion

Pulse deposition of 9,10-phenanthrenequinone on Au(111)
results in two types of ordered structures: Ordered linear
rows of molecules the bonding motif of which strongly
resembles that of some bulk crystal polymorphs, and rectan-
gular tetramers, which have a non-intuitive intermolecular
conformation. These tetramers do not appear to be stabilized
by competing hydrogen-bonding elements, but do exist as
metastable species at this interface. A comparison with the
assembly behavior of 9-fluorenone further complicates this

Figure 6: The calculated structure of pairwise interactions in linear rows for (a) 9,10-phenanthrenequinone and (b) 9-fluorenone with the C-H---O

hydrogen-bond contacts indicated in green.
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picture, in that no tetramers were observed after pulse deposi-
tion. 9-fluorenone has two types of ordered feature after pulse
deposition: linear rows and close-packed arrays. The linear
rows all contain molecules oriented end-to-end in the direction
of the row propagation, while the close-packed arrays resemble
the orientation of dimers observed in the crystal structure, but
have a periodicity inconsistent with any known hydrogen-bond-
ing motif for this molecule. This study demonstrates the impor-
tance of developing an improved understanding of self-
assembly proceeding under kinetically controlled growth condi-
tions. The ultimate goal of studying non-equilibrium self-
assembly is to use both intermolecular interactions and deposi-
tion technique to “engineer” metastable states of a given supra-
molecular conformation. Non-intuitive results such as the 9,10-
phenanthrenequinone tetramer suggest that these considerations
need to account for the environment in which metastable
species evolve.

Experimental

The Au(111)-on-mica substrates were heated to approximately
350 to 400 °C, then cleaned via three 15 min cycles of argon
sputtering followed by a 15 min annealing. The substrates were
allowed to cool to room temperature prior to deposition. The
samples were produced by preparing a 2 mg/mL solution of
either 9,10-phenanthrenequinone or 9-fluorenone in tetrahydro-
furan and injecting microliter droplets of this solution at a clean
Au(111)-on-mica substrate in a high-vacuum preparation
chamber using a solenoid pulse valve (Parker Instruments
9-series, 0.5 mm nozzle diameter, with an IOTA ONE
controller). These conditions were sufficient for producing a
high-quality substrate and near-monolayer coverages of mole-

cules after deposition.

The samples were then transferred to a cryogenically cooled
STM (Omicron LT-STM) in an ultrahigh-vacuum chamber, and
imaged once the temperature had equilibrated at 77 K. Typical
imaging conditions used were a 10 pA tunneling setpoint with a
tip—sample bias of +1.00 V, unless otherwise noted, and used a

mechanically-cut Pt/Ir tip.

All calculations were performed using the Q-Chem software
package. Structures were optimized with density functional
theory (DFT) utilizing the B3LYP functional [38,39]. The
6-311++G(3df,3pd) basis set was employed with a Lebedev
quadrature containing 100 radial shells with 302 angular points.
Dimers of both species were originally generated to replicate
experimental results, but multiple orientations were also created
to determine the relative energies of binding motifs that deviate
from the experimentally observed supramolecular structure. To
address basis-set superposition error, the Boys and Bernardi

counterpoise correction was applied to all systems.

Beilstein J. Nanotechnol. 2017, 8, 1801-1807.
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Super-resolution imaging of single DNA molecules via point accumulation for imaging in nanoscale topography (PAINT) has

great potential to visualize fine DNA structures with nanometer resolution. In a typical PAINT video acquisition, dye molecules

(YOYO-1) in solution sparsely bind to the target surfaces (DNA) whose locations can be mathematically determined by fitting their

fluorescent point spread function. Many YOYO-1 molecules intercalate into DNA and remain there during imaging, and most of

them have to be temporarily or permanently fluorescently bleached, often stochastically, to allow for the visualization of a few fluo-

rescent events per DNA per frame of the video. Thus, controlling the fluorescence on—off rate is important in PAINT. In this paper,

we study the photobleaching of YOYO-1 and its correlation with the quality of the PAINT images. At a low excitation laser power

density, the photobleaching of YOYO-1 is too slow and a minimum required power density was identified, which can be theoreti-

cally predicted with the proposed method in this report.

Introduction

Fluorescence imaging of DNA with intercalating dyes is impor-
tant for DNA sensing [1,2], nucleic acid imaging inside cells
and viruses [3-5], DNA protein studies [6,7], and optical
mapping [8-10]. YOYO-1 is a common dye chosen for these
studies due to its favorable optical properties. YOYO-1 has a
high extinction coefficient of 105 M~! cm™! [11] and strongly
binds to DNA (binding constant 103-10° M) [12] with little

sequence preference. Its fluorescent brightness at visible wave-
lengths is enhanced over 1,000-fold upon intercalation into
DNA as compared to free YOYO-1 in water [13-15], which has
triggered a revolution in DNA labeling since the 1990s [16].

YOYO-1 has been one of the major dyes used for super-resolu-

tion DNA imaging [17-20]. A recent trend in fluorescent
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imaging is the use of super-resolution imaging to resolve fine
structures below the typical diffraction limit of visible light
microscopy at ~250 nm [21]. This is important in visualizing
the conformation of DNA molecules, such as DNA looping by
proteins, a necessary process for gene regulation and expres-
sion [22], characterizing DNA origami [23,24], and imaging
the unpacking of DNA [25]. Two main categories of super-
resolution techniques were developed in the past two decades:
(1) using hardware to beat the diffraction limit, using methods
such as stimulated emission depletion (STED) microscopy
[26,27]; (2) using software to super-localize single molecules
[28-31], such as stochastic optical reconstruction microscopy
(STORM) [32], photo-activated localization microscopy
(PALM) [33], single-molecule high-resolution imaging with
photobleaching (SHRIMP) [34], and point accumulation for
imaging in nanoscale topography (PAINT) [35,36]. The main
principle behind the latter techniques is to take a fluorescent
video of single molecules over time. Each frame of the video is
then processed to determine the center of each fluorescent point
spread function (PSF) by fitting it to, for example, a Gaussian
function (Figure 1). Then all the frames are overlaid to
construct the super-resolved image. The difference between
each technique is how the single molecules are visualized, typi-
cally through blinking, photobleaching, binding activation,
photoswitching, or a combination thereof [34,37,38]. Dye
photobleaching is one of the most utilized methods in PAINT
fluorescently turn-off the dye molecules and is commonly used
in most all types of fluorescent imaging [17,19,20,39,40]. Thus,
carefully tuning the photobleaching rate is an important step for
super-resolution imaging. However, finding suitable photo-
bleaching lifetimes for YOYO-1 in PAINT imaging has not

been reported in the literature.
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In this paper, we study the effect of laser power on both
conventional fluorescent imaging and PAINT imaging of single
DNA molecules using the intercalating dye YOYO-1. YOYO-1
is very dim in aqueous solutions and is bright when intercalated
into the DNA molecule. Thus, stochastic binding and photo-
bleaching of YOYO-1 molecules enable PAINT imaging
(Figure 1). While high laser power is desired for higher resolu-
tion and fast photobleaching of the bound YOYO-1, low laser
power is also desired to reduce photodamage to the immobi-
lized DNA and to the YOYO-1 molecules in the bulk solution
[39,41]. Thus, the effect of laser power is an important parame-
ter to control during imaging to maintain single-molecule fluo-
rescence while also preserving the DNA from photocleavage
(photodamage).

Experimental

Sample preparation

All A-DNA (Thermo Fisher) and YOYO-1 (Invitrogen) solu-
tions were prepared in the buffer of 10 mM HEPES (pH 7.4,
Acros Organics) with 10 mM NaCl (Sigma-Aldrich). All water
used was from a Barnstead E-Pure ultrapure water purification
system with a resistivity of 18 MQ cm™!.

Glass coverslips were first cleaned by sonication in 1% deter-
gent (Liquinox) followed by rinsing with 18 MQ water. Then
the coverslips were immersed in 1:1:5 (v/v/v) of ammonium
hydroxide/hydrogen peroxide/water for 15 min at 60 °C. After-
wards they were rinsed with water and dried with nitrogen. The
coverslips were immersed in a solution of 1 vol % 3-amino-
propyltriethoxysilane (APTES, TCI America) in HPLC grade
acetone (Fisher) at 50 °C for 20 min. Afterwards, they were

washed with ethanol and water and dried under nitrogen.

e
.
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=

Figure 1: Scheme of super-resolution imaging of DNA with PAINT. (a) A scheme depicting the localization of single molecules in each frame.
(b) Scheme of the reconstruction of a super-resolution image on top of a regular fluorescence image from the super-localized molecules in each

frame.
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PDMS blocks were made by thoroughly mixing Sylgard 184
silicone elastomer base (Dow Corning) with the provided curing
agent (10:1 by mass), which was poured into a Petri dish,
vacuum desiccated to remove bubbles, and cured overnight.
After curing, the PDMS blocks were cut into similar sizes as the
coverslips. Syringe tips were inserted through the PDMS block.
These tips were cut and connected to tubes. Microfluidic chan-
nels were constructed by adhering double-sided tape to the
coverslip and the PDMS. A rectangle was cut out of the tape
before adhering to the coverslip to form a channel with dimen-
sions of approximately 2 cm x 2 mm x 30 um (length, width,
height). The height is defined by the thickness of the tape.

Fluorescence imaging

All fluorescence measurements were carried out with a home-
built microscope under total internal reflection fluorescence
(TIRF) mode (Figure 2) equipped with four solid state lasers
(Dragon Lasers, China), two beam expanders and a flat-top
beam shaper (piShaper, AdlOptica GmbH, Germany), in addi-
tion to a Nikon Ti-U inverted microscope with a Nikon 100x
oil-immersed TIRF objective (CFI Apo 100%, NA 1.49, WD
0.12 mm), and an EMCCD camera (Andor iXon Ultra 897).
TIRF fluorescent filter cubes were equipped with a microscope
for each laser source. The blue fluorescent filter cube used in
this study was a model TRF49904 (Chroma) for the 473 nm
laser.

sample

objective

.
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filter cubes flat-top
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Figure 2: Scheme and image of the optical microscope.
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All diffraction-limited experiments were accomplished using
1:10 dye/base pair YOYO-1-stained A-DNA. The YOYO-DNA
was incubated at 50 °C for two hours to achieve homogeneous
staining as described by Carlsson et al. [42]. Approximately
200 puL of the YOYO-DNA solution was injected into the
microfluidic channel using a syringe pump (New Era Pump
Systems Inc., model NE-1000) at 0.40 mL/min. YOYO-DNA
adhered to the surface of the amine-modified glass through
electrostatic attraction between the negatively charged phos-
phate groups in the DNA backbone and the positively charged
amine groups on the surface. The DNA molecules were
stretched by flow through the channel. The channel was then
washed with buffer solution to remove the non-immobilized
YOYO-DNA.

Single DNA intensity measurements

Short videos of single YOYO-DNA molecules (=200 frames)
using 50 ms integration time and an electron-multiplying (EM)
gain of 200 were obtained. To limit the effect of bleaching on
the measurements, the sample was focused under illumination
of a low-power 532 nm laser. Then the 532 nm laser was
blocked and the video started recording in the dark. Then
the 473 nm laser with a measured power was switched on.
A MATLAB code was used to select the area of single
YOYO-DNA molecules. The frame when the DNA first

appeared was designated as time zero.

lens dichroic mirrors mirror

beam shaper
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Bleaching lifetime measurements

Identical experimental conditions were used as described above
except much longer videos were taken (1000-2500 frames) in
order to monitor longer YOYO-1 bleaching. The intensity of
each YOYO-DNA molecule was found in each frame. A
double exponential function was used to fit the decay data using
a home-written MATLAB code.

Super-resolution imaging

The microfluidic channels (described earlier) were washed with
water and then ~0.1 mL of 300 pg/uL A-DNA in the buffer was
flowed through at a rate of 0.4 mL/min followed by 1 mL of
buffer solution to wash away any excess DNA that did not bind
to the surface. YOYO-1 (5 nM) was flowed through the channel
at 0.05 mL/min while recording 5100 frame videos of binding
to DNA under TIRF illumination from the 473 nm laser with an
exposure time of 50 ms and an EM gain of 200. The super-reso-
lution images were constructed using a MATLAB code that has
been previously described [43-45].

Results and Discussion

Conventional DNA immobilization and
imaging

All fluorescence measurements were carried out on a home-
built optical microscope (Figure 2). The power density of the
illumination from the 473 nm laser is calculated from the total
illumination power over the illumination spot area. This calcu-
lation is reasonable because our flat-top beam shaper tunes the
power density within the illumination spot uniformly. Without
the beam shaper, the illumination intensities in the spot are
usually Gaussian distributed. The total power is measured using
a light detector (Op-2-Vis, Coherent) after the laser passes
through a control sample that has no absorbers on it under
epifluorescence mode. The spot size of the 100x (1.49 NA)
objective was determined by bleaching polymer dots (PF-
TC6FQ-Pc) [46] and then viewing the bleached area in the 20x
objective (0.50 NA). The bleaching profile (Supporting Infor-
mation File 1, Figure S1) is uniform in the beam spot indicat-
ing a relatively uniform light distribution of the laser after the
flat-top beam shaper, consistent with a relatively even photo-
count distribution in a typical fluorescent image. Note that the
actual photons emitted from a molecule is a function of the
measured photocounts, the EM gain (fixed at 200x during all
measurements), and the photon collection efficiency of the
optical pathway [47,48]. The number of photocounts is at the
linear response region of the EMCCD under our imaging condi-
tions [48].

We can stretch, immobilize, and image a single DNA using the
established protocol and our fluorescence microscope. Glass

cover slip substrates modified with amino silane are used to

Beilstein J. Nanotechnol. 2017, 8, 2296-2306.

immobilize single DNA molecules (Figure 3). After surface
modification, the water contact angle for the cover slips is
48 + 4° which is consistent with the literature for such surfaces
[49-51]. These modified cover slips are then used to fabricate
flow channels for DNA imaging. YOYO-1 is mixed and incu-
bated for 2 h at 50 °C with a .-DNA solution before immobili-
zation. The DNA solution is then flowed into the channel with a
flow speed (0.4 mL/min) that is capable of stretching the DNA
molecules. The DNA is negatively charged and the surface is
positively charged in the buffer solution. Thus, the electrostatic
interaction between them provides the immobilization force for
the DNA molecules. The stretched DNA molecules are visual-
ized under the microscope showing that sample preparation and
our microscope work performed as expected (Figure 3b).

é\I_HZ NH, NH,*
|\ /S|'\ /S|'\ /s|i\

I
0000000|

Figure 3: (a) Scheme of glass surface modification and DNA immobili-
zation. (b) Fluorescent image of stretched DNA molecules on the sub-
strate that have been labeled with YOYO-1. The inset shows a droplet
of water on the substrate before DNA immobilization, giving a water
contact angle of 48 + 4°.

In order to measure the heterogeneity among DNA molecules,
DNA molecules were immobilized on the substrate at a lower
density than in Figure 3. This lower density allows the DNA
molecules to be separated from each other. They are manually
removed from the fluorescent image using in-house developed
MATLAB code to avoid errors from other events (Figure 4a).
Then the single DNA fluorescence intensity is calculated as the
total photocounts per micrometer (um) length of the A-DNA
molecules (Figure 4b). Only well-separated single DNA mole-
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cules are chosen for the purpose of easy quantification. The
DNA strands are prelabeled with YOYO-1 at a dye-DNA base
pair ratio of 1:10. The average dye concentration in each DNA
is calculated to be =300 dye molecules/um for a given length of
a DNA molecule, assuming 0.34 nm per base pair and that the
DNA is fully stretched.
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Figure 4: (a) A single DNA molecule (top), the mask used (middle),
and overlay (bottom) to select the DNA and filter the other events (the
arrow). (b) The intensity (total photocounts) per micrometer of single
DNA molecules as a function of laser power density. The images are
obtained under TIRF mode but the power densities are measured
under epifluorescence mode. YOYO-1 molecules are premixed with
A-DNA at a dye/base pair ratio of 1:10. The error bars represent the
standard deviation between at least 25 DNA for two samples.

A linear trend is observed which is expected at laser powers low
enough for single photon absorption. The two-photon absorp-
tion probability can be estimated by comparing the number of
photons absorbed by the dye per unit time to the fluorescence
lifetime of the dye. The number of photons absorbed can be
estimated using the following equation [47]: Photon absorption
= oP/Eyp, where o is the absorption cross section, P is the laser
power density and Epy, is the energy of a photon. The photons
absorbed by each YOYO-1 molecule at the highest laser power
studied (62 W ecm™2) is calculated to be 24 photons/ms using the
energy of a photon at 473 nm (4.2 x 10719 J/photon) and calcu-
lating the absorption cross section, 1.64 x 10710 ¢m? that is
calculated from the extinction coefficient, 9.89 x 107 cm? mol™!
(=10° M~! ¢m™!) [11]. Since the fluorescence lifetime of
YOYO-1 in DNA is 2-5 ns [52], that is, much shorter than the
photon flux interval, all laser powers studied in this work
should not be high enough for two-photon absorption to occur.

Beilstein J. Nanotechnol. 2017, 8, 2296—-2306.

Thus, the error in the experiment is due to both inhomogeneous
dye staining and DNA stretching quality (Supporting Informa-
tion File 1, Figure S2).

YOYO-1 photobleaching in a single DNA

Photobleaching lifetimes of the YOYO-DNA were measured
from the video of YOYO-1 labeled and immobilized DNA.
PAINT imaging of DNA requires bleaching of YOYO-1 to
maintain single-molecule fluorescence (the sparsity principle).
YOYO-1 binds very strongly to DNA (K, = 108-10° M~ 1) [12],
and stays in the DNA for a long time. If not bleached, the whole
DNA strand will eventually light up instead of a few isolated
dye molecules per frame. Thus, the bleaching lifetime of
YOYO-1 should be tuned for PAINT. The bleaching lifetime
can be obtained from the fluorescent intensity decay of the mol-
ecules in the video (Figure 5). From the bulk experiments,
YOYO-1 photobleaching kinetics can be fitted with a double-
exponential decay function to represent the photobleaching of
two differently bound YOYO-1 molecules: intercalated and

non-intercalated [40]:
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Figure 5: (a) The time trace of the photocounts per micrometer of a
single DNA strand for power densities of 62 W cm™2 (red), 38 W cm™2
(orange), 23 W cm™2 (green), 10 W cm™2 (blue), and 1.9 W cm™2
(violet). (b) Image of a DNA molecule at different times of the video. All
images have the same color scale. A laser power density of

38 W cm™2 was used.
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The average bleaching lifetime shows an exponential-like decay
with increasing laser power (Table 1, Figure 6). For the two
highest powers, 38 and 62 W cm™2, the fast lifetime is =1 s.
Thus, =3% of molecules are bleached within the first imaging
frame, 50 ms, and ~2/3 are bleached within the first second of
laser exposure.

Table 1: Average fitting constants for the double-exponential bleaching
curves (error bars are shown in Figure 6).

Power density Aj T4 (s) A T (s) R2
(W cm™2)

62 2x10® 068 1.1x108 12 0.97
38 3x108 069 1.7x10% 17 0.98
23 9x105 1.4 5x 105 6.3 0.98
10 7x105 3.7 2x 105 17 0.99
1.9 4x10* 86 5x104 51 0.99
L 12 ) b)
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Figure 6: (a) The fast component of the bleaching lifetime for
YOYO-DNA as a function of power density. (b) The slow component
of the bleaching lifetime for YOYO-DNA as a function of power densi-
ty. The error bars represent the standard deviation between at least
20 DNA for two samples.

Super-resolution imaging

A super-resolution image of DNA molecules is obtained from
analyzing each video when non-labeled DNA is immobilized
and YOYO-1 (5 nM) is flowed in for in situ labeling. The theo-
retical resolution of a PAINT image is dependent on the photo-
counts per molecule during the imaging period. The theoretical
square uncertainty of a super-resolved dye location using
Gaussian fitting of the point spread function of a dye can be
calculated with the Thompson equation [28,53]:

2 2 4,2
<(Ax)2>=s +a“ /12 8ns'b @

+ )
N a*N?

where s is the standard deviation of the point spread function, a
is the size of a pixel, N is the number of photons collected, and

b is the background noise.
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The resolution of the experimental measurements (PAINT) is
consistent with the theoretical prediction. Figure 7 shows the
regular fluorescent image (Figure 7a) and the super-resolved
image (Figure 7b) of YOYO-DNA at a power density of
23 W cm™ 2. In Figure 7, on average, s = 112 nm, a = 72 nm,
and b = 120 counts. The total photocounts of a dye can be
calculated by integrating the fitted volume under each point
spread function (PSF) N = 2r ApgF oy G, where ApsF is the PSF
peak intensity in photocounts, and o, and o), are the fitted
Gaussian standard deviation in pixel units (Supporting Informa-
tion File 1, Figure S3). In Figure 7, Apgr = 420 counts, and 6, =
o, = 1.5 pixels, so N = 6000 counts. This value is consistent
with the sum of the photocounts of all pixels in a measured
PSF, which is proportional to the actual photon emission at the
linear detector response region [47,48]. Thus, the theoretical
uncertainty is =17 nm. The full width at half maximum
(FWHM) will be =40 nm if multiple events of each dye are
represented in a Gaussian distribution. This value is consistent
with our experimental measurement of =50 nm shown in
Figure 7b. The resolution of a regular fluorescent image is
~300 nm corresponding to the FWHM of the PSF of a single
dye. Thus, when two DNA are close, conventional fluorescent
imaging cannot resolve them. The super-resolved image has
~50 nm resolution and can resolve DNA molecules greater than
this separation. The contrast of the super-resolution image is
also better than the regular fluorescent image because some
background has been filtered out and the weight of the very
bright dye molecules has been reduced. Figure 7c shows a
single frame from the 5000-frame video involved in generating
Figure 7b. The frames contain two signals, background and
single-molecule fluorescent emission. The background is repre-
sented by a Gaussian distribution whose center is set to zero
photocounts. The fluorescent molecules are identified when its
maximum has intensity larger than three times the standard de-
viation of the background distribution. Because the background
varies over frames and regions on the images, a local back-
ground method is used instead of the global background [45].
The distributions of the background and the PSF maximum are
shown in Figure 7d, where the average PSF maximum is
~3.5 times the standard deviation of the overall background dis-
tribution. Several bright spots of fluorescent dye molecules
(events) are identified on the frame in Figure 7c. They are sepa-
rated into two groups, a group that is consistent with the single-
molecule PSF (circles) and the other group (arrows) that is not
because of irregular shapes and/or too large sizes. The former
locations are stored and the latter locations are filtered out. The
PSF peak intensities of single YOYO-1 dyes are shown in
Figure 7d. They are calculated from the center of the peak in-
tensity histograms of single YOYO-1 molecules (Supporting
Information File 1, Figure S3). The graph is roughly linear
which is expected at this range of power densities.
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Figure 7: (a) Fluorescence images of regular and (b) super-resolved YOYO-DNA (inset shows a line profile across two nearby DNA molecules).
Laser power density 23 W cm™2. (c) A single frame of the video of fluorescent images. The circles are events chosen and the arrows are events
discarded in generating the image in (b). (d) PSF peak intensity as a function of laser power density (inset shows histograms of the background and
PSF peak intensities, see Supporting Information File 1, Figure S4 for larger images). The error bars represent the standard deviation of the photo-

counts of YOYO-1 molecules for three samples.

Resolving DNA strands with PAINT requires an optimal power
density to view single dye molecules throughout the video
(Figure 7c, Figure 8). During a PAINT image acquisition,
YOYO-1 molecules continuously bind to the DNA and eventu-
ally fill the whole DNA strand. At a certain laser power photo-
bleaching prevents the YOYO-1 from being observed and
establishes an equilibrium for single-molecule imaging.
Figure 8a,b shows selected frames from two example videos of
YOYO-1 binding to non-labeled DNA molecules. At a low
power density, 1.9 W cm™2, almost the entire strand is visible at
~35 s (Figure 8a). This limits PAINT from identifying single
dyes (against the sparsity principle). Thus, the useful time range
for PAINT is the first 15 s of data acquisition even though the
equilibrium between the binding and the bleaching is reached at
a time after 100 s (Figure 8d). This short time is not enough to
generate a complete super-resolution image of the DNA stands
(Figure 8c). At a higher laser power density, 38 W cm™2,
YOYO-1 molecules continuously bind at the same rate but are
bleached at a higher rate (Figure 6). Thus, the equilibrium is

reached faster at =20 s (Figure 8e). Because single-molecule
separation is still clearly seen at equilibrium (Figure 8b), the
whole video can be used to generate the PAINT image
(Figure 8c) and the video can run even longer until the DNA is
saturated with YOYO-1.

The theoretical YOYO-1 binding rate can be estimated with
Einstein’s Brownian motion and Fick’s second law: the
YOYO-1 molecules diffuse in the solution where the location
probability is a Gaussian distribution after an evolution time A¢
(Figure 9),

1
(4nDAt)

—22/4DAt

p(z,At)= T R

3)

where p(z, Af) is the probability distribution of a diffuser in the
solution at time Az over one dimension z, and D is the diffusion

constant. The integration of the error function of this distribu-

2302



b) 38 W cm-2

Beilstein J. Nanotechnol. 2017, 8, 2296—-2306.

- 4 -
o exm T T 04 —_—
Ela g 0.6} " i
T —| T3 »  F !
< 4f 1 < I
£ £ € 0.4l { .
2 1 22f &
(7} 0 - B b
- L o - E
: 1 sl '
| 1.9 W cm?2 1 8 38 W cm2 18 | ]
) 50 0
i 00 100 200 é 0 50 100 150 0 20 40 60
Time (s) Time (s) Power density (mW cm-2)

Figure 8: Single-frame images of a single DNA molecule at (a) 1.9 W cm™2 and (b) 38 W cm™2 power densities (time shown is in unit of seconds) and

(c) corresponding PAINT images. Red circles show events selected and arrows show the events discarded by the code and bleached later. All scale
bars are 5 pym. (d, e) Normalized total photocounts of 1 um of DNA in each frame at 1.9 W cm™2 and 38 W cm™2 power densities, respectively. The
red double arrows indicate where equilibrium is maintained. (f) The average number of dye molecules selected in the frames during the PAINT analy-
sis. The error bars represent the standard deviation between =20 DNA for two samples.

tion over all molecules in the solution represents the hitting rate
(HR) of the molecules to a substrate (Figure 9):

2
—X
1 em dx = aC\/ DAt . (4)
2

NAnDAt

HR:jgodzxaxC _[:O

where a is the surface area, C is the concentration, and At is the
evolution time (frame time here). The diffusion constant can be
estimated using the Stokes—Einstein equation assuming no fre-

quency dependence at our measuring window:

kT

., 3

M 5

6mn 3M,, (5)
4nNp

D=

where £ is the Boltzmann constant, T is the temperature, 1 is the
solution viscosity, M,, is the solute’s molecular weight, N is
Avogadro’s number, and p is the solute solid density. The
molecular weight of YOYO-1 is 1271 g mol™, its density can
be estimated to be 0.8 g cm™3, and the viscosity of water is
8.9 x 107 Pa s. At room temperature, the diffusion constant of
YOYO-1 in water is 2.9 x 10719 m2 571, The area of 1 pm of

double-stranded DNA is =2 x 10713 m?. The YOYO-1 concen-
tration is 5 nM, and the frame time is 50 ms. Thus, every frame
has 0.02 YOYO-1 molecules that hit every 1 pm length of a
DNA molecule (0.4 s™1). This value is consistent with our mea-
surement (Figure 8c). The slope of the 1.9 W ¢cm™2 curve at the
first 10 s is =600 counts/s when photobleaching is insignificant.
The PSF peak intensity at this laser power is =100 counts,
representing a total photocount per molecule of *1400. Thus, an

At time = At

Figure 9: Scheme of molecular diffusion in the solution.
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increase of ~0.4 molecules per second is observed in this in-
creasing part of the 1.9 W cm™2 slope which is consistent with
the theoretical calculation. Note that this is only tested at the
fixed flow rate and frame rate. This agreement suggests that
under this condition, the electrostatic interaction between
YOYO-1 and DNA does not provide an effective area for the
YOYO-1 to bind that is larger than its physical size. This is rea-
sonable because the Debye length of our buffer solution is
~2 nm, while YOYO-1 molecules are separated from each other
by =700 nm (5 nM), where the long range interaction is negli-
gible. It also indicates an efficient binding of YOYO-1 onto
DNA that is consistent with the large binding constant
measured in ensemble (i.e., every YOYO-1 molecule inter-
acting with DNA gets caught).

The competition between binding and bleaching regulates the
number of useful video frames for PAINT imaging. Figure 8f
shows the average dyes selected by PAINT in the frames at dif-
ferent power densities. The average useful dye molecules
increase with increasing power density. A preliminary analysis
shows that the balance between binding and bleaching is
reached around a power density of 23 W cm 2. Below this
power density, the bleaching is too slow to remove adjacent
dyes, and above this power density, bleaching is fast enough to
satisfy single-molecule imaging. At 23 W ecm ™2, ~0.35 dye mol-
ecules are observed per 1 pm length of DNA per frame (one dye
molecule every =3 pm of DNA). Less than 10 dye molecules
(=3/0.3) can be filled in this length on average to maintain the
single-molecule separation (PSF overlap avoided), where
0.3 um is the FWHM of the PSF. Assuming a new dye mole-
cule arrives randomly to an area with one existing dye mole-
cule, there is a 3/10 probability that a new one will hit the area
on top or nearby this existing dye molecule. Roughly three dye
molecule hitting cycles are left, which takes =3/0.02 = 150
frames to reach without photobleaching, where 0.02 dye mole-
cules per frame per 1 pm length of DNA is the average binding
rate we have measured. Thus, the existing dye molecule must be
bleached within =150 x 0.05 s = 4.5 s. This value is consistent
with the average photobleaching lifetime measured at this
power density, that is =3 s (Table 1). The same calculations for
lower power density yield a required photobleaching lifetime
that is shorter than that measured, thus only the beginning of the
videos are useful. However, for higher power densities, the
measured bleaching lifetimes meet the requirement. This is con-
firmed by the visual analysis of single frames at the equilib-
rium stage (Figure 8a,b).

Thus, the required power density is predictable. In order to
obtain the whole DNA image at a resolution of 50 nm, =20 total
dye molecules per micrometer of DNA are required, which
requires 20/0.02 = 1000 frames or 50 s for the YOYO-1 mole-
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cules to diffuse to the DNA under the current YOYO-1 concen-
tration (5 nM). If 10 s is desired to image the whole DNA, a
25 nM YOYO-1 concentration should be used instead. Under
this concentration, YOYO-1 binds to DNA at an average of 0.1
per frame per 1 pm length of DNA, which requires a photo-
bleaching lifetime of each YOYO-1 molecule to be =30 x 0.05 s
= 1.5 s in order to resolve single YOYO-1 molecules at the
frame time of 50 ms per frame. This YOYO-1 photobleaching
lifetime requires ~50 W/cm? laser power density under our ex-
perimental conditions (Figure 6). Lower laser power densities
can be used with the help of data analysis methods that tolerate
a higher active-dye density and slight overlap of the PSFs, such
as SHRIMP [34,54], Bayesian analysis of the blinking and
bleaching (3B) [37,55], compressed sensing [56], and super-
resolution optical fluctuation imaging (SOFI) [57,58], or
methods that provide higher time resolution such as supertem-
poral-resolved microscopy (STReM) [59].

Conclusion

We have measured the single-molecule photobleaching life-
times of YOYO-1 dye in DNA at different excitation laser
power densities. We have also established a correlation be-
tween the photobleaching lifetimes with the quality of the
super-resolution PAINT images. Under PAINT conditions, the
dye molecules in the solution continuously bind to the target
surfaces and are photobleached by the excitation laser. In order
to maintain single-molecule resolution (the sparsity principle),
they have to be photobleached fast enough, using a power den-
sity as low as possible to avoid photodamage to the samples. In
this work, we are able to screen a set of power densities to find
this optimal value of the power density and a generalized

method is provided to estimate it theoretically.

Supporting Information

Additional experimental information.
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Laser spot size, DNA length, PSF, and photocount
histograms.
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Abstract

Integration of surface-anchored metal-organic frameworks (surMOFs) within hierarchical architectures is necessary for potential
sensing, electronic, optical, or separation applications. It is important to understand the fundamentals of film formation for these
surMOFs in order to develop strategies for their incorporation with nanoscale control over lateral and vertical dimensions. This
research identified processing parameters to control the film morphology for surMOFs of HKUST-1 fabricated by codeposition and
seeded deposition. Time and temperature were investigated to observe film formation, to control film thickness, and to tune mor-
phology. Film thickness was investigated by ellipsometry, while film structure and film roughness were characterized by atomic
force microscopy. Films formed via codeposition resulted in nanocrystallites anchored to the gold substrate. A dynamic process at
the interface was observed with a low density of large particulates (above 100 nm) initially forming on the substrate; and over time
these particulates were slowly replaced by the prevalence of smaller crystallites (ca. 10 nm) covering the substrate at a high density.
Elevated temperature was found to expedite the growth process to obtain the full range of surface morphologies with reasonable
processing times. Seed crystals formed by the codeposition method were stable and nucleated growth throughout a subsequent
layer-by-layer deposition process. These seed crystals templated the final film structure and tailor the features in lateral and vertical
directions. Using codeposition and seeded growth, different surface morphologies with controllable nanoscale dimensions can be

designed and fabricated for integration of MOF systems directly into device architectures and sensor platforms.

Introduction
Metal-organic frameworks (MOFs), composed of both metal = metal-organic frameworks (surMOFs), into a wide variety of

ions and organic ligands, represent a class of extremely porous, technologies from sensing to low-k dielectric applications [1-9].

crystalline materials with high surface area. Research has inves-

tigated their integration as thin films, namely surface-anchored

Different morphologies and a range of film thicknesses (10 nm

to 100 pm) are required depending on the desired application.
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For example, rough surfaces present a higher surface area for
analytes to access the internal porous networks; and conformal,
continuous surfaces are necessary for the incorporation of the
MOF within the multilayer stacks commonly implemented for
device architectures. Additionally, thin nanoscale films are
necessary for the incorporation of surMOFs as dielectric layers
and thick microscale films are advantageous for applications in
which the MOF pores are utilized for analyte storage.

Layer-by-layer (LBL) solution-phase deposition has been
studied for the HKUST-1 system, which consists of Cu(II) ions
and trimesic acid (TMA) [10], deposited onto a self-assembled
monolayer (SAM) on Au substrates [11-14]. The growth mech-
anism for HKUST-1 surMOF films fabricated by LBL deposi-
tion was found to be Volmer—Weber, with small crystallites
nucleating and ripening on the substrate upon continued deposi-
tion cycles, as opposed to a van der Merwe growth mechanism
that produces a conformal film [11,12]. For surMOF film
growth via LBL deposition, it was found that temperature and
surface chemistry (terminal functional group of SAM) control
the crystal face growth of the crystallites on the substrate
[11,12,15-17]. This provides some degree of control over
roughness, particle size, surface coverage, and film thickness. In
juxtaposition to the LBL method that generated films and crys-
tallites in the sub-100 nm regime, MOF film deposition from
mother liquor solutions, which are used to solvothermally
produce powders, yield films that have thickness, roughness,
and grain sizes on the microscale [2,18,19].

To fabricate the MOF for integration, methods such as micro-
contact printing and nanografting have been utilized to create
chemical patterns onto which the surMOF is selectively grown
[20,21]. Confined geometries have been utilized in conjunction
with conventional and nonconventional lithography techniques
to trap the precursor solution for subsequent solvent evapora-
tion to produce isolated MOF crystallites in predetermined posi-
tions [22-24]. Microfluidics and ink-jet printing work in similar
manners, delivering the solution according to a predefined
design for subsequent MOF crystal formation [25,26]. Process-
ing conditions have been optimized for some specific MOF
systems to utilize conventional lithography for patterning of the
film [8,27,28]. While these methods offer means to control the
spatial location of the MOF for integration, they typically do
not present processing parameters to control the morphology of
the MOF with regards to nanoscale features such as thickness,

roughness, and grain size.

Herein, means for fabricating surMOFs of HKUST-1 via code-
position and seeded growth have been investigated to gain
further control over the morphology of these thin films. By
varying temperature, time, and deposition method, the goal was
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to develop and expand design rules to tailor surMOFs with
desired thickness, roughness, and grain size. In order to under-
stand the growth mechanism and identify key variables, atomic
force microscopy (AFM) and ellipsometry were used to charac-
terize samples, investigating surface morphology, surface
roughness, and film thickness.

Results and Discussion

For this study of codeposition and seeded surMOF film growth,
the MOF was anchored to the substrate by a SAM of
16-mercaptohexadecanoic acid (MHDA), which was formed on
a thermally deposited gold film on a silicon wafer. To form the
HKUST-1 surMOF, this substrate was then immersed in a code-
position solution containing both the inorganic (Cu(Il) ions) and
organic (trimesic acid) components in dimethyl sulfoxide
(DMSO). Deposition time and temperature were studied to
understand the surMOF formation. Means for seeding surMOF
growth were investigated by combining codeposition and LBL
deposition.

Time study at room temperature (25 °C)

The effect of codeposition time on film thickness was investi-
gated by ellipsometry. Initially, it was hypothesized that this
would be a means to control film thickness with potentially
thicker films forming after prolonged exposure. The ellipso-
metric data (Table 1) shows that while the film thickness in-
creased from 0.5 to 1.5 h by almost a factor of two, the film
thickness decreased after 5 h and 24 h of deposition and in-
creased after 48 h of deposition. A linear increase in film thick-
ness as a function of time was not observed in contrast to LBL
deposition in which film thickness increased as a function of
deposition cycles [11]. The film thickness decreases measured
for the samples after 5 and 24 h of deposition suggested that the
crystallites were not stable after initial formation when the sam-
ple was maintained in the DMSO codeposition solution. How-
ever, the film thickness increase observed for the 48 h sample
may suggest that film growth reoccurred after dissolution of the
initial crystallites. This revealed a dynamic process at the inter-
face that affected the amount of MOF anchored to the substrate.
Ellipsometry, with its laser beam spot size of ca. 1 mm, allowed
for fast and efficient sampling across the entire substrate. In
contrast to AFM with sampled region sizes on the micro- and
nanoscale, ellipsometry provided a more global overview of the
film than the local sampling of the AFM. AFM has been inte-
gral to mapping out the nanoscale morphology of surMOF thin
films as well as identifying features formed on the surface of
MOF crystals [11,12,29-32].

AFM was employed to investigate how the morphology of the

film changed as a function of the deposition time. Representa-

tive images for the different time points at room temperature are
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Table 1: Average film thickness and roughness values along with stan-
dard deviations observed for specified codeposition conditions.

temperature time thickness roughness

°C) (h) (nm) (nm)

25 0.5 4.08 +0.45 11.8+22
1.5 76+13 19.3+5.6
5 48+1.5 14.9+2.0
24 3.08 £0.79 156+2.6
48 6.22 +0.88 45+23

35 1.5 5914 10.7£3.0
5 123+1.2 21.3+6.5

50 1.5 5914 11.8+4.7
5 55+1.0 6.3+1.3

75 1.5 114+24 10.0£4.0
5 46+24 5720

shown in Figure 1 with the average film roughness (Rq) given
in Table 1. Between the time points of 0.5 and 1.5 h
(Figure 1a,b), the feature size of the crystallites and the average
film roughness increased (from 11.8 £2.2 nm to 19.3 + 5.6 nm)
corresponding with increased surface coverage that reflected the
ellipsometrically observed film thickness increase. When the
deposition time was increased to 5 and 24 h (Figure 1c,d), fewer
large particles were observed and the average observed film
roughness decreased slightly (from 19.3 + 5.6 nm after 1.5 h to
14.9 £ 2.0 nm and 15.6 + 2.6 nm after 5 and 24 h, respectively).
This corresponded to the decreased average film thickness ob-
served by ellipsometry (from 7.6 £ 1.3 nm after 1.5 h to
4.8+ 1.5 nm and 3.08 = 0.79 nm after 5 and 24 h, respectively).
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In addition at these time points (5 and 24 h), the presence of
smaller particles between the larger particles became prevalent,
as is shown in the higher magnification images (Figure 1h,i).
After 48 h of deposition (Figure le,j), the film had a very high
coverage of small (predominantly sub-10 nm height) crystal-
lites (most clearly seen in Figure 1j) consistent with the de-
crease in film roughness to a third (from 15.6 + 2.6 nm after
24 h to 4.5 £ 2.3 nm after 48 h). The film thickness after
48 h (6.22 + 0.88 nm) increased above the 24 h sample
(3.08 £ 0.79 nm) and was within error the same as the 1.5 h
(7.6 + 1.3 nm) and 5 h (4.8 + 1.5 nm) samples. The similarity of
the ellipsometric film thicknesses with significantly different
feature sizes (quantitatively shown as a three- and four-fold
difference in film roughness) suggested that while deposition
time could not control film thickness, it could tune film mor-

phology.

Time and temperature study

In addition to codeposition at 25 °C, three addition tempera-
tures were investigated (35 °C, 50 °C, 75 °C) at time points of
1.5 and 5 h. These two time points were selected for this inves-
tigation because they were distinctly different from one another
in the 25 °C samples. The 1.5 h sample at 25 °C had the highest
thickness and roughness values. The 25 °C sample submerged
for 5 h had a marked decrease in thickness and was the initial
time point at which the proliferation of small particles was ob-
served. In addition, durations of 1.5 and 5 h were reasonable
time lengths for chemical processing. It was postulated that an
increase in temperature could increase film thickness or accel-
erate the dynamic process observed at room temperature.

48 hours

24 hours (e)

50 nm

Y 20 nm

Figure 1: Representative AFM images of HKUST-1 surMOFs fabricated via codeposition at 25 °C on SAM-coated Au surfaces. Samples were syn-
thesized over varied lengths of time (as indicated above each column of images). Shown in (a—e) are 5 ym x 5 ym images set to the same z-scale
(50 nm) and shown in (f—j) are 500 nm x 500 nm images set to the same lower z-scale (20 nm) to visually render the smallest particles on the sub-
strate. The higher magnification images were taken in regions between the largest MOF crystallites and selected specifically to characterize the
smallest crystallites nucleated on the surface. Note the gold grain structure in the background of these higher resolution images.
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Deposition at higher temperatures did indeed produce thicker
films than were observed for the different time conditions in-
vestigated at room temperature. For the 1.5 h time point, ellip-
sometry showed that the thickest film (11.4 + 2.4 nm) occurred
at the highest temperature (75 °C). At the lower temperatures
for the 1.5 h duration, lower film thicknesses consistent within
error were found (7.6 £ 1.3 nm, 5.9 £ 1.4 nm, and
5.9 £ 1.4 nm). In contrast for the 5 h time point, the thickest
film (12.3 + 1.2 nm) was found for the film fabricated at 35 °C.
The other films were found to have thicknesses again consis-
tent within error (4.8 + 1.5 nm, 5.5 £ 1.0 nm, and 4.6 £+ 2.4 nm).

To explore how the morphology of these films was affected by
deposition at higher temperatures, AFM images were collected
(Figure 2). The 35 °C and 50 °C samples after 1.5 h were indis-
tinguishable regarding film thickness and roughness. The AFM
images (Figure 2b,c) show similar morphologies composed of
large particles with small particles being observable. Note that
these small particles were absent at 25 °C (Figure 2a). After 5 h
at 35 and 50 °C, these samples that were quite similar became
distinctly different. This is especially apparent in the AFM
images (Figure 2f,g), as well as in the average film thickness
that doubled for the 35 °C sample (from 5.9 + 1.4 nm to
12.3 £ 1.2 nm) and remained unchanged for the 50 °C sample
(at 5.9 + 1.4 nm and 5.5 = 1.0 nm). These 35 °C and 50 °C sam-
ples after 5 h of deposition had distinct morphologies and
roughnesses that mirrored samples deposited at 25 °C for 24
and 48 h, respectively. This suggested that the same dynamic
process was occurring. However, it was accelerated by the
elevated temperatures. Further support for this was seen in

1.5 hours

5 hours
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comparing the 50 °C and 75 °C sample after 1.5 h of deposition.
A higher coverage of particles is apparent in the AFM image of
the 75 °C sample (Figure 2d), which reflected the observation
that the film thickness for the 75 °C sample was double that of
the 50 °C sample. This also paralleled the doubling of film
thickness observed at room temperature for the 48 h sample
relative to the 24 h sample.

For the implementation of surMOFs into most potential applica-
tions, it is necessary for the films to be continuous across the
substrate and have controllable thicknesses. Preliminary investi-
gations found that at lower concentrations of the codeposition
solution, less material was anchored to the substrate. It would
follow that at higher concentration, one could increase the film
thickness. However, the solubility of the reagents within the
solution was prohibitive to investigating higher concentration.
Additionally, preliminary work found that significant film for-
mation neither occurred when copper acetate was used as the
metal ion source, nor when ethanol was used as the solvent.
Furthermore, initial experiments showed that the codeposition
solution with dimethylformamide as the solvent resulted in a
similar dynamic surface process. However, the initial large par-
ticles that occurred were smaller relative to those observed
using DMSO at the early time points. Future experiments may
investigate the effect of altering the ratio of the metal ion and
organic component.

Seeded growth
Film morphology could be tailored by codeposition utilizing
time and temperature as variables to tune the structure.

() 50 °C

50 nm

2 um

Figure 2: Representative AFM images (5 pm x 5 pm) of HKUST-1 surMOFs fabricated via codeposition at different temperatures (as indicated above
each column of images) on SAM-coated Au surfaces. Samples were exposed for different durations; either 1.5 h (a—d) or 5 h (e—h). All images were

set to the same z-scale (50 nm) for visual comparison.
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While an increased film thickness was found at elevated
temperatures, the upper bound of film thicknesses for codeposi-
tion seems limited (Table 1) and did not result in a continuous
film across the substrate. It was hypothesized that the film
thickness could be increased by LBL deposition on top of sam-
ples with foundational surMOF crystallites formed by codeposi-
tion.

To investigate whether the underlying morphology of the code-
posited seed layer crystallites could be maintained throughout
the LBL deposition process, codeposited samples with unique
surface morphologies were identified. The room-temperature
study (25 °C) investigated samples exposed to the codeposition
solution for different durations and revealed that distinct mor-
phologies could be controlled by tuning exposure times. The
1.5 h and 48 h samples had similar thicknesses (7.6 = 1.3 nm
and 6.22 + 0.88 nm), but very different morphologies. Qualita-
tively, the morphology of the 1.5 h sample had lower surface
coverage with larger particles relative to the 48 h sample. Quan-
titative analysis of AFM images showed that the roughness of
the 1.5 h sample was four times that of the 48 h sample. While
this type of control of surface morphology has potential, the
time requirements for the smooth film could be prohibitive. The
temperature study confirmed that the same dynamic process re-
sulting in distinct morphologies at room temperature could be
accelerated by elevating the temperature. That is, the morpholo-
gy, roughness, and thickness found after 48 h for the 25 °C
sample could be achieved more readily after 5 h at 50 °C. (For
comparison, a representative AFM 500 nm x 500 nm image of
the sample codeposited for 5 h at 50 °C can be found in Sup-
porting Information File 1.)

To potentially template film morphologies, samples seeded with
unique surface morphologies were fabricated by codeposition
for 1.5 h at 25 °C and 5 h at 50 °C (Figure 3a,b). These two
conditions produced films with similar thicknesses, yet with dif-
ferent morphologies that were shown quantitatively to have had
roughnesses of 19.3 £ 5.6 nm and 6.3 + 1.3 nm at 25 °C and
50 °C, respectively. These films were then taken in parallel
through four LBL deposition cycles. The film thickness in both
of these cases increased by ca. 7 nm, which was consistent with
four cycles of deposition on a MHDA SAM-coated substrate
[11]. After this LBL process, surface morphologies were
consistent with that of the underlying seed crystallites
(Figure 3c,d). These two films fabricated by LBL deposition on
top of films seeded by codeposition had similar average
film thicknesses (14 nm). However, they had significantly dif-
ferent average film roughnesses with 32.8 + 14.2 nm and
12.8 = 5.7 nm observed for the films deposited on the substrate
seeded by using codeposition for 1.5 h at 25 °C and for 5 h at
50 °C, respectively.
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(a) R:18.9nm, T:7.6nm (b) R:6.9nm, T:5.5nm

Codep

(d)| R:8.1nm T:14.3nm

ETS

R

Codep +LBL

2 um

Figure 3: Representative AFM images (5 pm x 5 pm) of HKUST-1
surMOFs fabricated via codeposition (codep) at 25 °C for 1.5 h (a) and
50 °C for 5 h (b) on SAM-coated Au surfaces. Additional layers of
HKUST-1 were added to these codeposited samples via layer-by-layer
(LBL) deposition. The subsequent surface morphology was imaged
(c,d) and the previous surface morphology was maintained. Data
regarding the roughness (R) for the image shown here and average
film thickness (T), as measured by ellipsometry, are provided above
the images for comparison. All images were set to the same z-scale
(50 nm).

This research shows that LBL deposition on substrates seeded
with crystallites formed by codeposition could result in thicker
films and maintain tailored morphologies. This control over
film thickness and morphology is important for the integration
of MOFs into a range of thin film architectures. In contrast to
the successful seeding via codeposited crystals for subsequent
LBL deposition, initial attempts to use surMOF films formed by
LBL as seed crystallites for codeposition were unsuccessful. In
this case, neither increased film thicknesses nor preservation of
the initial film morphology was observed.

Associated with the studies herein, dropcasting on substrates
seeded by codeposition or LBL deposition was investigated.
Dropcasting a solution (containing the inorganic and organic
components of the MOF) onto a substrate followed by heating
to eliminate the solvent and crystallize the film is a common
method for the formation of continuous, albeit thick, MOF
films. To form continuous films across a substrate, high solu-
tion concentrations are required and these result in thicknesses
commonly on the micrometer-scale. Preliminary investigations
using seeded surMOF films formed by codeposition or LBL
were effective for fabricating conformal, continuous, and
thinner films from more dilute dropcast solutions. Future

research will further optimize this process by controlling solu-
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tion concentration, temperature, and atmospheric conditions to

permit the formation of sub-micrometer, conformal films.

Conclusion

Films formed by codeposition were similar to those formed by
LBL in that they were composed of nanocrystallites and were
not conformal films produced by a van der Merwe growth
mechanism. However, the Volmer—Weber growth mechanism
(with crystallite nucleation and ripening) that was observed for
the LBL deposition was not observed in the same manner for
the codeposition. Throughout the codeposition procedure, a
dynamic process was observed at the substrate interface. Large
particles initially formed on the substrate, followed by the in-
creased prevalence of smaller crystallites alongside the disap-
pearance of the larger particles, and finally the substrate be-
came covered with a high density of small (ca. 10 nm) crystal-
lites. Altering deposition time and temperature was found to
control size and density of the particles on the surface, resulting
in films with distinctly different morphologies and surface
roughnesses. Elevated temperatures were found to expedite the
film formation, thus obtaining the full range of surface mor-
phologies within reasonable time frames. Initial morphological
properties of the codeposited films were conserved when per-
forming the LBL deposition process on substrates that were
seeded under two different codeposition conditions.

Experimental

Materials

Trimesic acid (TMA, 95%), dimethyl sulfoxide (DMSO,
Aldrich, spectrophotometric grade), and 16-mercaptohexade-
canoic acid (MHDA, 90%) were obtained from Aldrich (St.
Louis, MO, USA). The DMSO was purged with nitrogen and
passed through columns of molecular sieves. Copper(Il) nitrate
hemi(pentahydrate) (ACS grade) and copper(II) acetate mono-
hydrate were received from Fisher Scientific (Fair Lawn, NJ,
USA). Absolute, anhydrous ethyl alcohol (200 proof, ACS/USP
grade) was attained from Pharmco-Aaper (Shelbyville, KY,
USA). All chemicals were used as received, unless otherwise
noted. Gold substrates were obtained from Platypus Technolo-
gies (New Orleans, LA) in the form of silicon wafers with a
5 nm titanium adhesion layer and 100 nm of gold.

Methods

Substrate Preparation: HKUST-1 surMOF films were fabri-
cated by the codeposition of TMA and copper ions onto a gold
substrate previously functionalized by a self-assembled mono-
layer (SAM) that consisted of MHDA. The gold substrate was
first fully immersed in approximately 10 mL of a 1 mM MHDA
ethanol solution for 1 h, which formed the foundational anchor
for the framework. Once removed from solution, the sample

was rinsed thoroughly with ethanol and dried with nitrogen gas.
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Codeposition SurMOF formation: The codeposition solution
was prepared, consisting of 0.53 M copper nitrate and 0.27 M
TMA in DMSO. This concentration was half of the typical solu-
tion from which MOF powders were crystallized [10,22]. The
codeposition solution was sonicated and stirred for 5 min, after
which approximately 10 mL were used to submerge the sub-
strate. Following submersion, a hotplate was used to achieve
and maintain temperatures above 25 °C for the duration of the
deposition process. The sample was then removed from solu-
tion, rinsed with ethanol, dried with nitrogen, and stored in a
dry box.

Layer-by-Layer SurMOF formation: The LBL deposition of
surMOF on a gold substrate functionalized by a SAM was fabri-
cated according to the literature by alternating, solution-phase
deposition [11]. This process was automated by a Midas III
automated slide stainer. For all experiments herein, solutions
were held at room temperature.

Characterization

All samples were characterized by atomic force microscopy
(Figures 1-3) and ellipsometry (Table 1). In addition, character-
ization by infrared spectroscopy was conducted to confirm com-
position, and representative data is presented in Supporting
Information File 1 (Figure S2) [13,14].

Atomic force microscopy: Multiple images (512 x 512 pixels)
were obtained for each sample at 5 pm X 5 pm and 500 nm X
500 nm and used a Dimension Icon atomic force microscope
(Bruker, Santa Barbara, CA, USA), which was operated in peak
force tapping mode. Etched silicon tips, SCANASYST-AIR
(Bruker, Santa Barbara, CA, USA), with a spring constant range
of 0.2-0.8 N/m and a resonant frequency range of 45-95 kHz
were used. Scan parameters were as follows: 1 Hz scan rate,
12 pm z-range, 250 mV amplitude set point, and 100 mV drive
amplitude. AFM data presented herein are representative of the
compilations of data specific to each sample set.

Image analysis: Image analysis was routinely carried out using
the Nanoscope Analysis software (Bruker, Santa Barbara, CA,
USA). This program was used to appropriately flatten and scale
the image. The geometric average surface roughness, Rq, was
calculated for each image. The reported roughness values and
standard deviations herein (Table 1) reflect the average Rq from

a minimum of three images taken per sample at 5 um X 5 um.

Ellipsometry: To investigate film growth, film thickness was
characterized by using a variable-angle discrete wavelength
ellipsometer (PHE-101 VADE, Angstrom Advanced, Braintree,
MA). Note that the film thickness determined by ellipsometry is
an average of the thickness of particulates within the samples
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region of the 1 mm laser spot size. The use of proximal probes
in addition to optical methods to characterize these types of
films has been highlighted previously in the literature [11]. Data
were acquired for each sample and collected from a minimum
of five areas at a wavelength of 632.8 nm and fixed angle of
70°. The PHE-101 analysis software used the following refrac-
tive index values to calculate film thickness for the gold sub-
strate: ng = 0.148 and kg = 3.594 and for the organic thin film:
ng=1.5 and k¢ = 0. The average film thickness and standard de-
viations are reported in Table 1.

Supporting Information

Supporting Information features a representative image
data set (500 nm x 500 nm) for the samples codeposited for
5hat 50 °C and for 5 h at 75 °C, as well as representative
IR spectra for samples produced by codeposition and
seeded growth.

Supporting Information File 1

Additional experimental data.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-8-230-S1.pdf]
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Abstract

The development of methods to produce nanoscale features with tailored chemical functionalities is fundamental for applications
such as nanoelectronics and sensor fabrication. The molecular-ruler process shows great utility for this purpose as it combines top-
down lithography for the creation of complex architectures over large areas in conjunction with molecular self-assembly, which
enables precise control over the physical and chemical properties of small local features. The molecular-ruler process, which most
commonly uses mercaptoalkanoic acids and metal ions to generate metal-ligated multilayers, can be employed to produce regis-
tered nanogaps between metal features. Expansion of this methodology to include molecules with other chemical functionalities
could greatly expand the overall versatility, and thus the utility, of this process. Herein, we explore the use of alkanethiol molecules
as the terminating layer of metal-ligated multilayers. During this study, it was discovered that the solution deposition of alkanethiol
molecules resulted in low overall surface coverage with features that varied in height. Because features with varied heights are not
conducive to the production of uniform nanogaps via the molecular-ruler process, the vapor-phase deposition of alkanethiol mole-
cules was explored. Unlike the solution-phase deposition, alkanethiol islands produced by vapor-phase deposition exhibited
markedly higher surface coverages of uniform heights. To illustrate the applicability of this method, metal-ligated multilayers, both
with and without an alkanethiol capping layer, were utilized to create nanogaps between Au features using the molecular-ruler
process.
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Findings

In a time when many technological advances are driven by the
miniaturization of fabrication methods, much effort has been
placed on the development of novel methods to produce nano-
scale features with chemical functionalities that go beyond
traditional semiconductors [1-3]. Recent advances in the field
allow for the fabrication of molecular-scale features into sur-
faces that template the assembly and growth of metals, poly-
mers, biomolecules, and cellular structures [3-11]. In addition,
these surface assemblies have been utilized as molecular-scale
resists for lithography [12,13]. One promising strategy for such
fabrication utilizes top-down lithography to create complex
architectures over large areas in conjunction with molecular
self-assembly, which enables precise control over the physical
and chemical properties of the small features [1,2]. The molecu-
lar-ruler process is a notable example of this hybrid approach as
it couples conventional patterning methods with molecular self-
assembly [14].

The molecular-ruler process can be employed to form nanogaps
between registered metal surface features that have been gener-
ated using conventional lithographic techniques such as
photolithography or electron-beam lithography (Figure 1) [14-
24]. In short, a metal structure that has been patterned on a non-
metal substrate (e.g., Si) using conventional lithography is
subsequently covered by a metal-ligated multilayer through the
iterative deposition of bifunctional organic molecules and metal
ions. Note that the use of a thiol as one of the two functionali-
ties ensures that deposition and growth of the multilayer only
occurs on the surface of the metal, not the exposed substrate. By
using molecules of discrete length, the thickness of the multi-
layer can be precisely controlled through the number of deposi-
tion steps. Once the desired thickness has been achieved, a
second metal deposition is used to cover the entire sample of
the substrate, including the exposed substrate and the surface of
the multilayer. Following this second metal deposition, a chemi-
cal lift-off removes the labile multilayer, thus exposing the
initial metal feature and the portion of the substrate that was
masked by the multilayer, yielding a nanogap between the two
metal surfaces. The size of this gap is defined by the thickness
of the multilayer. Utilization of the molecular-ruler process in
this way provides a general and widely applicable method to
fabricate registered, nanometer-scale features for potential ap-
plications including nanoelectronics, molecular-scale junctions,
and electrochemical sensors [17,18,20,21,25,26].

Although mercaptoalkanoic acid molecules, such as 16-mercap-
tohexadecanoic acid (MHDA), are the most widely studied mol-
ecules used in the molecular-ruler process, this method is inher-
ently versatile through the use of molecules with alternate func-

tionalities [27-31]. Towards this end, we set out to explore the
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Figure 1: Key steps for the molecular-ruler process. (A) A metal is
patterned on a substrate via conventional lithography. (B) A molecular-
ruler, consisting of alternating layers of thiol molecules and metal ions,
is created only on the first metal structure. (C) A second metal is
deposited. (D) Upon removal of the molecular-ruler and the second
metal on top of the multilayer via a chemical lift-off, a tailored nanogap
is generated with a width that corresponds to the thickness of the
multilayer.

use of an alkanethiol, specifically 1-hexadecanethiol (C16), as
the terminating layer of a metal-ligated multilayer. This
molecule was selected as it is commonly used to produce well-
ordered self-assembled monolayers, has a relatively well
understood terminal functionality (e.g., a methyl group), and
enables direct comparison of thickness to MHDA molecules.
Figures 2A and 2B show representative 2 ym x 2 pm and
500 nm x 500 nm atomic force microscopy (AFM) images of a
Cu-ligated MHDA-C16 bilayer formed from the solution depo-
sition of MHDA for 18 h, Cu(ClOg4),-6H,0 for 5 min, and C16
for 1 h. Figure 2C displays a representative cursor profile across
several islands as indicated by the red line in Figure 2B. Al-

though C16 is very similar in structure to MHDA, the solution
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deposition of C16 results in structures that exhibit islands of
various apparent heights, ranging from 3.4 to 24.8 nm, with rel-
atively low surface coverages (38.2 = 3.3%). This is in contrast
to Cu-ligated MHDA bilayers, which exhibit islands of uniform
height (ca. 2.2 nm) and have surface coverages of about 50%
[27-29,32]. The C16 islands of the Cu-ligated MHDA-C16 bi-
layers are observed across the Au{111} substrate and are attri-
buted to C16 molecules bound to a MHDA monolayer via
cupric ions. The morphology of these islands is consistent with
previous AFM topographic images of solution-deposited
Cu-ligated MHDA-C16 bilayers [27]. This surface morphology
results in a RMS roughness of 3.2 + 0.5 nm, which is consider-
ably larger than previously reported RMS roughnesses for
MHDA monolayers (ca. 0.1 nm) and MHDA bilayers (1.0 nm)
[32]. Similar morphology and slightly higher coverages of the
C16 islands are observed when C16 is deposited from solution
at 80 °C (Figure S1, Supporting Information File 1). Given the
roughness and variations in the surface morphology of the
Cu-ligated MHDA-C16 bilayers, it seems that the solution
deposition of C16 is not suitable for use in the molecular-ruler
process, and specifically for producing nanogaps with repro-
ducible uniformity.

To overcome this limitation, the vapor deposition of C16 is
explored. Interestingly, when C16 is deposited from the vapor
phase onto MHDA monolayers to produce Cu-ligated MHDA-
C16 bilayers, protruding islands with uniform thickness are
observed across the Au{111} substrate (Figure 3). Figure 3A
and Figure 3B show representative 2 pm X 2 pm and
500 nm x 500 nm AFM images of a Cu-ligated MHDA-C16 bi-
layer formed from the solution deposition of MHDA for 18 h
and Cu(ClOg4),-6H,0 for 5 min followed by vapor deposition of
C16 for 1 h at 80 °C. Figure 3C displays a representative cursor
profile across several islands as indicated by the red line in
Figure 3B. The apparent height of these protruding islands
(3.6 £ 0.2 nm) is consistent with the least-protruding C16
islands of the Cu-ligated MHDA-C16 bilayers formed via solu-
tion deposition. Protruding islands of greater thicknesses are not
observed. The surface morphology of the Cu-ligated MHDA-
C16 bilayer formed via vapor deposition results in a RMS
roughness of 1.3 £ 0.1 nm, which is smaller than a Cu-ligated
MHDA-C16 bilayer formed via solution deposition. Further, the
surface coverage of these C16 islands (69.9 + 1.8%) is consider-
ably higher than the C16 surface coverage for the MHDA-C16
bilayer formed via solution deposition. Given the increase in
surface coverage coupled with the marked decrease in rough-
ness, this method is far more amendable to our goal of nanogap
formation. It should be noted that thickness of the C16 islands is
roughly twice as thick as predicted, which has been observed
in other studies [27,33,34]. Although the explanation of this
height discrepancy it not completely clear, it is conceivable that
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Figure 2: Cu-ligated MHDA-C16 bilayer formed from solution-phase
deposition of C16. Representative (A) 2 ym x 2 ym and

(B) 500 nm x 500 nm AFM images of a Cu-ligated MHDA-C16 bilayer
formed from the solution deposition of MHDA for 18 h,
Cu(ClOg4)2:6H20 for 5 min, and C16 for 1 h. (C) Corresponding cursor
profile across the C16 islands.
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Figure 3: Cu-ligated MHDA-C16 bilayer formed from vapor-phase
deposition of C16. Representative (A) 2 ym x 2 ym and

(B) 500 nm x 500 nm AFM images of a of a Cu-ligated MHDA-C16 bi-
layer formed from the solution deposition of MHDA for 18 h and
Cu(ClOg4)2-6H20 for 5 min and the vapor deposition of C16 for 1 h at
80 °C. (C) Corresponding cursor profile across the C16 islands.
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the doubling in height results from disulfides that are interca-
lated into the hydrocarbon tails of the Cu-ligated C16 mole-
cules.

To illustrate the applicability of the vapor-phase deposition of
C16 in the molecular ruler process, Cu-ligated MHDA multi-
layers with and without a C16 capping layer are utilized to
create nanogaps via the molecular-ruler process. Figure 4A
shows a scanning electron microscope (SEM) image of the re-
sulting nanogaps from nine iterations of the solution deposition
of MHDA and Cu(ClO4),-6H,0 followed by the solution depo-
sition of MHDA for 1 h. The higher-intensity region corre-
sponds to the first Au deposition (100 nm thick) before multi-
layer growth, and the lower-intensity region corresponds to the
second Au deposition (30 nm thick) after multilayer growth.
The lowest-intensity region between the two Au regions corre-
sponds to the nanogap where the Si substrate is exposed. This
nanogap measures 26.0 + 4.3 nm and is consistent with the

MHDA only

C16 vapor
deposition

Figure 4: Nanogaps from MHDA only and MHDA with vapor-phase
deposition of C16. (A) A representative SEM image of a nanogap fabri-
cated from nine iterations of the solution deposition of MHDA and
Cu(ClOg4),-6H20 followed by the solution deposition of MHDA. (B) A
representative SEM image of a nanogap from ten iterations of the solu-
tion deposition of MHDA and Cu(ClO4),-6H,0 followed by the vapor
deposition of C16. In both SEM images, the initial Au structure

(100 nm thick) is on the left, and the second layer of Au (30 nm thick)
is on the right.
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thickness of the Cu-ligated MHDA decalayer measured via
spectroscopic ellipsometry (24.8 = 0.1 nm) and the thickness of
Cu-ligated MHDA decalayers from previous studies [28].

Figure 4B shows an SEM image of the resulting nanogaps from
ten iterations of the solution deposition of MHDA and
Cu(ClOy4),°6H,0 followed by the vapor deposition of C16 at
80 °C for 1 h. Similar higher and lower intensity regions are ob-
served and correspond to the first and second Au deposition
steps. The nanogap between the two Au regions measures
31.0 = 9.4 nm, which is both larger and exhibits greater vari-
ability than the nanogap without the C16 capping layer. The
width is consistent with the thickness of a Cu-ligated MHDA
decalayer with the C16 capping (31.0 £ 1.0 nm) measured via
spectroscopic ellipsometry.

The standard deviations of the nanogap widths, thus the quality
of the nanogaps, result from the morphologies of the Cu-ligated
multilayers of MHDA only and MHDA with vapor-phase depo-
sition of C16 (Figure S2, Supporting Information File 1). The
surface morphology of the 10-layer Cu-ligated MHDA multi-
layer with a C16 capping layer appears rougher with protruding
islands with larger cross sections when compared to the
10-layer Cu-ligated MHDA multilayer without a C16 capping
layer. Although the nanogaps produced from the Cu-ligated
MHDA multilayer with a C16 capping layer have somewhat
larger standard deviation, these nanogaps illustrate that alter-
nate chemical functionalities can be utilized in the molecular-
ruler process.

In conclusion, Cu-ligated MHDA-C16 bilayers formed from the
solution and vapor deposition of C16 have been characterized
with AFM revealing varied surface morphologies. The solution
deposition of C16 results in structures that exhibit protruding
islands of varying heights with relatively low surface coverages.
These results agree with previous AFM topographic images of
solution deposited Cu-ligated MHDA-C16 bilayers [27]. The
vapor deposition of C16 produces protruding islands with
uniform apparent heights and relatively high surface coverages.
Given the increase in surface coverage coupled with the marked
decrease in roughness for C16 islands formed from the vapor-
phase deposition, Cu-ligated MHDA multilayers, without and
with a vapor-phase deposited C16 capping layer, were utilized
to create nanogaps between Au features using the molecular-
ruler process. Although the quality of the nanogaps formed
using the vapor-phase deposited C16 capping layer is dimin-
ished (i.e., the standard deviation is larger) when compared to
MHDA multilayers, this is a minor tradeoff considering this ap-
proach enables the utilization of molecules with alternate func-
tionalities beyond carboxylic acid into the molecular-ruler

process. Efforts to explore the underling mechanism for the in-
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creased thickness of the C16 islands and to apply this strategy

to other bifunctional thiol molecules are ongoing.

Supporting Information

Supporting Information features additional AFM data and
experimental details.

Supporting Information File 1

Additional experimental data.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-8-233-S1.pdf]
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We present a method to increase the stability of DNA nanostructure templates through conformal coating with a nanometer-thin

protective inorganic oxide layer created using atomic layer deposition (ALD). DNA nanotubes and origami triangles were coated

with ca. 2 nm to ca. 20 nm of Al,O3. Nanoscale features of the DNA nanostructures were preserved after the ALD coating and the

patterns are resistive to UV/O3 oxidation. The ALD-coated DNA templates were used for a direct pattern transfer to poly(L-lactic

acid) films.

Introduction

In 1982, Seeman et al. first introduced the idea of utilizing
DNA to build a mechanically robust nanostructure [1]. Since
then, the field of structural DNA nanotechnology has evolved
remarkably from immobile Holliday junctions to complex
shapes fabricated from single-stranded tiles [2,3]. Through
rational design, the self-assembly of DNA can be brought into
almost any shape with nanometer-scale precision and accuracy.
Examples of such structures are one-dimensional (1D) [4-7],
two-dimensional (2D) [8-11] and three-dimensional (3D) [12-
15] nanostructures with diverse and complex features. There-

fore, self-assembled DNA nanostructures are considered to be
an ideal template for nanofabrication because it is easy to
control their structural complexity and diversity at the nano-

scale.

Many approaches have been developed to use DNA nanostruc-
tures as templates to pattern a wide range of materials, such as
proteins [16-19], carbon nanotubes [20-23] and metal nanoparti-
cles through the direct assembly of these materials onto the
DNA nanostructures [16,18,24-29]. The metallized DNA nano-
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structures have been used to pattern graphene [30]. DNA nano-
structures have also been used as masks. The patterns of 1D
DNA nanotubes and 2D DNA arrays were replicated to metal
films by metal evaporation onto the DNA nanostructures and
subsequent lift-off of the metal films [31]. Aligned DNA molec-
ular bundles became shadow masks for angled metal vapor
deposition and the exposed substrate through shadow gaps was
etched to generate trenches with linewidths of sub-10 nm reso-
lution [32]. By differentiating the adsorption of water between
DNA nanostructures and a SiO, substrate, the rates of HF
vapor-phase etching of the SiO, substrate [33] and of chemical
vapor deposition of SiO; and TiO, on the DNA nanostructures
and the substrate [34] were modulated to replicate the patterns
of the DNA nanostructures into those of the inorganic oxides. In
both cases, the patterns of the nanostructures were transferred in
both positive tone and negative tone at room temperature. Simi-
larly, DNA nanostructures were also used in the anhydrous HF
vapor etching of a SiO, substrate, producing positive imprints
of the DNA nanostructures with sub-10 nm resolution [35].
DNA nanostructures were also converted into carbon nanostruc-
tures with shape conservation by atomic layer deposition of
Al,O3 onto the nanostructures followed by thermal annealing
[36]. In addition to the 2D pattern transfer processes, gold nano-
particles with specified 3D shapes were synthesized by growing
seed particles in the internal cavities of 3D DNA nanostruc-
tures [37,38].

Compared to the above developments, there are only a limited
number of studies of the use of DNA nanostructures as master
templates for soft lithography. Soft lithography relies on elas-
tomeric stamps or molds bearing fine features of relief on their
surfaces to transfer patterns [39]. The spatial resolution and
diverse features of the relief structures on the stamps intrinsi-
cally limit the application of soft lithography. Thus, the prepara-
tion of master templates, where the stamps are derived, has
become an important research area. State-of-the-art technolo-
gies for fabrication of the master templates are deep ultraviolet
lithography (DUL) and electron-beam (e-beam) lithography.
However, both of these lithography techniques are not suitable
to provide sub-10 nm resolution. DUL with ArF lasers
(A =193 nm) and water immersion lenses is not able to provide
a structure with spacing less than 40 nm because of its diffrac-
tion-limited resolution [40]. Although e-beam lithography is
capable of reaching resolutions below 10 nm [41], it is difficult
to produce the master templates in larger numbers because of its
high cost [42-44]. In 2015, the aligned patterns of natural
salmon milt DNA bundles were first transferred to negative
replicas on unsaturated polyester resins, which were further
used to pattern positive replicas on water-swollen polyacryl-
amide gels [45]. However, the shape of the DNA bundles is
limited to 1D patterns, and their dimensions are relatively large

Beilstein J. Nanotechnol. 2017, 8, 2363-2375.

compared to the resolution of the state-of-the-art lithographic
techniques. The average height and width of the DNA bundles
were 90.53 + 3.08 nm and 878.84 + 22.79 nm, respectively.

Taking one step further in this direction, we have recently used
DNA nanostructures as master templates for a direct pattern
transfer to polymers with high diversity, complexity, and
fidelity [46]. A wide range of DNA nanostructures, including
DNA nanotubes, 1D A-DNA, 2D DNA brick crystals with 3D
features, hexagonal DNA 2D arrays, and DNA origami trian-
gles, were tested for the pattern replication process to
poly(methyl methacrylate) (PMMA), poly(L-lactic acid)
(PLLA), and photo-cross-linked acryloxy perfluoropolyether
(a-PFPE). The resulting negative imprints of the DNA nano-
structures on the PMMA and PLLA polymer stamps further
served as molds to transfer the patterns to positive imprints on
a-PFPE films. In our method, the separation of the polymer film
from the DNA nanostructure master template relies on using
water to lower the adhesion between the film and the template.
The key advantage of our method is that any polymer with
hydrophobicity and/or low surface energy can be patterned with
the DNA nanostructure master template. Furthermore, because
the method uses spin-coating instead of hot-pressing, it is com-
patible with polymers having a wide range of glass transition
temperatures (7).

With our method, polymer stamps can be made with nanoscale
features of dimensions ranging from several tens of nanometers
to micrometers by logically designing and synthesizing DNA
nanostructures. Our approach has one substantial technical
problem, however, which is that the DNA nanostructure master
templates cannot be used in a repetitive manner. The DNA
nanostructures were partially damaged during the release of the
PMMA and PLLA hydrophobic stamps from the hydrophilic
master template. It still remains a challenge to develop an ap-
proach to increase the stability of the DNA nanostructure
master templates.

In this paper, we establish a method to increase the chemical
and/or mechanical stability of DNA nanostructure master tem-
plates by a nanometer-thin conformal coating of a protective in-
organic oxide film grown by atomic layer deposition (ALD).
We test the stability of DNA nanotube master templates with an
Al,O3 layer against repeated pattern transfer, long-term storage
and exposure to UV/O3. The effect of the thickness of the
Al,O3 layer on the qualities of pattern transfer and shape

conservation is also explored.

Result and Discussion
A DNA nanostructure master template with a protective Al,O3
film and a corresponding PLLA stamp were adapted from our
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previously published method [46] and the fabrication process is
shown in Figure 1. DNA nanostructures were deposited onto a
silicon wafer that was cleaned by piranha solution (Figure 1a).
The entire surface of the DNA nanostructure master template
was coated with a layer of Al,O3 by ALD (Figure 1b). After the
ALD process, PLLA solution in dichloromethane (3 wt %) was
spin-coated onto the template to prepare a PLLA film
(Figure 1c). Around the edges of the silicon wafer, the PLLA
film was scraped off with a blade and the silicon wafer under-
neath the PLLA film was revealed (Figure 1d). A polydimethyl-
siloxane (PDMS) film was placed on top of the PLLA film
serving as a flexible backing to assist in the separation of the
polymer film from the template (Figure le). Droplets of water
were added to the exposed edges of the template, separating the
hydrophobic PLLA film from the hydrophilic master template
by penetration into the interface between them. After one
minute, the PLLA/PDMS film was peeled off and the negative
replica of the positive pattern of the DNA nanostructure master
template formed on the surface of the film that was in contact
with the DNA (Figure 1f).

aY

Deposit DNA on ALD of AL,O, Spin-coating
a silicon wafer of PLLA
d e f
A
Scratch the Cover PDMS Add water to

surface the exposed
perimeter of edges and peel
PLLA off PLLA/PDMS

Figure 1: Fabrication process of a polymer stamp using a DNA nano-
structure master template with a protective Al,O3 film. (a) DNA nano-
structures are deposited on a silicon wafer. (b) The silicon wafer is
coated with Al,O3 by atomic layer deposition. (c) A polymer film (e.g.,
PLLA) is spin-coated onto the silicon wafer. (d) The edges of the
polymer film is scraped off with a blade. (e) A PDMS film is adhered to
the polymer film as a backing support. (f) Droplets of water are added
to the exposed edges of the silicon wafer and the PLLA/PDMS film is
peeled off.

We first evaluate the fabrication process using a self-assembled
DNA nanotube template. These DNA nanotubes are 30-70 nm
in width and up to 60 pm in length [4]. The nanotubes are
collapsed after deposition onto a silicon wafer, showing an av-
erage height (n = 10) of 3.4 £ 0.1 nm by atomic force microsco-
py (AFM). The surface topography of the DNA nanotube
master template before (Figure 2a) and after (Figure 2b) deposi-
tion of a ca. 2 nm thick Al,O3 layer and the corresponding
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PLLA film (Figure 2c) were characterized by AFM. On the
DNA nanotube master template, single DNA nanotubes are ob-
served along with some bundles. After the PLLA stamp was
peeled off, the negative replicas of the DNA nanotubes were
observed on the polymer stamp, demonstrating a faithful repli-
cation process. To quantify the degree of conservation of the
surface topography, height/depth and full width at half
maximum (FWHM) were measured in four different locations
in the AFM images and compared at the same locations throug-
hout the fabrication process (Figure 2f,g). Taking location 1 as
an example, the height of the DNA nanotube before (3.73 nm)
and after (3.39 nm) the ALD of the Al,O3 film was in good
agreement with the average depth of the trench (3.32 nm,
measured three times at location 1 over a 15 day period) on the
PLLA stamp. The FWHM of the nanotube (46.99 nm) slightly
decreased after the ALD (41.14 nm) but was significantly larger
than the average FWHM of the trench (23.50 nm) on the
polymer stamp. The decrease of the FWHM after the ALD is
suspected to be due to the dehydration of the nanotube during
the ALD process and/or the differences in the probe—sample
interactions of the individual AFM tips, which can give differ-
ent measurements of the same sample. We attribute the de-
crease in the FWHM from the DNA nanotube master template
to the PLLA stamp to the AFM probe convolution effect. These
results confirm a faithful pattern transfer from the DNA nano-
tube master template to the PLLA stamp through the ALD of
the Al,O3 layer on the template with high fidelity. Moreover,
the patterned PLLA stamp was found to be stable at room tem-
perature. We stored the stamp in a plastic petri dish and imaged
it again after 1 week (Figure 2d) and 2 weeks (Figure 2¢) at the
same location. Both the depth and FWHM of the trenches along
with cross-sectional analysis on the PLLA stamp at the four
locations remained consistent, demonstrating the long-term
stability of the PLLA stamp.

As mentioned earlier, the most critical challenge of using the
DNA master template without a protective film is the damage of
DNA during the separation of the polymer film from the tem-
plate [46]. We attribute such damage to the water we used to
assist the separation. The DNA nanostructures were still
damaged even if we replaced the water with the buffer solution
that was used to synthesize and store the DNA nanostructures
(Figure S1, Supporting Information File 1). To evaluate the
effectiveness of the protective Al,O3 film on the DNA master
template, we imaged the DNA nanostructures in the same loca-
tion after deposited on a silicon wafer, after 20 cycles of ALD
of Al,03, and after 1st, 2nd, 3rd, 4th and 5th replication to
PLLA stamps (Figure 3a—g and Figure S2a—f, Supporting Infor-
mation File 1). As the AFM images indicate, the surface mor-
phology of the DNA template was still well maintained after the
Ist pattern transfer (Figure 3c and Figure S2b, Supporting Infor-
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Figure 2: Comparison of features on a DNA nanotube master template with a ca. 2 nm thick Al,O3 film and a PLLA stamp, and stability of features on
a PLLA stamp of the same area. AFM height images and corresponding cross-sectional analysis of DNA nanotubes after (a) deposited on a silicon

wafer and (b) 20 cycles of ALD of Al,O3 (ca. 2 nm of Al,O3 film), and the negative replicas on a PLLA stamp imaged (c) 1, (d) 8, and (e) 15 days after
pattern transfer of the same area. White lines on the AFM images indicate where the cross-sections were determined. (f) Height/depth and (g) FWHM
of the DNA nanotubes and their replica trenches in four different locations of the AFM images from (a) to (e). Locations 1, 2, 3, and 4 correspond to 1,
2, 3, and 4 in the cross-sections of the AFM images (a) and (c). Scale bars represent 500 nm. Note: The AFM images from (c) to (e) are mirror-flipped

to match the orientations of the AFM images (a) and (b).

mation File 1), showing that the stability of the nanostructures
was increased by the ca. 2 nm thick Al,O3 film. However, as
the replication process was repeated another four more times,
the overall height of the DNA nanostructures decreased al-
though their shape was unchanged. To highlight the change in

the height of the DNA nanostructures, we plot the height distri-
bution of the AFM images in Figure 3i and Figure S3 (Support-
ing Information File 1). The height difference between the
absolute maximum peak (which represents the background

silicon wafer) and the next relative maximum peak (which
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Figure 3: Stability of a DNA nanotube master template with a ca. 2 nm thick Al,O3 film for multiple pattern transfers to PLLA stamps. AFM height
images and corresponding cross-sectional analysis of DNA nanotubes in the same location after (a) deposited on a silicon wafer, (b) 20 cycles of ALD
of Al,O3, (c) 1st, (d) 2nd, (e) 3rd, (f) 4th, and (g) 5th pattern transfer to PLLA stamps, and (h) UV/Oj3 treatment for 1 h and washing with DI water.
White lines on the AFM images indicate where the cross-sections were determined. (i) Histograms of the AFM height images from (a) to (h). (j) Height
and (k) FWHM of the DNA nanotubes in three different locations of the AFM images from (a) to (h). Locations 1, 2, and 3 correspond to 1, 2, and 3 in
the cross-section of the AFM image (a). Scale bars represent 500 nm. Note: The DNA master template was contaminated before the 5th spin coating
of PLLA in dichloromethane solution. The AFM images (a) and (b) are also shown in Figure 2. The enlarged version of the histograms in (i) is avail-

able in Figure S3 (Supporting Information File 1).

represents the height of the DNA nanotubes) significantly de-
creased during the 3rd replication process. The height and
FWHM with cross-sectional analysis of the DNA template at
the three same locations further support the change in the height
of the template (Figure 3j,k). The FWHM at all three locations

was comparable during the 3rd replication process. The height
of the DNA nanotube bundle decreased from 10.90 nm to
7.12 nm, while the height of the single DNA nanotubes de-
creased from 3.97 nm and 3.70 nm to 3.32 nm and 2.85 nm, re-

spectively. These results indicate that the higher feature (de-
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crease of ca. 35% of its initial height) on the template is less
mechanically stable than the lower one (decrease of ca. 15% of
its initial height). Along this direction, holes were also formed
after the 2nd and 5th pattern transfer to the PLLA stamps, high-
lighted by the yellow arrows (Figure S2¢,f, Supporting Informa-
tion File 1). The AFM height and phase images with cross-
sectional analysis of the hole after the Sth pattern transfer show
that the depth of the hole matched well to the thickness of the
Al,O3 layer and the bundle of the DNA nanotubes originally
presented in the hole was removed, possibly by the water used
during the separation of the stamp (Figure S2h,i, Supporting
Information File 1). Overall, the protective 2 nm Al,O3 layer
marginally increases the stability of the DNA nanostructures.

Being able to clean the master template is also important for its
repeated use. During the five times of the pattern transfer to the
PLLA stamps, the surface of the DNA master template was
contaminated with polymer residues (see Figure 3g, lower
middle area). To verify whether the polymer residues on the
DNA master template can be removed with UV/Oj3 treatment,
the template after the 5th replication process was subjected to
UV/Oj3 cleaning for an hour, washed with deionized (DI) water,
and dried with N, gas (Figure 3h and Figure S2g, Supporting
Information File 1). The AFM images before and after the treat-
ment show that the morphology of the DNA template was not
altered while the polymer residues were removed. The height
difference between the absolute maximum peak and the next
relative maximum peak in the histogram of the AFM image,
however, significantly decreased from 2.28 nm to 1.69 nm
(Figure 3i and S3). The height of the DNA nanotubes at three
different locations decreased from 3.72 nm, 7.58 nm, and
3.29 nm to 2.87 nm, 6.07 nm, and 2.78 nm, respectively
(Figure 3j). The FWHM at these locations also decreased from
52.88 nm, 287.94 nm, and 99.89 nm to 46.98 nm, 281.87 nm,
and 93.96 nm, respectively (Figure 3k). These results suggest
that although the UV/Oj treatment is able to eliminate the
organic residues on the surface of the master template, the DNA
nanostructures beneath the 2 nm of Al,O3 coating are likely

damaged by the oxidation by O3.

The long-term stability of the ALD-coated template was also
studied. We kept the template in a plastic petri dish that was
stored in a common lab bench drawer for 40 days. AFM images
with corresponding cross-sectional analysis were scanned in the
same location of the template at the beginning and the end of
this period (Figure S4a,b, Supporting Information File 1). Not
surprisingly, the 40 days of aging in air did not alter the surface
topography of the DNA nanostructure master template. While
the height of the DNA nanotubes at four different locations
remained consistent (Figure S4c, Supporting Information
File 1), the FWHM at these locations slightly decreased (Figure
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S4d, Supporting Information File 1). We speculate that the de-
crease in the FWHM results from the differences between the
AFM probe convolution effects of the individual tips because
the decreases are similar to the resolution limit of the AFM
image (i.e., one or two pixels in the AFM images). At room
temperature, solid-state DNA undergoes degradation and/or
aggregation within 30 days when it is exposed to atmospheric
water and oxygen [47,48]. Compared to DNA, which is a soft
material, Al,O3 is much more stable and robust. Through the
conformational coating of Al,0j3, the shelf life of the DNA
nanotubes is assumed to be increased while maintaining their
morphology longer than the nanotubes without a protective
film. Overall, the 20 cycles of ALD of Al,O3 allow the DNA
nanostructure master template to possess enough chemical

stability for long-term storage.

The ca. 2 nm thick Al,O3 layer increased the mechanical
stability of the DNA nanotube master template only to a limited
extent. To verify whether the mechanical stability of the tem-
plate can be strengthened with the increased thickness of the
Al,0O3 layer while preserving its nanoscale morphology, a
ca. 5 nm thick Al,O3 layer was deposited onto the template, and
the reusability and morphology conservation were evaluated.
The DNA nanostructures in the same location were scanned
with AFM after deposition on a silicon wafer, 50 cycles of ALD
of Al,O3, 1st and 5th replication to PLLA stamps, and exposed
to UV/O3 treatment, washed with DI water, and dried with N,
gas (Figure 4a—e and Figure S5a—c, Supporting Information
File 1). Throughout each stage of the fabrication process, we
analyzed the height difference between the absolute maximum
peak and the next relative maximum peak in the histogram and
height and FWHM at four different locations; all these data
showed little change throughout the fabrication process
(Figure 4f~h and Figure S6, Supporting Information File 1).
The ca. 5 nm thick Al,O3 film is impermeable to O3 and
protects the underlying DNA nanostructures against the UV/Oj3
oxidation. Also, no holes due to the breakage of the protective
Al,O3 film were found, demonstrating that the both chemical
and mechanical stabilities of the DNA nanostructure master
template improve with a thicker Al,O3 layer. The direct com-
parison of the height differences between the maximum peaks
of the histograms of the 20 and 50 cycles of ALD of Al,O3
through the multiple pattern transfer clearly shows the in-
creased stability of the ca. 5 nm thick Al,O3 film compared to
the ca. 2 nm thick film (Figure 5). We note that the polymer
residue was not observed on the surface of the DNA nanotube
master template with the ca. 5 nm thick Al,O3 film even after
the 5th replication. The surface roughness of Al,O3 film grown
using ALD slowly increases as the number of cycles goes up
[49]. Therefore, it does not cause the reduced polymer adsorp-
tion on the 5 nm thick Al;O3 film. Further study is needed to
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Figure 4: Stability of a DNA nanotube master template with a ca. 5 nm thick Al,O3 film for multiple pattern transfers to PLLA stamps. AFM height
images and corresponding cross-sectional analysis of DNA nanotubes in the same location after (a) deposited on a silicon wafer, (b) 50 cycles of ALD
of Al,O3, (c) 1st and (d) 5th pattern transfer to PLLA stamps, and (e) UV/O3 treatment for 1 h and washing with DI water. White lines on the AFM
images indicate where the cross-sections were determined. (f) Histograms of the AFM height images from (a) to (e). (g) Height and (h) FWHM of the
DNA nanotubes in four different locations of the AFM images from (a) to (e). Locations 1, 2, 3, and 4 correspond to 1, 2, 3, and 4 in the cross-section
of the AFM image (a). Scale bars represent 500 nm. Note: The enlarged version of the histograms in (f) is available in Figure S6 (Supporting Informa-

tion File 1).

elucidate the difference between the 2 nm and 5 nm of Al,O3
films.

The DNA nanotubes tested above are simple one-dimensional
linear structures. To evaluate the effectiveness of a protective
conformational coating on complex patterns, DNA origami tri-

angle nanostructures were employed as the master templates for

the pattern transfer to the PLLA stamp. The DNA origami trian-
gle is a single layer of DNA double strands and has a theoreti-
cal height of 2 nm (Figure S7, Supporting Information File 1)
[8]. The triangle consists of three trapezoidal domains formed
by folding an M13mp18 scaffold strand with short synthetic
staple strands. Among the three trapezoidal domains, one has a
dangling loop. These domains are further connected to each
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other by bridging the edges of the domains with the staple
strands. There are three holes at each of the vertex and one large
triangular hole in the center of the DNA origami triangle. AFM
images show that the three holes at the vertex, the central trian-
gular hole, and the dangling loop were clearly visible before
and after ALD, and after replication process with both ca. 2 nm
and ca. 5 nm thick Al,O3 layers (Figure 6a,b,d). Through these
steps, the three holes at the vertex were frequently seen as a
linear gap and the depth of the holes or the linear gap was much
smaller than the height of the nanostructures due to the limited
resolution of the AFM images. The vertex with the holes or the
linear gap was highlighted by the blue dots (Figure S8d and
Figure S9d, Supporting Information File 1). The dangling loop
was also highlighted by the yellow arrows (Figure S8a,d and
Figure S9a,d, Supporting Information File 1). The loop might
not be seen in some DNA origami triangles if the loops were
folded above or beneath the DNA structures. According to the
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Figure 6: Comparison of features on DNA origami triangle master templates with a ca. 2 nm or a ca. 5 nm thick Al,O3 layer and PLLA stamps. AFM
height images and corresponding cross-sectional analysis of origami triangles after (a) deposited on silicon wafers, (b) 20 cycles (top) or 50 cycles
(bottom) of ALD of Al,03, and (d) pattern transfer to PLLA stamps, and (c) their negative replicas on the PLLA stamps. White lines on the AFM
images indicate where the cross-sections were determined. Scale bars represent 200 nm.
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cross-sectional analysis of the AFM images, the average height,
FWHM, inner length and outer length of the DNA origami tri-
angles remained comparable throughout the replication process
including the ALD (Figure 7). All these results prove that
the protective Al,O3 film successfully preserves the surface
morphology of the complex DNA origami triangle nanostruc-
tures.

After the replication process, triangular trenches resembling the
shape of the DNA origami triangles were formed on the PLLA
films (Figure 6¢). Compared to the dimensions of the DNA tri-
angles with the protective layers on the templates, the average
depth of the trenches remained consistent with the average
height of the triangles (Figure 7a). Due to the AFM probe
convolution, however, the average outer length (the edge length
of the trench measured outside of the triangle) and FWHM of
the triangular trenches decreased and the average inner length
of the trenches increased (Figure 7b—d). Both the patterns corre-
sponding to the dangling loop and the three holes at the vertex
were transferred to the PLLA stamps, but they were difficult to
find in the trenches compared to the original features on the
templates (Figure S8b,c,e and Figure S9b,c,e, Supporting Infor-
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mation File 1). The parts of the trench responsible for the three
holes at the vertex and the dangling loop were also highlighted
by the blue dots and the yellow arrows, respectively (Figure
S8c,e and Figure S9c,e, Supporting Information File 1). On the
PLLA stamps, the holes or the linear gap between the trape-
zoidal domains of the DNA origami triangles are replicated as a
small bump at the vertex of the triangular trenches. The height
of the bump, however, never reaches the height of the DNA
origami triangles and the bump was frequently not observed in
some trenches, as the bump on the PLLA stamp peeled off from
the DNA origami triangle master template without the protec-
tive film. We attribute these observations to the mechanical
instability of the bumps during the scanning with AFM and/or
the intrinsic limitation of the resolution of the pattern transfer
[46]. In the latter case, the large PLLA molecule may not be
able to completely fill the nanometer-sized holes in the DNA
origami triangles during the spin-coating process. A decrease in
the feature size of the DNA nanostructure appears to result in
height decrease and/or lost features in the polymer stamp.
Overall, the PLLA film is capable of replicating the overall fea-
tures of the complex DNA origami triangles with high fidelity
and the local features below ca. 5 nm only to some extent even
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Figure 7: Average (a) height, (b) FWHM, (c) inner length, and (d) outer length (n = 10) of features on DNA origami triangle master templates with a
ca. 2 nm or ca. 5 nm of Al,03 layer and PLLA stamps at each step of fabrication process, after (DNA) DNA origami triangles were deposited on a
silicon wafers, (ALD) ALD of Al,O3, and (After) pattern transfer to PLLA stamps, and (PLLA) their negative replicas on the PLLA stamps.
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with the presence of the protective ca. 2 nm or ca. 5 nm thick
Al,O3 layers.

Finally, we investigated how the surface morphology of the
DNA nanostructures was influenced as the thickness of the
protective Al,O3 film was further increased. We coated both the
DNA nanotube (Figure S10a,b, Supporting Information File 1)
and the DNA origami triangle (Figure S10c,d, Supporting Infor-
mation File 1) master templates with ca. 20 nm thick Al,O3
layers and compared their AFM images before (Figure S10a,c,
Supporting Information File 1) and after (Figure S10b,d, Sup-
porting Information File 1) 200 cycles of ALD. With the
ca. 20 nm thick Al,O3 film, the DNA nanotubes were still
visible and the FWHM stayed consistent (Figure S10b,f, Sup-
porting Information File 1). The height of the DNA nanotubes,
however, considerably decreased from 3.83 nm, 9.36 nm,
3.85 nm, and 3.94 nm to 1.54 nm, 2.81 nm, 1.66 nm, and
1.71 nm, respectively (Figure S10e, Supporting Information
File 1). In case of the DNA origami triangles, the DNA nano-
structures with the average height of 1.68 nm (n = 10) were
barely seen and the height profile along the individual DNA tri-
angles also showed the significant increase of roughness (Figure
S10d, Supporting Information File 1). These results indicate
that there is a limit to the thickness of the protective Al,O3 film
deposited by ALD to maintain the nanoscale feature of the

DNA nanostructure on the template.

Conclusion

We have reported a method to increase the stability of DNA
nanostructure master templates through the conformal growth
of an inorganic oxide film by ALD and demonstrated its useful-
ness in soft lithography patterning of polymer films. DNA
nanotubes and origami triangles with Al,O3 films of ca. 2 nm,
ca. 5 nm or ca. 20 nm thickness have been tested as the master
templates to imprint their nanoscale features to PLLA films. As
the thickness of the Al,0O3 coating grows, the mechanical and/or
chemical stability increases while some of the nanoscale fea-
tures of the DNA nanostructures are lost. Based on our results,
the conformational coating of the ca. 5 nm thick Al,O3 layer to
the DNA nanostructures provides a good compromise between
increasing the stability and maintaining the nanoscale feature of
the master template for repeated use in soft lithography. In addi-
tion, the ca. 5 nm thick Al,O3 layer offered good protection to
the underlying DNA nanostructures from exposure to UV/Oj3.
Although our study focused on the ALD of Al,Oj3, other metals,
metal oxides, or inorganic oxides can also be used as long as
they can be conformally coated at a temperature below 250 °C.
Above 250 °C, the degradation of DNA nanostructures
deposited onto silicon wafers starts to occur although the de-
composition residue may still maintain their nanoscale features

[50,51]. The conformal protective film significantly improves
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the chemical and mechanical stabilities of DNA nanostructures,
allowing them to be used in environments that are incompatible

with pristine DNA nanostructures.

Experimental

Materials

Silicon wafers [Si(110), with native oxide] and M13mp18 scaf-
fold strands for DNA origami triangles were purchased from
University Wafers (South Boston, MA, USA) and Bayou
Biolabs (Metairie, LA, USA), respectively. Staple strands for
the DNA origami triangles and strands for DNA nanotubes
were synthesized by Integrated DNA Technologies (Coralville,
1A, USA). 2-Amino-2-(hydroxymethyl)-1,3-propanediol (Tris),
ethylenediaminetetraacetic acid (EDTA), magnesium acetate
tetrahydrate, sulfuric acid, hydrogen peroxide solution (30%
H,0,), and poly(L-lactide) were purchased from Sigma-Aldrich
(St. Louis, MO, USA). Acetic acid (glacial), dichloromethane,
and ethanol were purchased from Fisher Scientific (Fair Lawn,
NJ, USA), Acros Organics (Fair Lawn, NJ, USA), and Decon
Laboratories, Inc. (King of Prussia, PA, USA), respectively.
PDMS backing stamp was fabricated with Sylgard 184 silicone
elastomer kit (Dow Corning, Midland, MI, USA). All materials
were used as received. High-purity water (18.3 MQ) was used
throughout the entire experiment by using a Barnstead
MicroPure Standard water purification system (Thermo Scien-
tific, Waltham, MA, USA).

Preparation of a silicon wafer

A silicon wafer with a native oxide layer was cleaned by hot
piranha solution [7:3 (v/v) concentrated HySO4/30% H,0,].
After HyO, was slowly added to concentrated H,SO4 in a glass
petri dish containing the silicon wafer, a glass cover was placed
and a heating plate was set to 40 °C. After 20 min, the heating
plate was turned off and the piranha solution was allowed to
cool down for an additional 10 min. The wafer was thoroughly
washed with deionized water and dried with N, gas. Warning:
Piranha solution is a strong oxidizing reagent and reacts
violently with organic materials. All work should be handled in
a fume hood with extra caution. Proper protective equipment is
required.

Preparation and deposition of DNA

nanotubes on a silicon wafer

The synthesis and assembly of DNA nanotubes followed a pre-
viously published procedure [4]. Single strands of DNA nano-
tubes were diluted to a final concentration of 1 puM in
10 x TAE/Mg2" buffer (125 mM MgZ"). The DNA single
strand solution was slowly cooled from 95 to 23 °C over 2 days
and stored at 4 °C overnight. Annealed DNA nanotubes were
assembled on a clean silicon wafer by incubating the DNA

nanotube solution on the wafer for a minimum of 15 min in a
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humid chamber to minimize the evaporation of the buffer solu-
tion. The sample was dried with N, gas, immersed in ethanol/
water [9:1 (v/v)] solution for 10 s to remove ionic salt residue
from the buffer solution, and re-dried with N, gas. After the
deposition, the DNA nanotube master template was processed
with ALD of Al,O3 within 24 h.

Preparation and deposition of DNA

origami triangles on a silicon wafer

DNA origami triangles were synthesized and assembled
following a formerly reported method [8]. M13mp18 scaffold
strands (8.6 pL, 1.6 nM) were thoroughly mixed with a desired
set of synthetic 232 short staple strands (15 pL, 16 nM), de-
ionized water (77 pL), and TAE/Mg?" buffer solution (181 pL).
The buffer solution was prepared by dissolving Trizma base
(40 mM), EDTA (2 mM), acetic acid (2mM), and magnesium
acetate tetrahydrate (150 mM) in deionized water and further
diluting the solution to make the final concentration of magne-
sium ions 12.5 mM. The DNA solution was cooled from 95 to
20 °C at a rate of 1 °C/min. After the annealing, excess staple
strands were removed by purifying 140 pL of the DNA origami
triangle solution using 500-600 pL of the TAE/Mg?* buffer in a
Microcon YM-100 100 kDa MW centrifuge filter (Millipore,
Billerica, MA, USA) on a single-speed benchtop Galaxy
Ministar microcentrifuge (VWR, Radnor, PA, USA) until the
final volume of the DNA origami triangle solution was the same
as before the purification. The rinsing process was repeated two

more times.

DNA origami triangles were assembled on a clean silicon wafer
by incubating the purified DNA solution on the wafer for a
minimum of 15 min in a humid chamber to minimize the evapo-
ration of the buffer solution. The sample was dried with N, gas,
immersed in ethanol/water [9:1 (v/v)] solution for 3 s to remove
ionic salt residue from the buffer solution, and re-dried with N,
gas. After the deposition, the DNA origami triangle master tem-
plate was processed with ALD of Al,O3 within 24 h.

Atomic layer deposition (ALD) of Al,O3 as a
protective inorganic film on a DNA master

template

ALD of Al,O3 on a DNA/SiO; substrate followed a previously
published method [36]. ALD was conducted using a Fiji ALD
system by Norman Gottron in Nanofabrication Facility at
Carnegie Mellon University (Ultratech/CNT, Waltham, MA,
USA). Chamber and substrate heaters were set to 200 °C. Total
Ar gas flow was at 260 sccm and 200 mTorr. Trimethylalumi-
num (TMA) and H,O were used as precursors and one ALD
cycle consisted of a 0.06 s long TMA pulse, a 10 s long interval,
a 0.06 s long H,O pulse and a 10 s long interval. Deposition
was looped 20 times, 50 times, and 200 times for the 2 nm,
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5 nm, and 20 nm preset deposition thickness of the oxide films,

respectively.

Preparation of a PDMS backing film

PDMS precursor was mixed with curing agent at a 9:1 (v/v)
ratio. The prepolymer mixture was vigorously stirred by hand at
least for 5 min and degassed in a vacuum desiccator. The mix-
ture was poured over a piranha cleaned silicon wafer. The wafer
with the mixture was placed in the vacuum desiccator for
further degassing. The PDMS prepolymer on the silicon wafer
was cured for 1 hour at 60 °C. The thickness of the resulting
PDMS layer was 1-2 mm.

Fabrication of a PLLA stamp using a DNA
nanostructure master template with a

protective Al;O3 film

PLLA stamps were fabricated following our previously demon-
strated procedure [33]. PLLA in dichloromethane solution
(3 wt %) was spin-coated four times onto a DNA nanostructure
master template with an Al;O3 film at 4000 rpm for 30 s.
Around the border of PLLA film surface, the surface perimeter
of the PLLA film with the widths of ca. | mm were scraped off
to expose the underlying template. A PDMS stamp with a thick-
ness of ca. 1-2 mm was placed on top of the PLLA film as a
backing stamp. Droplets of water were added to the exposed
edges of the template. If the water droplets filled out the inter-
face between the PLLA film and the PDMS backing stamp,
they were removed using a paper wiper to increase the adhe-
sion between the polymer film and the backing stamp. After a
minute, the PLLA/PDMS film was peeled off and the surface of
the PLLA film was gently dried with Nj.

UV/Ozone treatment

A DNA nanotube master template with an Al,O3 film was
placed in a PSD Pro 4 Digital UV Ozone Cleaner (Novascan
Technologies, Inc., Ames, IA, USA). Before UV irradiation, the
chamber was flushed with O, for 3 min, and the sample was

subjected to UV/O3 treatment for 60 min at room temperature.

Characterization methods

Ellipsometry: The experimental thickness of an Al,O3 film was
measured by an Alpha-Spectroscopic Ellipsometer with Com-
plete Ease Software using Cauchy model (JA Woollam Co.,
Lincoln, NE, USA). Duration time was “Standard” and the mea-
surement angle was 70°. For each sample, the average thick-
ness of the Al,O3 layer was obtained by measuring the thick-
ness with MSE values below 5 at five different locations.

Atomic Force Microscopy: The surface morphologies of a

DNA nanostructure master template and a PLLA stamp at each

step of fabrication process were imaged using tapping-mode on
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an MFP-3D atomic force microscope with RTESPA-300,
NSC15/Al BS, or SSS-FMR-SPL AFM probes in air at room
temperature (Oxford Instruments Asylum Research, Inc., Santa
Barbara, CA, USA). The RTESPA-300 (300 kHz, 40 N/m) and
NSC15/AL BS (325 kHz, 40 N/m) AFM probes were pur-
chased from Bruker (Camarillo, CA, USA) and MikroMasch
(Lady’s Island, SC, USA), respectively, and used to scan the
DNA nanotube master templates and the corresponding PLLA
stamps. The SSS-FMR-SPL AFM probe (75 kHz, 2.8 N/m) was
purchased from NanoAndMore USA (Watsonville, CA, USA)
and was used to scan the DNA origami triangle master tem-
plates and the corresponding PLLA stamps.

Supporting Information

Supporting Information File 1

Additional experimental data.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-8-236-S1.pdf]
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Abstract

Herein we describe the fabrication and characterization of Ag and Au bimetallic plasmonic crystals as a system that exhibits im-
proved capabilities for quantitative, bulk refractive index (RI) sensing and surface-enhanced Raman spectroscopy (SERS) as com-
pared to monometallic plasmonic crystals of similar form. The sensing optics, which are bimetallic plasmonic crystals consisting of
sequential nanoscale layers of Ag coated by Au, are chemically stable and useful for quantitative, multispectral, refractive index
and spectroscopic chemical sensing. Compared to previously reported homometallic devices, the results presented herein illustrate
improvements in performance that stem from the distinctive plasmonic features and strong localized electric fields produced by the
Ag and Au layers, which are optimized in terms of metal thickness and geometric features. Finite-difference time-domain (FDTD)
simulations theoretically verify the nature of the multimode plasmonic resonances generated by the devices and allow for a better
understanding of the enhancements in multispectral refractive index and SERS-based sensing. Taken together, these results demon-

strate a robust and potentially useful new platform for chemical/spectroscopic sensing.
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Introduction

Studies of surface plasmons have attracted significant attention
due to the diverse range of applications and processes in which
they can be exploited. These applications include, but are not
limited to: laser emission, light trapping, optical modulation,
and label-free means of chemical or biological sensing [1-6].
Surface plasmons are collective oscillations of conduction elec-
trons near metal surfaces that are excited by electromagnetic ra-
diation incident at a metal/dielectric interface. This results in an
evanescent decaying electric field that extends from the metal
surface for ~100-200 nm (surface plasmon polaritons), or it can
also manifest as a localized surface plasmon resonance at the
surface of a metal nanostructure (localized surface plasmons).
The attributes of these excitations are highly sensitive to local
refractive index changes, which in turn allow for their exploita-
tion in chemical and biological sensing [7-9]. In this way, sur-
face plasmonic resonance (SPR) sensors are promising as an an-
alytical technique for real-time, fully label-free detection of
molecules, both quantitatively and qualitatively, as well as for
monitoring surface interactions [5,10,11]. Surface-enhanced
Raman spectroscopy, better known as SERS, is another impor-
tant analytical application that utilizes enhanced electromag-
netic fields generated by surface plasmons [12,13]. Raman scat-
tering signals can be dramatically amplified on a plasmonic
substrate, reportedly by as much as 10 to 11 orders of magni-
tude, reaching levels of sensitivity suitable for single molecule
detection [14,15].

In general, photons cannot directly elicit plasmonic excitations
on metal films in air due to conservation requirements [16,17].
To compensate for the mismatch in momentum between an
incident photon and a plasmonic resonance, most studies to date
have focused on metallic nanostructures such as nanoparticles,
line gratings, and nanoscale holes or voids to effect couplings
and further obtain stronger electromagnetic fields and higher
spatial resolution from localized surface plasmon resonance
(LSPR) [18-27]. Many fabrication methods have been de-
scribed that provide structures capable of generating these plas-
monic features [28-33]. Our work in this area has exploited soft
nanoimprint lithography, a technique that permits reproducible
replication of precisely defined nanometer-sized features over a
large area (greater than 1 x 1 cm?), as a way to fabricate quanti-
tative imaging-mode and multispectral plasmonic optics
[23,24,34-36]. This fabrication method yields highly uniform
arrays of nanoholes in a dielectric substrate that upon metalliza-
tion provide a plasmonic platform for SPR sensing and SERS
[22-26,37,38].

Noble metals such as Au and Ag are the most commonly used
plasmonic materials because they generate strong plasmonic

resonances at visible and near-infrared frequencies [39]. Metal-
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lic Ag generates a stronger evanescent field and a narrower
plasmon resonance than Au, which in principle is advantageous
for both optical sensing and SERS [40-42]. It is Au, however,
that is more widely utilized for analytical applications due to its
long-term environmental stability, ease of surface modification,
and biocompatibility [43]. The present study explores means for
realizing synergy in utilizing the complementary attributes of
each material. Here we examine a bilayer/multi-metallic Ag/Au
plasmonic crystal (PC) motif that is characterized by higher an-
alytical sensitivity and more strongly enhanced electric fields
than our previously reported monometallic PC systems. Manip-
ulating the composition of the thin metal films, their spatial dis-
tribution, and the design rules of the PC optical elements (in
terms of the lattice parameter and the size of the features of the
nanoholes) is found to be an effective approach to optimizing
the response in multispectral and SERS-based sensing. To illus-
trate the properties of these devices, the optical response from
exemplary PCs was acquired by 0™-order transmission mea-
surements. Finite-difference time-domain (FDTD) calculations
were performed to assist in characterizing how each system
behaved in order to understand and obtain an optimized device
form factor. The data illustrate that Ag/Au bimetallic PCs pos-
sess potential for implementation in chemical sensing.

Experimental

Materials

The reagents were used as received without further purification
unless otherwise specified. Spin-on-glass (SOG) 315F was pur-
chased from Filmtronics and was filtered twice sequentially
using 0.22 pm (Millipore) and 0.02 um (Whatman Anotop 10)
syringe filters immediately before use in order to remove nano-
particles in the SOG sol formed by hydrolysis [26]. Polydi-
methylsiloxane (soft PDMS; Sylgard 184, Dow corning) was
prepared in a 10:1 ratio of PDMS base with curing agent. Hard
PDMS components, poly(25-30% methylhydrosiloxane)-
(dimethylsiloxane) (HMS-301), poly(7-8% vinylmethyl-
siloxane)-(dimethylsiloxane), (VDT-731), platinum divinylte-
tramethyldisiloxane (SIP6831.1) and (1,3,5,7-tetravinyl-1,3,5,7-
tetramethylcyclotetrasiloxane) (7900), were purchased from
Gelest. Polyethylene glycol (PEG, My = 10,000 g/mol) and
benzenethiol (BT) (99.99 %) were purchased from Aldrich.
100% ethyl alcohol (Decon) was used to solvate benzenethiol.
Ultrapure water (18.2 MQ-cm) was generated using a Millipore
Milli-Q Academic A-10 system and used to prepare the PEG
buffer (0-5.6 wt %) solutions.

Plasmonic crystal fabrication via soft nano-
imprint lithography
The PCs were fabricated using soft nanoimprint lithography as

previously reported [22-26,37,38]. In brief, a composite hard-
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PDMS/soft-PDMS mixture was cast on a patterned photoresist
master with arrays of nanohole relief structures in order to fabri-
cate the PCs. A glass slide was fully covered with liquid SOG,
and spin cast (%950 rpm for 6 s) to produce a thin, uniform
layer of liquid SOG on the glass slide surface. The PDMS
stamp was then pressed into the SOG-coated glass slide and
fastened in place to achieve conformal contact between the
PDMS stamp and SOG film. Before baking, the sample was left
at room temperature for 7 min to facilitate evaporation of vola-
tile organic components of the SOG material. The sample was
soft baked at 110 °C for 5 min, followed by the careful removal
the PDMS stamp. The embossed SOG film was then further
cured at 200 °C for 5 min followed by baking at 160 °C
overnight. Finally, the fully cured SOG film was annealed at
450 °C under nitrogen for 1 h. The replicated SOG nanostruc-
tures consist of well-defined square arrays of nanoholes,
patterned using sixteen different design rules that offer a
broad variation of response to optical frequencies. A =5 nm tita-
nium dioxide adhesion layer was deposited using atomic layer
deposition (Cambridge nanotech) on the embossed SOG nano-
structure followed by deposition of a =50 nm metallic film (Au,
Ag or both) via one of the various methods. Sputter deposition
in a 5 mTorr argon atmosphere (AJA International) was utilized
for substrates prepared for bulk refractive index (bulk RI)
sensing experiments and electron beam (e-beam) evaporation
(Temescal) was used for samples made for SERS measurement.
The schematic illustration of both SOG PC structures is given in
Figure 1a and the scanning electron microscopy (SEM) images
of nanohole arrays of different metal distributions are shown in
Figure 1b (sputter deposition) and Figure 1c (e-beam evapora-
tion). The island-like metallic film structures of the quasi-3D
structures (shown in inset of Figure 1c) were found to be
susceptible over time to the penetration of liquid solution into
the interfaces formed between the metal films and the SOG sub-
strate. To prevent the degradation in performance that this
engendered, a conformal ~6 nm thick Al,O3 passivation film
was deposited on top of the metal by atomic layer deposition
(Cambridge Nanotech).

Bulk refractive index sensing via transmis-

sion-mode spectroscopy

Transmission spectra in air and bulk RI dependent PC data were
measured using a Varian 5G UV-vis—NIR spectrophotometer
with normal incident light and no temperature control. Bulk RI
measurements were carried out using methods that have been
previously reported [22,24,26,37,44,45]. In this protocol, a
PDMS flow cell was mounted on top of the PC and PEG buffer
solutions of increasing concentration (pure water, 1.4, 2.8, 4.8,
and 5.6 wt %) were injected into the PDMS flow cell with a
syringe pump (Harvard Apparatus) at a flow rate of
0.1 mL/min. To change the solution, a new PEG solution was
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injected at a flow rate of 1.0 mL/min at the beginning stage for
two minutes to completely flush the previous solution from the
PDMS cell. This was followed by injection at a normal flow
rate of 0.1 mL/min. Transmission spectra over a wavelength
range of 355-1000 nm were collected throughout the process in
order to monitor changes in multiple plasmonic responses to
changes in the surrounding dielectric environment. The refrac-
tive index of the PEG solutions was measured using an Abbe

refractometer, corrected to 25 °C.

Integrated multispectral response calculation

In quantitative work, we consider both the position and intensi-
ty changes that occur in the plasmonic features present in the
transmission spectrum over the entire range of collected wave-
lengths. The absolute difference values were calculated using
the differences between transmission spectra collected in each
PEG solution and a spectrum recorded in pure water. These
values were integrated to account for wavelength dependence of
both negative and positive changes in spectroscopic intensity

using Equation 1, a value having units of A%T-nm.

Integrated Response = I

wavelength

|ACTMfdL. (1)

Surface-enhanced Raman spectroscopy

(SERS) measurements

A self-assembled monolayer of benzenethiol on top of the
quasi-3D PCs was prepared by immersing them in a 15 mM
benzenethiol ethanolic solution for 12 h, rinsing thoroughly
with ethanol, and then drying with a stream of nitrogen gas.
SERS measurements were made using a SENTERRA disper-
sive Raman microscope (Bruker Optics) with an excitation laser
wavelength of 785 nm, an excitation power of ~5 mW, focal
length of 45 mm and acquisition time of 30 s. Raman spectra

were collected over a Raman shift range of 500-1800 cm ™.

Finite-difference time-domain simulation of

plasmonic nanostructures

A set of 3D FDTD simulations were used to model the normal
incidence transmission spectra in air and water and the electro-
magnetic field distribution for full-3D PCs. The unit cell geom-
etry was defined as an infinite square array of nanostructured
holes on a metal film that are parallel to the x—y plane with a
semi-infinite SOG material under the nanoholes and air above
them. The unit cell spacing was 2 nm in all three dimensions
with a total unit cell size of Ny x N, x N; =292 x 292 x 1200
grid points. The total simulation time for each unit cell was
100 fs. Perfectly matched uniaxial layers were applied on
both sides of the z-grid to avoid artificial reflection errors from
the domain boundaries. Appropriate periodic boundary condi-

tions were used to define the square array. The frequency-

2494



(a)

sputter

silver
SOG

glass

(b)

e &

Y W .
(d) Au50 Ag10Au40
S“EEE "EEE
SEEE EEEE
EEEN EEmW.
EENE EEEE

Ag30Au10 Ag40Au10

SEEE "EEE
EEEE EEEn
HEEEE EEEm
EEEE EE

Ag20Au30

ES

EEN: IR
AEEZER
AEEE EBE

-

Beilstein J. Nanotechnol. 2017, 8, 2492—-2503.

Ebeam
evaporator

quasi 3D

e
i ol Au50

S — Ag10Au40
c —— Ag20Au30
2 ——— Ag30Au20
£ 2 ——— Ag40Au10
8 \ ——Ag50
=

1000
Wavelength (nm)

400 600 800 1200

Figure 1: (a) 3D and 2D schematic illustration of the full-3D and quasi-3D plasmonic crystals (PCs). To fabricate the metal films, sputtering was used
for the full-3D PC and e-beam evaporating was used for the quasi-3D PC. SEM images of a (b) full-3D and (c) quasi-3D PC with diameters and peri-
odicities of =380 and 580 nm. The scale bar corresponds to 5 pm. Inset: cross-sectional SEM image of an individual nanohole. The scale bar corre-
sponds to 100 nm. (d) Optical images of embossed PCs with different metal layer compositions: 50 nm Au (Au50), =10 nm Ag/=40 nm Au
(Ag10Au40), 20 nm Ag/~30 nm Au (Ag20Au30), =30 nm Ag/~20 nm Au (Ag30Au20), =40 nm Ag/~=10 nm Au (Ag40Au10), =50 nm Ag (Ag50). The
hole depth is 340 nm and the hole spacing varies from =500 nm to =1740 nm. (e) Normal incident transmission spectra of five full-3D PCs with differ-

ent metal composition.

dependent Au?? and Ag*® permittivities are described by
the Drude—Lorentzian model over a wavelength range of
355-1500 nm. The dielectric constants for SOG and air were
taken to be 1.43 and 1.00, respectively.

Results and Discussion

Structure and properties of bimetallic
plasmonic crystals

Periodic nanostructures in metal films have been widely studied
as a system to better understand the underlying physics of
plasmon resonances as well as to develop high-performance
platforms for a variety of SPR applications [21,46,47]. Com-

pared to other work on nanoparticles or 2D arrays, the 3D plas-
monic constructs described here have notable differences in
terms of both the underlying physics as well as the analytical
approaches they support. A specific contrast compared to freely
diffusing nanoparticles in solution, sensing on plasmonic crys-
tals provides specific advantages, being well-suited for use as
chemoresponsive/multispectral imaging optics as well as not
being subject to temporal instabilities that arise from interpar-
ticle interactions mediated via operando sensitive attributes of
surface charge. This intrinsically makes plasmonic crystals
more attractive for sensing applications as the need to modify
the surface chemistry/charge figures heavily in design of capac-
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ities to support the recognition of specific solution-phase
analytes. Additionally, local electromagnetic hotspots and fano
resonances generated at the surface are much more accessible
by design in photonic crystal systems due to the intrinsically
controllable geometry of the array openings. In contrast, the
interaction of nanoparticles can be used to modulate the effec-
tive electromagnetic field generated at hotspots but these ulti-
mately depend on solution conditions in ways that can be hard
to control and vary both within and between assays. The
optimal morphology for a given application will necessarily
depend on the specific parameters required including response
time, harshness of solution conditions, and overall spectroscop-
ic detection figures-of-merit required. The work described
herein demonstrates how a systematically varied metallic com-
position can be used to tailor the bulk RI and spectroscopic
sensing capabilities of PC optics. The work establishes figures-
of-merit for these tailored systems and might serve to benefit
analysis in biological as well as other, more general, analytical
contexts. This work further establishes protocols that afford
effective materials approaches to stabilize Au/Ag metal multi-
layer PC optics against environments that would otherwise
degrade their performance in use.

Efforts in this field have been directed particularly toward the
unique optical properties of periodic nanostructures because of
their capacities for extraordinary optical transmission, visual
wavelength responsiveness, and high optical sensitivity to
changes in the local environment [48-50]. In this study, we used
square arrays of nanoholes molded into the surface of an inor-
ganic SOG film using soft nanoimprint lithography. The SOG-
supported PC structure affords a chemically and thermally
stable sub-wavelength optical device, especially when a protec-
tive metal oxide overlayer is included, for SPR sensing and for
SERS measurements, as has been discussed in previously
published work [26].

The SPRs produced using nanostructured metal films can be
casily tuned by adjusting the geometric shape, thickness, and
composition of the metal film, as well as the surrounding
dielectric environment. Sputter coating and e-beam evaporation
are both widely used tools for fabricating metal thin films, yet
the distribution of the deposited metal film resulting from each
of the two methods are quite different due to the distinctive
deposition characteristics. The step coverage of e-beam evapo-
ration, in particular, is poor since it only offers an essentially
unidirectional collision of source material atoms with the sub-
strate, with most of the metal being deposited on the surface and
bottom of the nanoholes. Sputtering, in contrast, is a less-
directed deposition process that conformally coats the entire
substrate. We have termed the metal nanostructures fabricated

by e-beam deposition as quasi-3D structures because the metal
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disk at the bottom of the nanohole is physically separated from
the metal film on the top of the SOG substrate, while the PCs
with more continuous/conformal metal layers formed by sputter
deposition are termed full-3D PCs [37]. Figure 1a schemati-
cally illustrates the metal film distribution differences resulting
from the fabrication using these two methods. The geometric
differences in the metal films of the quasi-3D and the full-3D
PCs were characterized using cross-sectional SEM imaging
(inset of Figure 1b,c). The top view SEM images of PCs in
Figure 1b,c demonstrate that PCs consist of uniform square
arrays of nanoholes with a periodicity of ®580 nm. Despite the
fact that the diameter of the embossed SOG nanostructures of
both PCs are identical (=380 nm), the final diameter of
nanoholes in the full-3D PC (Figure 1b) appears slightly smaller
than those of the quasi-3D PC (Figure 1c). This effect was attri-
buted to differences in sidewall metal deposition resulting from
the specific technique used.

In addition to changing the geometry of the nanohole arrays and
the metal by altering the metal film deposition method, modifi-
cation of the metal film composition provides an additional
means through which the optical response of the PC can be
systematically controlled. In this study, we used bimetallic
layers to engineer the plasmonic response of the device over a
wider wavelength range, here exploiting the unique plasmonic
modes of Ag in the visible range to supplement and enhance
those provided by Au. This distinctive PC design further serves
to compensate for the chemical instability of Ag by coating it
with thin films of Au. To explore the variation in function re-
sulting from the double layer film structure, we used five differ-
ent ratios of Ag and Au while maintaining a constant overall
metal film thickness on the SOG nanohole arrays. The ratios
used were: 50 nm Au (Au50), 10 nm Ag/40 nm Au
(Agl10Au40), 20 nm Ag/30 nm Au (Ag20Au30), 30 nm Ag/
20 nm Au (Ag30Au20), and 40 nm Ag/10 nm Au (Ag40Aul0).
Figure 1d presents optical images of an entire series of PCs with
varying compositions of Ag and Au. The sixteen squares
(4 x 4 mm?2) given on each plasmonic substrate exhibit distinc-
tive colors due to light scattering from the nanohole arrays ac-
cording to the different design rules, with periodicities ranging
from 0.49 to 1.75 pm and corresponding hole diameters ranging
from 0.17 to 1.12 pm. The color changes seen, from the typical
color of bulk Au to that of Ag, follow an intuitive trend as the
ratio of Ag in the metal film increases. Metrological data de-
veloped using SEM demonstrated a high fidelity of the repli-
cated structure to its imprint master, as illustrated in the nearly
identical geometry (=340 nm hole depth, ~380 nm hole diame-
ter, and =580 nm hole spacing) of an exemplary pair of PCs
shown in Figure 1b (full-3D) and Figure 1c (quasi-3D). The
former structures have a particularly useful response in the

visible wavelength region of the optical spectrum. This is illus-
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trated by the data presented in Figure le, which shows the 0™-
order transmission spectra for six full-3D PCs recorded in air
for varying ratios of Au and Ag. The variations in the transmis-
sion spectra can be attributed to the changes in the film compo-
sition (Ag and Au thickness). The small discontinuity seen near
800 nm is an instrumental artifact, which results from a change
of detectors during the scan. In Figure le, the largest transmis-
sion peak, spanning the near-infrared (NIR) range, is blue-
shifted and its intensity decreases as the proportion of Ag in the
metal film increases. Across the near UV—vis regions, en-
hanced transmission magnitudes and more spectroscopic fea-
tures are observed as the mass-coverage of the Ag increases.
The intensity of the characteristic peak for the Au surface
plasmon resonance (at =500 nm) is reduced as the proportion of
Ag increases, while the peak intensity (at <350 nm) correspond-
ing to the bulk plasmon mode of Ag is enhanced. These qualita-
tive trends are more quantitatively described by the results of
theoretical modeling.

Finite-difference time-domain modeling

FDTD calculations provide theoretical understanding of how
the electromagnetic field interacts with the PC [51-53]. The
transmission spectra of the periodic nanohole arrays in each of
the PCs have multiple optical responses, such as localized sur-
face plasmon resonances (LSPRs), Bloch wave surface plasmon
polaritons (BW-SPPs), Wood’s anomalies (WAs), or a combi-
nation of these features [28,48,54-60]. Contributions from the
transmission of light also originate from the coupling of light
directly transmitted through the metal film, as well as from the
background metal absorption (at =500 nm for Au and =350 nm
for Ag). The peaks in the transmission spectra, which corre-
spond to BW-SPPs and WA, are correlated with the periodic
structure of the nanoholes arrays, whereas LSPRs can be
created by specific sub-wavelength-sized features of the metal-
lic structures.

The appropriate optical constants for each material and the
geometrical model of the periodic nanohole array are crucial for
FDTD modeling because all of the plasmonic modes are highly
sensitive to the structural details and dielectric properties of the
environment. The design rules for an optimized PC were used
in the calculations (see below), and based on experimentally
measured data, they were defined as a square array of nanoholes
in a layer of SOG with a diameter of 380 nm, depth of 340 nm,
and a center-to-center spacing of 580 nm. The dimensions of
the metal film above the SOG nanohole arrays were as follows:
top metal layer of =50 nm thickness, bottom metal layer of
~20 nm thickness, and sidewall metal layer thickness of =15 nm
(details are given in Supporting Information File 1, Figure S1).
The different thickness values account for the shadowing effect

which limits the degree of conformal coverage realized in the
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sputter coating metallization step. In the calculation, we used a
Drude plus two-pole Lorentzian model to obtain the dielectric
constant of the metal as a function of wavelength [48,61].
Figure 2 presents the experimentally measured and calculated
normal incidence transmission spectra and electric field distri-
butions around the nanoholes for full-3D PCs with Au50
(Figure 2a), Ag50 (Figure 2b), and Ag30Au20 (Figure 2c)
mass-coverage metal films. The Al,O3 passivation layer was
not included in the calculations as it was found to impart only
very small modifications to the experimentally determined

transmission spectra.

The calculations and experimental data shown are for PCs in
air, and assignments for specific features seen in the data are
revealed by the calculations. The largest peak (labeled C in the
spectra) is the result of strong LSPR excitations that are
confined in the nanohole. Fano-like resonances, appearing as
peak minima or maxima, are correlated with either BW-SPPs or
WAs [22,60]. The wavelengths of the expected BW-SPPs can
be predicted using Equation S1 in Supporting Information
File 1 and solutions for this equation are listed in Supporting
Information File 1, Table S1. From this theoretical analysis, we
can verify that the peak minima labeled A in the transmission
spectra originate from BW-SPPs. At these wavelengths, the
field intensity distributions seen near the interface of the
top metal layer and air stand in good agreement with the charac-
teristic field distribution expected for BW-SPPs. Even so,
many of the optical features observed in the transmission spec-
tra are likely the result of complex interactions of light diffrac-
tion and concurrent plasmonic modes. The electric field
distributions calculated for the wavelength at position B
in each of the spectra are examples of features involving
such coupling of multiple plasmonic modes. The intensity
concentrated in the nanohole and near the sidewalls, for exam-
ple, likely corresponds to LSPRs. Moreover, electric fields lo-
cated at the metal—air interface are largely due to BW-SPPs and/
or WAs.

The FDTD results (Figure 2) are consistent with the experimen-

0th-order transmis-

tal results in terms of the dependence of the
sion spectra as a function of changes in the metal overlayer
composition (presented in Figure le). The data show, for exam-
ple, that the peak intensities are reduced and the intensity of the
transmission maxima (position C) are blue-shifted with increas-
ing Ag content. The calculations further demonstrate several
BW-SPP features that characterize transmission for the Ag PCs
at wavelengths around 400 nm — a complexity in the blue wave-
length region expected for Ag in contrast to Au. The optical fea-
tures appearing between 400-600 nm for the Ag PCs suggest a
possibility for a highly sensitive response for such PCs at near-
UV and visible wavelengths [62,63].
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Figure 2: Experimental transmission spectra (black), electrodynamic modeling transmission spectra (red), and 2D calculated electric field plots corre-
sponding to wavelengths for peaks labeled as A, B, and C in the transmission plot of (a) Au50, (b) Ag50 and (c) Au20Ag30 full-3D PCs (=380 nm hole
diameter, =340 nm relief depth, 580 nm hole spacing, =50 nm top metal layer, =20 nm metal sidewall, and =15 nm bottom metal layer).

Bulk refractive index sensitivity of bimetallic

plasmonic crystals

A single resonance peak analysis methodology does not provide
a suitable means to determine the RI sensitivity of an imaging
sensor. For this reason, we employed a multispectral protocol to
quantify figures-of-merit (FOM) for sensitivity, as described in
earlier reports on chemical sensing using PCs as an optical ele-
ment for imaging and spectroscopic detection [22,24,26,37].
Here we used a flow cell design, the same as that previously re-
ported, to expose the PC to PEG solutions of varying concentra-
tions to determine a FOM for its multispectral RI sensitivity.

Because sensitivity to bulk RI changes has been previously

shown to be better for the full-3D PC structure as compared
with the quasi-3D counterpart, the transmittance spectra for the
former over a range of 355-1000 nm were collected as a func-
tion of time while PEG solutions of different concentration
(from 1.4 to 5.6 wt %) were passed through the flow cell [37].
Integrated multispectral RI responses of five full-3D PCs with
different mass-coverage metal films were measured to investi-
gate and validate the best design for the PC for bulk RI sensing.

To determine an optimal nanohole array design for RI sensing

in the visible wavelength range before considering the effects of

mass fraction in metal thin film on plasmon resonances, we per-

2498



formed bulk RI sensing measurements (Supporting Information
File 1, Figure S2a) and FDTD calculations (Supporting Infor-
mation File 1, Figure S2b) using four design rules of nanoholes
chosen from sixteen squares on a PC: 580 nm (p580), 780 nm
(p780), 1100 nm (p1100), and 1600 nm (p1600). From the
results of bulk solution-phase RI sensing (shown in Supporting
Information File 1, Figure S2a), the most sensitive geometry for
RI changes measured over a wavelength range of 300-800 nm
was found to be a nanohole array with =580 nm periodicity and
~380 nm hole diameter. The FDTD calculation for this struc-
ture (presented in Supporting Information File 1, Figure S2b)
confirms the physical origin of the bulk RI sensing results in
which the p580 Au50 full-3D plasmonic substrates generated
the strongest plasmonic features at frequencies in the visible
range (wavelengths spanning 600—-800 nm). From the transmit-
tance measurements made in air (shown in Figure le), we can
further infer that the shifts of peak maxima that occur as a
result of changes made in the metal overlayer composition are
small if nanohole geometries are identical. We therefore
selected the p580 nanohole array as a suitable exemplar for the
bulk RI sensitivity evaluation of bimetallic PCs carried out in
this study.

Figure 3a shows the integrated responses of five full-3D PCs
selected for a design rule giving optimal RI responses with dif-
ferent metal compositions, here plotted as a function of time.
The small baseline shift seen in the data over the course of the

measurement is due to a small, uncompensated change in tem-
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perature. Figure 3b demonstrates the linear integrated response
changes for the Au50 and Agl0Au40 full-3D PC as a conse-
quence of changes made in the bulk refractive index (ARI) of
the contacting PEG solutions.

The Agl0Au40 full-3D PC exhibits the largest RI sensitivity
among the five PCs studied (the FOM values measured
for these PCs are listed in Table 1). From 355-1000 nm,
the RI sensitivity for the Agl0Au40 bimetallic PC
(45,000 A%T-nm/RIU) is nearly ~1.41 times that of the Au thin
film PC (32,000 A%T-nm/RIU). Higher mass-fractions of Ag in
the bilayer stack progressively weaken the plasmonic response,
as seen in the lower values of the FOM.

Transmission spectra measured in water provide an important
qualitative insight into the differences in the bulk RI sensitivity
of the PCs. We note that sharp, intense optical features are more
significantly weighted in the multispectral RI response calcula-
tion (Equation 1) as compared to broad, weak transmission fea-
tures. Supporting Information File 1, Figure S3a shows the
transmission spectra of PCs measured in water that illustrate
these effects. Of particular note are the transmission intensity
minima (appearing as sharp features near 600 nm and 800 nm)
and peak transmission maxima (a generally more complex fea-
ture appearing above 800 nm). One sees here that the full-3D
Agl0Au40 PCs, the best system for bulk RI sensing, has the
narrowest peak minima and the highest transmission feature

(seen here at =900 nm) as the qualitative associations described

400}
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300}
200 }
100 |
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0 2 4 6 8
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Figure 3: (a) Integrated multispectral response of five full-3D PCs with different metal composition to injections of increasing concentration of
aqueous PEG solutions (from 1.4 to 5.6 wt %). Transmittance changes as a function of time were collected over a wavelength range of 355—1000 nm.
(b) Linear change in the average integrated response with refractive index change on Au50 and Ag10Au40 full-3D PCs.

Table 1: Figure-of-merit (FOM, A% T-nm/RIU) for PCs with different ratios of Ag and Au.

Wavelength (nm) Au50 Ag10Au40

355-1000 32,000 45,000

Ag20Au30

36,000

Ag30Au20 Ag40Au10

29,000 21,000
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above predict. The FDTD results calculated for PCs immersed
in water do not agree perfectly with the transmission spectra
acquired experimentally because the mounted PDMS flow cell
is not considered in the calculation. To allow solution flow and
direct contact with liquids during measurements, a closed
sampling cell is required and, in such cases, presents a
glass—solution interface through which the incident radiation
passes. Due to its complexity, the presence of this glass layer
was not accounted for within the FDTD simulation; it is this
omission to which the observed deviations are ascribed.

They do, however, still affirm the intuitive correlations noted
above. Considering the calculated transmission spectra in water
for the five PCs (shown in Supporting Information File 1,
Figure S3b), as predicted, the Agl0Au40 full-3D PC presents
both the narrowest peak minima and highest intensity in the
calculated transmission response. Overall, due to the structure
of the fabricated device, there will be an intrinsic sensitivity to
certain variable physical parameters, such as the exact specifica-
tions of the flow cell geometry and/or the overall optical path
length due to the mounting of the device in the radiation path.
Ultimately, this will lead to slight variations in analytical sensi-
tivity, requiring rigorous experimental design to provide inte-
grated plasmonic devices with suitable analytical sensitivities
for detection with high reproducibility.

SERS enhancement of bimetallic plasmonic

crystals

Nanohole arrayed PCs are also promising as an easily replic-
able substrate for SERS. We have shown in an earlier report
that plasmonic crystals formed on a molded SOG substrate pro-
vided excellent performance for Raman spectroscopy measure-
ments [26]. In this study, we demonstrate that even greater
Raman signal enhancements are achievable by using a
bimetallic PC compared to those offered by more conventional
monometallic systems. The total double metal layer thickness
(50 nm) and the SOG nanohole array design rules (580 nm peri-
odicity and 380 nm diameter) used for the SERS measurement
are the same as those adopted in the RI measurements de-
scribed above. Optimized thicknesses of the Ag and Au metal
films on the embossed SOG PC were tested using the quasi-3D
PC device motif, which was found to be a more suitable design
for SERS measurement in earlier work [25]. The data presented

in Supporting Information File 1, Figure S4 experimentally con-
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firmed that a larger SERS enhancement does in fact result for
the quasi-3D PC compared to the full-3D design for the
bimetallic case as well. Table 2 shows the Raman intensities
measured for each quasi-3D PC as a function of the different
Au and Ag thickness ratios. As the data reveal, the best SERS
enhancement is provided by the Ag40Aul0 quasi-3D PC, with a
Raman intensity that was ~2.3 times higher than that of a

comparable Au-coated PCs (shown in Figure 4).

The major Raman active vibrational modes of benzenethiol are
located at 1073 cm™! and 1574 cm™! (which correspond to
Raman shift peaks relative to the 785 nm laser excitation at
857 nm and 896 nm, respectively) [64]. Past work has
noted that an approximate requirement for SERS enhancement
by a PC is an enhanced electric field following at an optical
frequency halfway between the laser excitation wavelength
(Aex = 785 nm) and the scattered wavelength of the Raman
active mode of interest [25,64,65]. This, then, corresponds to
the case for the noted modes of benzenethiol where the PC
provides maximal transmittance at wavelengths of 821 nm and
840 nm (the halfway point between Agx and ARaman)- The exper-
imental transmission spectra of Au50 and Ag40Aul0 quasi-3D
PCs measured in air shown in Figure 4b qualitatively confirm
this correlation between the magnitude of the SERS enhance-
ment and the underlying optical properties of the plasmonic
substrate.

FDTD simulations theoretically confirm the underlying mecha-
nism and optimized PC structures for SERS enhancement.
Calculated top field intensity distributions at 5 nm away from
the surface of PCs (shown in Figure 4c) exhibit that the
Ag40Aul0 quasi-3D PC generates a stronger enhanced field
compared with Au50 quasi-3D PC, which is in good accord
with the correlation between the strength of the plasmonic reso-
nance and the SERS intensity. SERS enhancement theory sug-
gests that the intensity of the Raman scattered radiation is
proportional to the square of the electric field [12]. FDTD-com-
puted electromagnetic SERS enhancement factors (|E|*) for PCs
with different Au layer thicknesses at wavelengths of 8§21 nm
and 840 nm show similar trends as compared to the experimen-
tal results in that the SERS intensity increases as the thickness
of the Ag layer increases (presented in Supporting Information
File 1, Figure S5). The quantitative discrepancies between the
measured SERS intensities and calculated enhancement factors

Table 2: Raman intensity (counts) at 1073 cm™" and 1573 cm™" for five different full-3D PCs with 580 nm periodicity.

Au50 Ag10Au40
1073 cm™! 3133 3395
1573 cm™! 5499 5048

Ag20Au30 Ag30Au20 Ag40Au10
4461 4845 7095
6437 7359 12830
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Figure 4: (a) SERS spectra of benzenethiol adsorbed onto Au50 and
Ag40Au10 quasi-3D PCs measured with laser power of =5 mW.

(b) Experimental transmission spectra in air for Au50 and Ag40Au10
quasi-3D PCs used to collect the Raman spectra in (a). The locations
of the laser excitation and Raman peaks are marked as Agy, ARaman1
and Araman2, respectively. (c) FDTD-computed top (x—y) intensity dis-
tribution at 5 nm away from the surface of Au50 and Ag40Au10 quasi-

3D PCs at A = 821 nm and 840 nm.
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as a function of the Au layer thickness likely originate as a
consequence of the inexact model used for quasi-3D PCs (illus-
trated in Figure 1a). The latter does not take into account that
there are some metal particles on the sidewall near the bottom
disk and top layer (shown in inset of Figure 1c), which are
structures that can contribute to the spectroscopic response of
the PC optic.

These correlations are not fully predictive of optimal perfor-
mance in SERS for a broader range of PC design rules. The
larger data, for example, specifically show that the p580 PC is
not the best design rule for SERS measurements and that the
optical properties needed to obtain an optimized performance
are more complex and likely application-specific. We have
found that by using benzenethiol as an exemplary reporter mol-
ecule, for instance, signals of a p780 quasi-3D Ag40Aul0 PC
are higher than those of the p580 quasi-3D Ag40Aul0 PC,
demonstrating an approximately ~1.3—1.8-fold enhancement
(Supporting Information File 1, Figure S6a). The general corre-
lation of the SERS intensity enhancement with specific features
of the transmission intensity apparently still retain a useful qual-
itative character when one notes that the experimental results
show higher transmission values at 820 nm and 841 nm for the
p780 PC as compared with the pS80 PC case (shown in Sup-
porting Information File 1, Figure S6b). We believe further
work, concomitant with theoretical insights, will be required to
better understand associations between the optical properties
and performance, as was observed here in this work.

Conclusion

The influence of the mass coverage of Ag and Au thin films as
well as the geometrical parameters of the nanohole arrays of
bimetallic (bilayer) plasmonic crystals were characterized
through multispectral bulk RI sensing and SERS measurements
combined with insights from theoretical modeling. This work
demonstrates the feasibility of Ag/Au bimetallic PCs for analyt-
ical applications, further establishing that bimetallic systems
markedly surpass the quantitative performance of monometal-
lic systems reported previously. With FDTD calculations, the
nature of the different optical and plasmonic features that
provide these performance attributes was confirmed. An opti-
mized system was developed through careful engineering of the
system and analysis of the transmission spectra both experimen-
tally and computationally. The methods described here hold ad-
ditional value in that they provide guidance for further optimi-
zation of a design framework for plasmonic devices to suit spe-
cific features of analytical applications. More directly, though,
the multilayered bimetallic PC is found to offer great flexibility
in terms of ease of fabrication and features of performance,
thereby establishing it as an interesting platform for highly

sensitive forms of plasmonic-based chemical sensing.
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Supporting Information

Supporting Information File 1

Additional theoretical and experimental information.
Details: Theoretical analysis of Bloch wave surface
plasmon polaritons and Wood’s anomalies of PCs;
Schematic illustration of a nanohole; Experimental and
FDTD calculated transmission spectra in water of the
full-3D PCs; Integrated multispectral response and
computational normal incident transmission spectra of
full-3D PCs with different nanohole array periodicity;
SERS spectra of benzenethiol and experimental
transmission spectra in air for Ag40Aul0 quasi-3D PC with
580 nm and 780 nm periodicity; SERS spectra of
benzenethiol adsorbed onto full-3D and quasi-3D PCs.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-8-249-S1.pdf]
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Abstract

The supported monolayer of Au that accompanies alkanethiolate molecules removed by polymer stamps during chemical lift-off li-
thography is a scarcely studied hybrid material. We show that these Au—alkanethiolate layers on poly(dimethylsiloxane) (PDMS)
are transparent, functional, hybrid interfaces that can be patterned over nanometer, micrometer, and millimeter length scales. Unlike
other ultrathin Au films and nanoparticles, lifted-off Au—alkanethiolate thin films lack a measurable optical signature. We therefore
devised fabrication, characterization, and simulation strategies by which to interrogate the nanoscale structure, chemical function-
ality, stoichiometry, and spectral signature of the supported Au—thiolate layers. The patterning of these layers laterally encodes their
functionality, as demonstrated by a fluorescence-based approach that relies on dye-labeled complementary DNA hybridization.

Supported thin Au films can be patterned via features on PDMS stamps (controlled contact), using patterned Au substrates prior to
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lift-off (e.g., selective wet etching), or by patterning alkanethiols on Au substrates to be reactive in selected regions but not others

(controlled reactivity). In all cases, the regions containing Au—alkanethiolate layers have a sub-nanometer apparent height, which

was found to be consistent with molecular dynamics simulations that predicted the removal of no more than 1.5 Au atoms per thiol,

thus presenting a monolayer-like structure.

Introduction

Chemical lift-off lithography (CLL) is a subtractive technique
for patterning self-assembled alkanethiol molecules on Au sur-
faces via rupture of Au—Au bonds at the Au—monolayer inter-
face [1,2]. In CLL, hydroxyl-terminated molecules (or other
species with reactive termini) in preformed self-assembled
monolayers (SAMs) are lifted off Au surfaces through contact
with O,-plasma-activated poly(dimethylsiloxane) (PDMS)
stamps. Compared with microcontact or transfer printing
methods [3-6], CLL produces crisp, stable patterns with
sub-20 nm resolution and patterned areas of more than square
millimeters [1,7]. We have used CLL on gold to control the
placement and nanoscale environment around surface-immobi-
lized biomolecules and to simplify patterning steps in device
fabrication [1,2,7-13].

Two-dimensional (2D) materials have proven to be extremely
rich in terms of new and potentially useful properties [14-18].
Here, we have investigated Au—alkanethiolate layers on PDMS
that were produced during CLL specifically for their 2D materi-
al properties. The existence of Au on the PDMS stamp
following lift-off was initially discovered using X-ray photo-
electron spectroscopy (XPS) to investigate post-CLL PDMS
stamps [1]. These Au layers had been predicted in a gedanken-
experiment by George Whitesides, in which he described the
strength of the Au—S bond as stronger than the (weakened) bond
between the top layer of alkanethiolate-bound Au atoms and the
underlying Au substrate. The layers removed during CLL have
not yet been well characterized.

In CLL, the height difference between the remaining SAM and
the contact region (where molecules were removed) was the
thicknesses of the SAM plus =4 A [1]. This height difference is
consistent with one or at most two layers of Au being removed
by CLL. Although not fully elucidated, we refer to the lifted-off
species as a (supported) Au—alkanethiolate monolayer (vide
infra).

Chemical lift-off lithography differs from other subtractive or
deterministic transfer printing techniques [6,19-23] in that the
stamp “inks” used during the transfer have a different composi-
tion than the inks originally deposited onto the substrates. While
other types of thin Au films and Au nanoparticles are identified
through their measurable geometry- or size-dependent optical

and electronic properties (e.g., localized surface plasmons) [24-

26], we show that CLL lifted-off monolayers lack significant
optical signals that make them distinguishable from the PDMS
supporting matrix. Using contrast methodologies, we determine
that the chemistry of the supported Au monolayers remains
consistent with that of bulk Au.

We used experimental and computational strategies to charac-
terize the hybrid Au—alkanethiolate 2D material formed at
PDMS surfaces via lift-off lithography. Chemical lift-off lithog-
raphy was used to pattern featureless (flat) PDMS substrates
with Au—alkanethiolate monolayers, which enabled direct
characterization of the nanometer-scale heights of the sup-
ported Au monolayers through scanning probe microscopy, as
well as the exploration of spatially encoded functionality using
fluorescence microscopy. Otherwise, when topographically
patterned PDMS stamps are used to pattern Au monolayers, the
traits of the latter are overwhelmed by the PDMS features that
are hundreds of nanometers thick. These features are indis-
cernible on flat PDMS without the application of patterned
reference regions, i.e., regions that contain only PDMS adja-
cent to areas containing monolayers of Au—alkanethiolate com-
plexes.

To gain insight into lift-off lithography removal mechanisms
and outcomes of the lift-off process at the atomic scale, we
simulated lift-off using molecular dynamics and density func-
tional theory. We determined the energetics of this complex
system during lift-off. The simulations were used to predict the
stoichiometry and structure of the lifted-off Au—alkanethiolate
monolayers. The calculated stoichiometry estimated the limits
for the structure of the Au—alkanethiolate monolayers, guiding

our interpretation of the existence of Au monolayers.

Results and Discussion

Au-on-Si master substrates were patterned by a first round of
CLL. Here, topographically patterned PDMS stamps were used
to lift-off hydroxyl-terminated self-assembled alkanethiols
(Figure S1, Supporting Information File 1) [1,9]. Following this
CLL step, Au in the lifted-off (exposed) regions was removed
by wet etching to form Au features in the noncontact regions.
Next, hydroxyl-terminated alkanethiols were self-assembled on
the patterned Au masters (Figure 1, left). Topographically flat,
activated PDMS was brought into contact with the patterned Au
masters to carry out a second round of CLL that resulted in

2649



Beilstein J. Nanotechnol. 2017, 8, 2648-2661.
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Flat PDMS with Au-mercaptoundecanol monolayers
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0O,-plasma
activated 0.0 nm
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Figure 1: (Left) Scheme for patterning flat poly(dimethylsiloxane) (PDMS) substrates with Au—mercaptoundecanol monolayers. The Au features

(100 nm height) on the Au-on-Si masters were functionalized with mercaptoundecanol and contacted with topographically flat PDMS stamps.

(A-D) Scanning electron micrographs of Au-on-Si masters with (A) 1 ym diameter holes, (B) 1 um lines, (C) 5 um diameter holes, and (D) 3 ym diam-
eter raised circles. The Au regions appear bright in these images. (E-H) Height maps of Au—-mercaptoundecanol monolayers on PDMS produced
from the Au masters in panels A-D, respectively. Images were acquired by peak-force atomic force microscopy. (I-L) Variable-pressure scanning
electron micrographs of the same Au-alkanethiolate patterns on PDMS visualized in panels E-H. Images in panels |-L are contrast-enhanced to visu-
alize the features more clearly. The original images are shown in Figure S2 (Supporting Information File 1).

otherwise featureless PDMS that was patterned only with the
Au-—alkanethiolate monolayers.

We imaged patterns of Au—alkanethiolate monolayers on
PDMS substrates using nanoscale characterization tools. The
topographies were measured using peak-force atomic force
microscopy (PF-AFM), an intermittent-contact mode suitable
for interrogating soft samples [27]. The AFM topography map
in Figure 1E shows a pattern of recessed circular holes, which
are each approximately 1 pm in diameter with a center-to-center
separation of 4 pm. These features directly reproduced the
lateral dimensions and periodicity of the Au features on the cor-
responding Au-on-Si master imaged by SEM in Figure 1A. The
remaining images in Figure 1F—H demonstrate the same charac-
teristics; the protruding regions in each AFM height map of
post-lift-off PDMS corresponded directly to the raised Au fea-
tures on the related Au-on-Si masters. Thus, the PDMS sub-
strate was patterned by the addition of the Au—mercaptounde-
canol monolayers from the patterned Au regions on the Au-on-
Si masters, and not by imprinting, as nanoimprinting would
result in inverse height topographies from those observed in
Figure 1E-H. Notably, after reannealing and further self-
assembly of new alkanethiol monolayers, the Au-on-Si masters
could be reused a number of times to pattern multiple PDMS
samples (Figure S3, Supporting Information File 1).

Patterned lifted-off monolayers were also imaged using vari-
able-pressure scanning electron microscopy (VP-SEM), as
shown in Figure 1I-L. Compared with AFM, SEM can be used
to image patterns more efficiently as it provides chemical sensi-
tivity and faster image acquisition over larger areas (up to
square millimeters) [5,28-30]. The VP-SEM modality accom-
modates nonconducting samples by injecting water vapor into
the sample chamber to offset destructive charging of the sam-
ple. In all cases, the dimensions and feature arrangement on
patterned PDMS samples were consistent with those observed
by AFM. In the VP-SEM images, functionalized regions consis-
tently appeared less intense than the surrounding regions. We
previously observed a similar contrast inversion while imaging
self-assembled alkanethiols on Au surfaces [5]. In earlier
studies, changing the operating voltage (i.e., the voltage of the
primary electron beam) during SEM image acquisition was
shown to reverse the contrast for images taken from the same
sample. For PDMS, which is not conducting, the accelerating
voltage, sample height, and vapor pressure were adjusted so that
patterns could be discerned. The level of contrast in VP-SEM
also depends on the nature of the alkanethiol molecules and
SAM disorder (e.g., the orientation and conformation of the
molecules in the SAM) [5]. The Au—mercaptoundecanol mono-
layers on PDMS are disordered as only 60—-70% of alkanethiol
molecules are removed during CLL [1,10,31]. The resulting
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incomplete coverage may also influence the observed contrast.
These Au—alkanethiolate monolayers on PDMS are composed
of Au atoms bound to the PDMS by organic alkanethiol mole-
cules. Thus, the observed contrast of Au, as seen in the SEM
images of the Au-on-Si masters (Figure 1A-D), is not necessar-
ily comparable to that of the SEM images of Au—alkanethiolate
monolayers (Figure 11-L).

We were unable to image patterned lifted-off monolayers on
PDMS using optical extinction spectroscopy (Figure S4, Sup-
porting Information File 1). We attempted to quantify
the optical extinction of lifted-off Au monolayers on PDMS
using a strategy previously employed to measure extinction
from assemblies of Au nanoparticles or nanometer-thin Au
films [32]. As shown in Figure S4C (Supporting Information
File 1), the optical extinction was indistinguishable from the
instrument noise in the visible wavelength region. Furthermore,
there were no discernable differences in transmission between
regions containing the Au monolayers and unmodified
PDMS. Therefore, the Au—alkanethiolate hybrid material is
transparent at visible wavelengths to within our measurement

capabilities.

Although the Au monolayers were not optically detectable, we
labeled them with thiolated DNA using a strategy to detect even
minor amounts of species via their chemical properties [33-35].
In doing so, we demonstrated the chemical functionality of the
Au-alkanethiolate monolayers (Figure 2). Complementary
DNA was hybridized to thiolated single-stranded DNA self-
assembled on lifted-off Au-containing regions on PDMS sam-
ples. Complementary sequences were fluorescently labeled,
enabling indirect visualization of patterned Au monolayers.
Only regions containing Au—alkanethiolates appeared bright in
fluorescence microscopy images (Figure 2).

Using this straightforward functionalization and visualization
method, we investigated patterns of lifted-off Au monolayers on
PDMS as substrates for DNA recognition. Upon hybridization
of dye-labeled complementary strands, fluorescent patterns
were readily observed (Figure 2A,C,D). No measurable fluores-
cence was detected when DNA-functionalized substrates were
exposed to dye-labeled non-complementary DNA (Figure 2B).
Thus, the fluorescence patterns observed in Figure 2 derive
from specific hybridization between thiolated DNA strands and
their complementary sequences. Also, no patterns were ob-
served in control experiments investigating nonspecific adsorp-
tion of complementary strands to patterned substrates in the
absence of self-assembled thiolated DNA, hybridization with
noncomplementary self-assembled DNA, or self-assembly and
hybridization of DNA on unpatterned PDMS (Figure S5, Sup-
porting Information File 1).
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Figure 2: Fluorescence visualization of patterned lifted-off Au—alkane-
thiolate monolayers via DNA self-assembly and hybridization. (A) (Top)
Scheme for complementary DNA hybridization experiments. (Bottom)
Fluorescence microscopy image of a Au—alkanethiolate monolayer
pattern on flat poly(dimethylsiloxane) (PDMS) after incubation with
thiolated single-stranded DNA. Bright (lifted-off) regions between
squares are indicative of hybridization of AlexaFluor® 488-labeled
complementary DNA. Square regions are dark due to the absence of
Au, and therefore, also the absence of self-assembled DNA neces-
sary for hybridization. (B) (Top) Scheme for noncomplementary control
experiments. (Bottom) Similar substrate and DNA self-assembly as in
panel A with the exception that scrambled, noncomplementary, fluo-
rescently labeled DNA was used for hybridization. (C) Flat PDMS was
patterned with Au—alkanethiolate monolayers in the “CNSI” lettered
and “UCLA” relief regions. The patterns were then visualized using the
same DNA self-assembly and hybridization procedure as in panel A.
(D) A different region of the same PDMS sample shown in panel C but
patterned with 300 nm dots having a nearest-neighbor center-to-center
separation of 2.1 um.

Using CLL and fluorescence imaging, we produced images
over square-millimeter areas with a lateral feature size span-
ning several orders of magnitude on the same substrates
(Figure 2C,D). We have yet to determine the limits of the fea-
ture size and area that can be patterned by CLL, where features
as small as 5 nm have been removed from the original mono-
layer [2]. In addition to the production of a wide range of fea-
ture sizes, another important advantage is that the supported Au
monolayer on PDMS samples were stable for at least six
months (Figure S6, Supporting Information File 1). These
results suggest that while the optical properties of the lifted-off
monolayers are different from those of bulk Au (i.e., the former
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are optically transparent), lifted-off Au monolayers are chemi-
cally similar to bulk Au since they are amenable to self-
assembly of thiols, and thus, to forming Au—S bonds. The
chemical ability to modify the supported Au monolayers result-
ing from CLL implies opportunities for large-scale, transparent,
sensor technologies, which could be straightforwardly fabri-
cated under ambient conditions.

Having established characterization modalities to evaluate
Au-alkanethiolate monolayers on PDMS, we developed an ad-
ditional strategy for patterning PDMS with Au-alkanethiolate
monolayers that takes advantage of the chemical selectivity as-
sociated with CLL. We previously determined that methyl-
terminated SAMs do not react with activated PDMS and are
therefore inert to lift-off. Terminal functional groups that are
“CLL compatible” include hydroxyl, amino, carboxylate, and
phosphonate moieties, such that these groups react with
oxidized PDMS and are lifted off [1,10,11].

Performing CLL with flat PDMS stamps and patterned SAMs
having regions of reactive and unreactive molecules on Au was
anticipated to yield patterns on PDMS. The scheme in
Figure 3A illustrates this concept. First, CLL was performed
using stamps with wells of 7.5 um diameter and mercaptounde-
canol SAMs on the Au surfaces, leaving behind SAMs in the
circular regions. Octadecanethiol (C18) molecules were then
inserted into the contact regions, resulting in patterned mono-
layers on Au substrates. Octadecanethiol was selected for the
study because we hypothesized its chain length would give
sufficient contrast in post-CLL AFM imaging and that it would
not displace the remaining mercaptoundecanol monolayer in the
circular regions (or prevent it from undergoing CLL with a flat
stamp) [36,37]. Two-component SAMs on Au having patterned
regions distinguished by different terminal groups were then
used for a second CLL step involving flat PDMS.

Height maps of post-CLL flat PDMS and the corresponding Au
surface shown in Figure 3B and Figure 3D, respectively, had
the expected inverted contrast. The regions with Au—mercap-
toundecanol monolayers were observed as protruding circles on
the flat PDMS, while regions on the Au-on-Si substrate, from
which Au complexes were removed, appeared as recessed
circles, demonstrating that lift-off occurred in a chemically
selective manner.

The X-ray photoelectron spectroscopy (XPS) spectra of
patterned PDMS illustrated the presence of Au in the regions
predominantly containing mercaptoundecanol (noncontact
regions associated with the first CLL step), but also in the con-
tact regions dominated by inserted octadecanethiol. Residual

mercaptoundecanol in the contact regions is due to the incom-

Beilstein J. Nanotechnol. 2017, 8, 2648—-2661.

Pattern Insert
hydroxyl-terminated methyl-terminated
molecules via CLL molecules

A HS./\TAN\,OH Au HS.

o —p

Nes

Au-monolayer on
flat PDMS

Contact
[ flat PDMS

A

Alkanethiols
on Au

Au-alkanethiolate monolayers on flat PDMS

>

2.4 nm

0.0 nm

Alkanethiols on Au surface

e

7.0 nm 8.0 nN
0.0 nm 721 :80.0 nN

Figure 3: Chemically selective lift-off onto a flat poly(dimethylsiloxane)
(PDMS) sample. (A) First, chemical lift-off lithography (CLL) was per-
formed with a stamp having recessed circular features and a
preformed self-assembled monolayer of mercaptoundecanol. Methyl-
terminated alkanethiol molecules were then inserted into the contact
regions, resulting in a self-assembled monolayer with patterned termi-
nal functionalities. Performing a second round of CLL using this sub-
strate and flat PDMS sample resulted in lift-off of the Au—alkane-
thiolate monolayer from regions containing hydroxyl-terminated mole-
cules. (B) Height and (C) adhesion maps of the Au—alkanethiolate fea-
tures on PDMS. These maps were simultaneously acquired using
peak-force atomic force microscopy. (D) Height and (E) adhesion
maps of the remaining alkanethiols on Au after CLL. The topography
and adhesion maps in panels B and C show inverted contrast from
those in panels D and E, respectively.

plete removal of molecules during the first CLL step. This
partial removal has been used to advantage in fabricating
tethered DNA for high-efficiency hybridization [10] and for in-
vestigating spin selectivity in electron transport through DNA
[12]. Comparing the XPS peak areas suggested that the amount
of Au in the lift-off regions is approximately double the surface
concentration of Au in the noncontact regions. We note that the
contrast in the topographic AFM map of the Au—alkanethiolate
monolayers produced via two-component SAMs (Figure 3B)
appears lower than that of the monolayers produced via Au-on-
Si masters (Figure 1E-H). We attribute the low topographic
contrast in the height maps in Figure 3 to the presence of
Au-—alkanethiolate compounds in all regions of the patterned
PDMS.
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In addition to topographic height measurements, we used
PF-AFM to determine the adhesion force (i.e., the force needed
to pull an AFM tip off a surface) to investigate chemical
contrast on patterned PDMS [38]. The patterns of circles seen in
the AFM adhesion maps in Figure 3C,E are consistent with
differential molecular compositions in the lifted-off vs non-
lifted-off regions and the chemically selective removal of mole-
cules terminating in hydroxyl groups and not methyl groups
during the second lift-off step, whereby patterned PDMS was
produced. Collectively, the data in Figure 3 demonstrate a CLL-
centered strategy for regional control of chemical composition
on flat PDMS supporting materials.

To evaluate the Au—alkanethiol-PDMS hybrid material further,
we quantified the apparent heights of the regions containing the
lifted-off Au monolayers using AFM topography maps of
patterned PDMS (Figure 1E,F,H). To recognize and to differen-
tiate between regions containing Au—mercaptoundecanol
monolayers and PDMS-only background regions, we employed

a recently developed image analysis algorithm based on

AFM Height

Foreground
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Chan—Vese segmentation [39-41]. This algorithm is an en-
hanced version of a region-based segmentation method that can
be used to detect artifacts and differentiates pattern features
from topographically uneven backgrounds, which thresholding
strategies cannot straightforwardly accomplish [40]. Further-
more, this algorithm minimizes user bias inherent in delin-
eating regions of interest and maximizes the number of image
data points considered. Details and demonstrations of our
implementation are provided in the Experimental section and in

Figures S8—S10 (Supporting Information File 1).

The Au—mercaptoundecanol monolayers (Figure 4A—C) were
associated with heights ranging from 0.63 = 0.01 nm to
0.93 £ 0.01 nm determined from the Chan—Vese analysis
(Figure 4D-I). These apparent heights are smaller than the
height of a SAM of mercaptoundecanol on a Au surface, which
is 1.3—1.4 nm with a 30° tilt angle relative to the surface normal
[42-44]. Considering an interlayer spacing of Au{l11} of
2.35 A [45], the complete lift-off of alkanethiol SAMs from Au

surfaces would yield Au—alkanthiol layers approximately

- 4.0 nm

: 0.0 nm
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-'g 3000 I Background
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Figure 4: (A—C) Height maps of three different patterns of Au—-mercaptoundecanol monolayers on poly(dimethylsiloxane) (PDMS) acquired using
peak-force atomic force microscopy. (D—F) Regions classified as “foreground” are determined using the image segmentation algorithm and contain
Au-mercaptoundecanol monolayers corresponding to the images shown in panels A—C. (G-I) Histograms of the heights represented by the intensi-
ties of foreground and background classifications of pixels. Each histogram was fit to a Gaussian distribution and was consistent with a normal distri-
bution. The calculated apparent height, H,, determined from each image was the difference in the mean of the foreground and background pixel in-
tensities. The values for H, and 95% confidence intervals (95% Cl) are shown below each graph.
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1.6 nm in height, assuming that the molecules retain their orig-
inal orientation and each thiol removes one Au atom.

Nonetheless, we know that the Au—alkanethiolate monolayers
on PDMS resulting from typical CLL experiments are indica-
tive of incomplete lift-off [1,10,31]. Moreover, the dimensions
of the Au—alkanethiol complexes that compose the lifted-off
monolayer on PDMS are smaller than the spatial resolution of
ambient AFM [46]. As such, an average can be calculated for
the apparent height by multiplying the typical 60-70% yield of
CLL with the full Au—alkanethiolate monolayer height calcu-
lated above. Doing so yields an apparent height range of
0.96-1.12 nm, which is still greater than the measured heights
(Figure 4). The Au—alkanethiolate complexes on PDMS are ex-
pected to adopt a variety of orientations relative to the surface,
similar to the variety of orientations of self-assembled alkane-
thiols at incomplete coverage on Au surfaces [47,48], further
reducing our estimate of the apparent height. In all, our
measured estimate of the topographic height of a Au—alkane-
thiol monolayer on PDMS is consistent with all previous CLL
characterization attempts and with the predicted one or two
atoms lifted-off per alkanethiolate molecule (vide infra).

The assumptions made above regarding the structure of
Au-—alkanethiolate monolayers on PDMS are in agreement with
estimates of the stoichiometry of the Au—alkanethiolate mono-
layer calculated through molecular dynamics simulations.
Atomic rearrangement during the CLL process was modeled
using density functional theory and the grid-based projector-
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augmented wave (GPAW) method [49]. The simulations
revealed that a densely packed SAM of chemisorbed butanethi-
olates was pulled from a Au{111} surface. The details of the
initial Au—thiolate surface structure and the pulling speed were
varied (see Experimental section). Figure 5 shows the initial
structures and later snapshots from two representative simula-
tions. Figure SA shows the initial structure having RS—Au-SR
units (where “R” refers to the butyl chain) on top of a Au{111}
surface with defects, while Figure 5B indicates a close-packed
layer of butanethiolates on an ideal fcc Au{111} surface.

During lift-off, some Au surface atoms remain attached to the
lifting sulfur atoms, breaking the Au surface symmetry and
causing reconstruction of the remaining Au surface layer. As
lifting continues, some Au atoms move between the sulfur
atoms, forming RS—Au-SR structures that are still able to bond
to additional Au atoms. Before complete separation, a chain
consisting of two or three Au atoms between each thiol and the
Au surface is formed and finally ruptures, usually after the first
or second Au atom has attached to each sulfur atom. As a
consequence of lift-off, a limited number of Au atoms remain
bonded to the lifted thiolate layer, forming a Au—thiol complex
with a stoichiometry of up to 1.5 Au atoms per thiol. This stoi-
chiometry corresponds to the removal of 50% of the outermost
Au{l11} layer bearing a densely packed alkanethiol SAM.

We further computationally analyzed the XPS core-level shifts
(CLSs) for each Au atom in the lifted-off complexes (Figure
S11, Supporting Information File 1). These calculated spectra

Figure 5: Two configurations calculated by molecular dynamics simulations of lift-off of a butanethiolate SAM on Au{111}. (A) Initially, densely packed
RS-Au-SR (R = butyl) units occur on Au{111} having surface vacancies. The number of vacancies equals the number of RS—Au-SR units.

(B) Initially, a dense packing of individual butane thiolates occurs at the face-centered cubic sites of a defect-free Au{111} surface. The dashed
vertical lines define the borders of each computational unit cell, i.e., in the figure there are two unit cells side by side in each configuration. Atom

colors: hydrogen (white); carbon (gray); sulfur (yellow); Au (orange).
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are signatures of the predicted structures resulting from CLL of
SAMs packed on Au with and without defects. When
comparing the spectra and the structures, we found that the
shifts are spread ~1.5 eV around the bulk reference value, and
similar chemical environments of the Au atoms resulted in simi-
lar core-level shift energies. These simulations indicate that the
CLSs of a Au atom in a Au—alkanethiolate monolayer are sensi-
tive to its local environment in the system and that spectral fea-
tures would reflect the arrangement of self-assembled mole-
cules on the gold surface at initial and/or intermediate stages of
CLL. Our current observations are consistent with the predicted
stoichiometries, and these simulations form the basis of work to
interrogate the structure and stoichiometry of the lifted-off Au

monolayer further.

The potential to lift-off Au via PDMS contact is consistent with
the discovery that Au—thiolate complexes are the mobile species
in SAM diffusion [2,50]. The electronegative sulfur atoms (thiol
head groups) withdraw charge from Au atoms, causing measur-
able changes in the physical properties of Au, including the in-
creased binding energy of Au 4f electrons measured by XPS
[51], decreased Au—Au rupture forces in molecular break-junc-
tion experiments [52-54], and shorter Au—S bonds compared
with Au—Au bonds measured by electron diffraction [55,56]. At
molecular resolution, scanning probe measurements have
revealed the rearrangement of Au surface atoms [57-59], diffu-
sion and alignment of adatom—adsorbate complexes [50,60],
and phase separation of SAMs composed of molecules with dif-
ferent backbones or terminal functionalities [61-63]. Phase sep-
aration is driven by stronger intermolecular interactions be-
tween one type of SAM molecule vs another in mixed SAMs.
The rearrangement and displacement of molecules in mixed
monolayers can also be manipulated by choosing other head
groups, such as selenols, in place of thiols [64,65].

Theorists have investigated the influence of collective interac-
tions among alkanethiol backbones on the removal of clusters
of SAM molecules from Au surfaces [66,67]. For example, less
nanomechanical force is required to pull a monolayer of
heptanethiolates and Au atoms from a Au substrate than a
monolayer of propanethiolates. In addition to previously
demonstrated lift-off “compatible” and “incompatible” terminal
groups [10,11], the head groups and backbones of the SAM
molecules themselves are potential parameters for customizing
the composition and chemical state of the lifted-off Au mono-
layers.

Conclusion
We have devised a suite of fabrication, imaging, and computa-
tion strategies to address the structure, functionality, and stoi-

chiometry of Au monolayers lifted-off during chemical lift-off
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lithography and we have demonstrated a new 2D Au hybrid ma-
terial with unique properties. Using CLL, we produced a func-
tional hybrid material of Au—alkanethiolate monolayers on
topographically flat PDMS that spatially encodes chemical
functionality at the surface of PDMS, while preserving the
transparency and flexibility of the PDMS. The lateral dimen-
sions and periodicity of the lifted-off monolayers were
preserved from the Au-on-Si masters when patterning the lifted-
off monolayers on PDMS, as determined by AFM and SEM
imaging. These patterns of Au monolayers were recognizable in
fluorescence microscopy when functionalized with thiolated
DNA that was hybridized with dye-labeled complementary
DNA.

The analysis of the relative heights from AFM images revealed
that less than a complete monolayer of Au—alkanethiolates
remains on the PDMS material, which is consistent with
previous findings and indicates that CLL removes =70% of
molecules from contact regions. In agreement with indirect evi-
dence that a monolayer of Au is removed during CLL, molecu-
lar dynamics simulations converged on a stoichiometry of
<1.5 Au atoms per thiol. These simulations also demonstrate
that the lifted-off Au atoms are in an environment distinct from
that at the surface of the bulk Au and are predicted to be distin-
guishable in photoelectron spectra.

This body of evidence demonstrates that CLL, an already
straightforward method for patterning square centimeter areas
of alkanethiol monolayers of Au-on-Si substrates, can also be
used to pattern PDMS with Au and to impart encoded chemical
functionality without affecting the flexibility or transparency of
PDMS. Incorporating chemical functionality onto PDMS will
be useful for integrating sensing functions into microfluidic
devices [68-80]. Compared with many techniques used to
impart sub-micrometer features onto PDMS [74-76], CLL is
parallel, high-throughput, and is performed under ambient
conditions.

Further studies will test the impact of the composition of the
supporting molecules on the properties of the lifted-off Au
monolayer. The structural and electronic properties of the Au
monolayer can be tailored by varying the properties of the sup-
porting molecules [2]. For example, limiting the degrees of
freedom of the supporting monolayer by replacing mercap-
toundecanol with unsaturated alkanethiols or rigid cage mole-
cules may result in a monolayer that better maintains a planar
two-dimensional geometry [2]. Additionally, carboranethiols,
which are known to form pristine and nearly defect-free SAMs
[61,81,82], or molecules with additional interactions among the
backbones, such as 3-mercapto-N-nonylpropionamide, which

forms hydrogen-bonding networks [83,84], are hypothesized to
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increase the yield of lifted-off molecules during CLL and to
produce more intact, supported monolayers [2]. Replacing thiol
moieties with groups that bind more strongly to Au [4,64,65],
such as selenolates, will also be investigated. Thus, a rich
variety of tunable variables, including stamp geometry, chemi-
cal backbone, and anchor groups remain to be explored for
CLL.

Ultimately, the resolution of CLL will be defined by the ability
to control the separation between individual lifted-off
Au-—alkanethiolate regions on PDMS (or other supports). It may
be possible to dilute the “liftable” alkanethiols on gold [8]
to reach the ultimate limit of lifting off single molecules. How-
ever, the fidelity of the features achieved (i.e., the ability to
replicate features defined by the alkanethiol monolayers on Au
onto the PDMS) will increase with increasing CLL yield. In ad-
dition, increasing the CLL yield will improve the fidelity of the
patterns of Au-—alkanethiols lifted-off on PDMS, and thus,
presumably more complete and closely packed supported Au
monolayers on PDMS.

The computation, fabrication, and visualization strategies estab-
lished herein form a basic toolbox for interrogating the influ-
ence of these variables on CLL and the structure and function-
ality of the resulting hybrid materials. Further development of
CLL has significant potential for fabricating sensors, biocom-
patible platforms, and other applications that will benefit from
flexible, transparent, bio-inert materials combined with the ex-
tensive functionalization chemistries of Au.

Experimental
Fabricating patterned polydimethylsiloxane

stamps

Stamps with topographic features were prepared as previously
described [85]. The Sylgard® 184 silicone elastomer kits were
purchased from Dow Corning (Midland, MI, USA). The elas-
tomer base and curing agent were mixed in a 10:1 ratio by
weight, stirred for 3—5 min, and degassed in a vacuum desic-
cator for at least 1 h to remove air bubbles. Degassed mixtures
were poured over silicon molds (purchased from KTek Nano-
technology, LLC, Wilsonville, OR, USA or fabricated by
photolithography) situated in Petri dishes. After degassing
again, the PDMS stamps were cured in an oven at 60 °C for
12 h. The PDMS stamps were separated from the silicon

masters carefully and cut into desired sizes.

Patterning Au-on-silicon masters

Silicon wafers with 100 nm Au and 5 nm titanium adhesion
layers (Platypus, Madison, WI, USA) were trimmed with a
diamond scribe to =1 x 1 cm sample size. The substrates were

annealed with a hydrogen flame and incubated in 1.0 mM
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ethanolic solutions of mercaptoundecanol overnight at room
temperature and ambient pressure to form SAMs. The patterned
PDMS stamps were treated with oxygen plasma (Harrick,
Ithaca, NY, USA) for 40 s and contacted with SAMs. The
stamps were removed from Au substrates after 2 h. The sub-
strates were then treated with 20 mM iron(III) nitrate and
30 mM thiourea for 10—15 min to etch the Au selectively from

the exposed regions.

Fabricating flat poly(dimethylsiloxane)

stamps

The PDMS stamps were templated using featureless silicon
wafers. The silicon wafer pieces (Silicon Quest International,
San Jose, CA, USA) were degreased by sonicating sequentially
for 5 min in ethanol, 3 min in deionized water, and 5 min in
ethanol. The silicon wafer pieces were immediately rinsed with
ethanol and blown dry with compressed nitrogen gas. They
were then exposed to hexamethyldisilazane vapor for 10 min in
a closed chamber to facilitate later removal of PDMS.
Glass slides (VWR, Radnor, PA, USA) were trimmed to
~2.5 x 2.5 cm squares and sonicated for 20 min in 1% (w/v)
Alconox, rinsed with deionized water, and cleaned two addi-
tional times. Clean glass pieces were stored in deionized water
until they were rinsed and blown dry immediately before use.

Using a plastic spatula with a tapered tip, 1-2 drops of degassed
PDMS (10:2 elastomer/curing agent by weight) were placed on
the silicon pieces and degassed for an additional 5—10 min. Flat
PDMS films were physically attached to glass slide pieces to
minimize damage to their surfaces during handling. Dry glass
slide pieces were treated with an oxygen plasma for 40 s. Upon
removing the silicon pieces with PDMS from the desiccator, a
small drop of PDMS was placed on each glass slide, which was
then placed gently on top of the PDMS. The “sandwiches” were
cured on a hot plate at 110 °C under a 4.5 kg steel-brick weight.
After 10 min, the heat was turned off while the “sandwiches”
remained under the weight overnight.

Patterning flat poly(dimethylsiloxane) stamps

The patterned Au-on-Si masters were annealed with a hydro-
gen flame and then immersed in 1.0 mM mercaptoundecanol
overnight to form new SAMs on the patterned Au regions. Prior
to performing CLL, the masters were sonicated three times for
1 s in fresh ethanol, rinsed, and blown dry. The PDMS on glass
pieces was removed from the silicon templates immediately
before use, rinsed with ethanol, blown dry with compressed
nitrogen, and Oj-plasma-treated for 40 s to activate surfaces.
The Au-on-Si masters were placed face down on the PDMS
samples. After initial contact and gently pressing by hand, no
additional vertical pressure was applied. The contacted regions

were lightly marked on the glass underside with a permanent
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marker. After contact for 2-24 h, depending on the experiment,
the Au-on-Si masters were carefully removed from the PDMS.
The marked regions were scratched lightly into the PDMS
before each sample was rinsed on both sides with ethanol and
blown dry.

Peak-force atomic force microscopy

A Bruker Dimension Icon scanning probe microscope
(Bruker Nano, Santa Barbara, CA, USA) was used to map
the topography and mechanical properties of flat PDMS stamps
patterned with Au—alkanethiolate monolayers. The AFM
images of the PDMS stamps (flat and patterned) were
measured using the peak force quantitative nanomechanical
property mapping mode. ScanAsyst-Air cantilevers (Bruker,
spring constant = 0.4 + 0.1 N/m) were calibrated with a clean
piece of silicon before each measurement. A peak-force set-
point between 200 and 400 pN was maintained, except where
otherwise indicated. These conditions enabled sufficient con-
tact between tips and samples for imaging, while minimizing
the load from the cantilever applied to the PDMS.

Scanning electron microscopy of Au-on-Si

masters

Scanning electron microscopy was performed using a JEOL
JSM-6700F scanning electron microscope (JEOL, Inc., Tokyo,
Japan) with a 750 V DC detector bias and 5 kV accelerating
voltage.

Field-emission gun variable pressure

electron microscopy of Au on PDMS

The scanning electron micrographs of Au—alkanethiolate mono-
layers on flat PDMS were imaged with a low-vacuum detector
in a Nova NanoSEM 230 microscope (FEI, Czech Republic)
operating at an accelerating voltage of 5 kV. The samples were
affixed to the SEM stub and grounded by conductive carbon
and copper tape. Variable pressure SEM (VP-SEM) was per-
formed under 50 Pa of water vapor in the sample chamber to
avoid charging of the insulating PDMS surfaces by the electron

beam.

Functional DNA patterns on supported Au

monolayers

As-received DNA (Integrated DNA Technologies, Coralville,
IA, USA) was diluted in nuclease-free water (QIAGEN,
Valencia, CA, USA) to make 100 uM stock solutions. Immedi-
ately prior to experiments, the DNA stock solutions were
diluted 1:100 with 1x phosphate buffered saline (PBS) ([NaCl]
=138 mM, [KCIl] = 2.7 mM, and [MgCl,;] = 5 mM) pH 7.4
(Sigma-Aldrich, St. Louis, MO, USA) to make 1 uM solutions.
The patterns of Au—alkanethiolate monolayers on flat PDMS
substrates were functionalized with thiolated single-stranded
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DNA solutions by pipetting 50-100 uL of 1 uM DNA solu-
tions onto the substrates to cover the patterned regions and incu-
bating for ~20 h at room temperature. The substrates were then
thoroughly rinsed with deionized water and blown dry with
nitrogen gas. For DNA hybridization on Au—alkanethiolate
monolayers on flat PDMS, 50-100 pL of 1 pM AlexaFluor®
488-labeled complementary DNA was pipetted onto the sub-
strates, which were then incubated for 1 h at room temperature.
During incubation, the substrates were kept in the dark to mini-
mize photobleaching of fluorescent dyes by ambient light. The
substrates were rinsed again with deionized water and blown
dry with nitrogen gas.

The DNA duplexes on Au—alkanethiolate monolayers were
imaged at an emission wavelength of 517 nm (AlexaFluor®
488; excitation at 492 nm) with an inverted fluorescence micro-
scope (Model: Axio Observer.D1) equipped with an AxioCam
MRm charged-coupled device camera (Carl Zeiss Micro-
Imaging, Inc., Thornwood, NY, USA) and a fluorescence filter
with excitation and emission wavelengths at 470 + 20 nm and
525 + 25 nm, respectively (38 HE/high efficiency, Carl Zeiss
Micro-Imaging, Inc.).

In Figure 2A,B, the patterns were formed on an unsupported
slab of PDMS. These patterns were functionalized with thio-
lated single-stranded DNA (5'-TCT CAA GAA TCG GCA
TTA GCT CAA CTG TCA ACT CCT CTT T/3ThioMC3-D/-
3") using the procedure described above. Thiolated DNA strands
were hybridized with dye-labeled complementary strands (5'-
AAA GAG GAG TTG ACA GTT GAG CTA ATG CCG ATT
CTT GAG A/3AlexF488N/-3"). The samples were then imaged
with the patterned side facing down in a drop of deionized
water on a clean cover slip. The magnification and exposure
time was adjusted appropriately for each patterned region. The
same preparation and imaging strategy was employed for sam-
ples in Figure S5, Supporting Information File 1.

For patterns in Figure 2C,D, the samples were prepared on thin
PDMS substrates supported on glass, similar to the sample
shown in the photograph in Figure S4, Supporting Information
File 1. Thiolated DNA and dye-labeled complementary se-
quences were 5'-/5-thioMC6-D/ GCA CGA AAC CCA AAC
CTG ACC TAA CCA ACG TGC T-3' and 5'-/5-Alex488N/
AGC ACG TTG GTT AGG TCA GGT TTG GGT TTC GTG
C-3'. For control experiments, substrates functionalized with
thiolated DNA were incubated with 1 pM AlexaFluor® 488-
labeled fully scrambled DNA sequences (5'-/5-Alex488N/ CAT
GAA CCA ACC CAA GTC AAC GCA AAC GCA TCA A-3")
to test the specificity of DNA hybridization on patterns of
Au-—alkanethiolate monolayers. In other experiments, the sub-
strates were incubated with 1x PBS pH 7.4 without thiolated
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DNA followed by incubation of 1 uM AlexaFluor® 488-labeled
complementary DNA. Each substrate was positioned on the
microscope sample holder such that the PDMS side was facing
away from the light source and the rear side (glass side) of the
substrate was facing toward the light source. The images were
collected under dry or aqueous conditions. Deionized water
drops were pipetted onto the PDMS side of glass substrates to
cover the ultrathin Au patterns for imaging under aqueous

conditions.

X-ray photoelectron spectroscopy

The XPS spectra were acquired on an AXIS Ultra DLD instru-
ment (Kratos Analytical Inc., Chestnut Ridge, NY, USA) under
ultrahigh vacuum conditions (107 torr) using a monochro-
matic Al Ka X-ray source (20 mA, 14 kV) with a 200 pm diam-
eter circular spot size. The pass energy was 80 mV for the
survey spectra and 20 mV for high-resolution spectra of the
C 1s, S 2p, O 1s, and Au 4f regions. All data points were
acquired with a 200 ms dwell time. For adequate signal-to-
noise, the number of scans was adjusted for different regions of
the spectrum to account for different relative sensitivity factors
and low amounts of Au, ranging from 20 scans for C 1s to
100 scans for Au 4f. Because PDMS is an insulator, a charge
neutralizer (flood gun) was used to offset charging of the sam-
ples that otherwise impedes spectral acquisition. Doing so, how-
ever, causes the peak to shift to lower energies as compared to

their expected energy obtained without using a flood gun.

Chan—Vese segmentation

In our implementation, AFM topography maps were segmented
into foreground regions, which contained lifted-off complexes,
and background regions, which contained only PDMS. The
algorithm also output a matrix indicating the location of arti-
facts, which were then excluded from subsequent analysis of
both the foreground and background regions (Figure S8B).
During post-segmentation analysis, the histograms of the two
regions were plotted and then fit to Gaussian distributions.
Because the data were normally distributed, the apparent height
of the lifted-off layers was calculated through the difference of
the mean of the foreground and background pixel intensities.

Calculating the apparent height line-by-line along the fast-scan
direction (a conventional way of calculating the average intensi-
ty difference in each line) gave similar values for the apparent
height as that calculated using all image pixels (Figure S9, Sup-
porting Information File 1). The imaging force set-point chosen
for use in these studies provided sufficient force for imaging,
while minimizing the deformation of Au—alkanethiolate mono-
layers. The apparent height was shown to be equally and mini-
mally influenced by the imaging force (Figure S10, Supporting
Information File 1).
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Molecular dynamics simulations

Molecular dynamics simulations were carried out using density
functional theory with the Perdew—Burke—Ernzerhof functional
[86] using a gridded-based projector augmented wave code
[49,87]. In total, 12 pulling simulations were performed using
a grid basis (with a grid spacing of 0.2 A) and a linear combina-
tion of atomic orbitals basis with double-zeta polarized
functions. The thermal movement of atoms was simulated using
the Langevin thermostat targeting room temperature, imple-
mented in the atomic simulation environment [88]. The thermo-
stat adds both a small, random contribution to the force on the
atoms and a small friction factor that slows them down, aiming
for an average total kinetic energy of the atoms that corre-
sponds to the target temperature. The time step for molecular
dynamics was 2 fs. To maintain the stability of hydrogen atoms
on this time scale, the mass was increased to the mass of

deuterium.

The unit cell was orthogonal with a size of 8.87 A in the
x-direction and 10.24 A in the y-direction, in which the unit cell
was also set to be periodic. In the z-direction, a 10 A vacuum
was set both above and below the structure. In the unit cell, the
Au slab consisted of (3, 4, 3) atoms in the (x, y, z) directions, re-
spectively, fulfilling a {111} surface structure with the surface
vector pointing in the z-direction. The lattice constant was
4.18 A, corresponding to the theoretical lattice constant of Au in
the Perdew—Burke—Ernzerhof approximation. Gamma-points
were used in each direction. In addition, four 1-butanethiolates
were set on the Au surface forming a (3 x 2v3)-rectangular-
symmetric structure. Individual thiolates were set to the fcc po-
sitions of the Au{111} surface. In the case of the RS—Au—SR
units, the Au adatoms were set to bridge positions and the sulfur
atoms to positions above the surface and next to adatoms. Butyl
was chosen for the alkyl tail as long enough to form the (3 A =
2V3) rectangular symmetry naturally but short enough to keep
computational costs as low as possible [89].

Before removal, the system was heated up to room temperature
using the Langevin thermostat with a friction parameter of
0.002 s~ !; the heating procedure was run for 2 ps in simulated
time. The lowest layer of Au was fixed in its initial position to
enable the removal of the thiolates. The pulling moved the ter-
minal carbon atoms with constant velocity outward from the Au
surface. Typically, a velocity of 0.5 A/ps was used. The calcula-
tion was continued until thiolate/Au complexes had been com-
pletely separated from the surface. The Langevin thermostat
was used throughout the calculation to maintain the total energy
of the system damping to the energy added due to pulling.

Core-level shifts were calculated for the Au atoms in the

modeled structures that were removed from surfaces in the
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simulations. The density functional theory with the PBE func-
tional was used again via GPAW to calculate the energies of the
structures. The procedure followed the one used by Gronbeck
[90]. After relaxing the removed structure to a local energy
minimum with residual forces below 0.05 eV/A on any atom, an
electron was removed from the 4f core of a Au atom and the
change in the total energy of the system was calculated. To
make the results comparable, the energy shift of a bulk Au atom

was then subtracted from this energy change.

Supporting Information

Supporting Information File 1

Additional figures.

Details: The supporting information contains additional
figures detailing the fabrication of the Au-on-Si masters,
unmodified VP-SEM images, reusability, optical, stability,
and AFM imaging force studies, fluorescence control
experiments, image segmentation details, and
computational core-level shift spectra.
[http://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-8-265-S1.pdf]
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Abstract

The creation of bioactive substrates requires an appropriate interface molecular environment control and adequate biological
species recognition with minimum nonspecific attachment. Herein, a straightforward approach utilizing chemical lift-off
lithography to create a diluted self-assembled monolayer matrix for anchoring diverse biological probes is introduced. The strategy
encompasses convenient operation, well-tunable pattern feature and size, large-area fabrication, high resolution and fidelity control,
and the ability to functionalize versatile bioarrays. With the interface-contact-induced reaction, a preformed alkanethiol self-assem-
bled monolayer on a Au surface is ruptured and a unique defect-rich diluted matrix is created. This post lift-off region is found to be
suitable for insertion of a variety of biological probes, which allows for the creation of different types of bioactive substrates.
Depending on the modifications to the experimental conditions, the processes of direct probe insertion, molecular structure
change-required recognition, and bulky biological species binding are all accomplished with minimum nonspecific adhesion.
Furthermore, multiplexed arrays via the integration of microfluidics are also achieved, which enables diverse applications of
as-prepared substrates. By embracing the properties of well-tunable pattern feature dimension and geometry, great local molecular
environment control, and wafer-scale fabrication characteristics, this chemical lift-off process has advanced conventional bioactive

substrate fabrication into a more convenient route.

Introduction
Patterning on the micro- to nanoscale plays a key role in  has drawn lots of attention due to its versatile applications in
modern scientific and engineering research fields. Particularly, chemistry, biology, biophysics, and bioengineering [1-4]. In

the creation of bioactive surfaces with well-defined geometries  order to achieve the feature size and procedure convenience
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requirements that satisfy the specific needs for different applica-
tions, the adaptation of appropriate micro/nanofabrication ap-
proaches is necessary. The fact that optical lithography allows
for large-area fabrication provides an accessible route to bioac-
tive substrate manufacturing but is limited by light diffraction
when very fine control is required. On the other hand, scanning
beam-based lithographic techniques allow for highly control-
lable fine feature dimensions but are restricted by a much
slower production speed for large-area patterns. Combinational
and complimentary approaches are therefore widely adopted in
the fabrication of bioactive substrates, which also provide the
advantages of convenient process, economical operation,
large-scale reproduction, and high resolution control.

Conventional strategies to fabricate bioactive substrates rely on
the creation of different local molecular environments that are
suitable for subsequent biological species attachment. For ex-
ample, the supported lipid bilayer system has been widely used
for many biophysical studies due to its mimetic property toward
cell membranes [5,6]. These platforms often use a flat glass sur-
face to support the formation of lipid bilayers via vesicle fusion.
With the combination of microfluidic devices and lithographic
techniques, the creation of multiplexed arrays has been
achieved and delivers applications such as protein—ligand
binding study and biological species sensing [7-9]. The other
widely adopted system, the self-assembled monolayer (SAM),
provides ease of operation and high stability under ambient
conditions [10,11]. These approaches utilize the self-arrange-
ment of silane or thiol molecules on silica or Au surfaces, which
has been proven as a convenient route for the fabrication of
functional surfaces toward versatile targets [12-16]. In addition
to direct surface modification, the versatility of anchoring mole-
cule tail groups provides further functionality choices which
benefit the fabrication of variable recognition arrays [17-20]. It
should be noted that the establishment of a proper surface envi-
ronment for biological species recognition requires appropriate
molecular moiety selection not only for better ligand—target
interaction, but also lower non-specific binding of objects. A
highly controllable molecular manipulation over large area sur-
faces is consequently highly sought after in bioactive substrate
fabrication.

The recently developed chemical lift-off lithography (CLL)
technique is a straightforward approach to create distinct
regions carrying dissimilar surface properties for a variety of
applications [21]. With conformal contact-induced reactions,
the top layer Au—Au bond breakage on an alkanethiol SAM
covered Au substrate leads to the exposure of fresh Au toward
the exterior environment. These vacancies can therefore be
fulfilled with different molecules, e.g., ligands, and the sub-

strate is active for biological responses. Comparing to conven-
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tional lithographic stamping processes which use mobile inks,
this approach solves the problems of molecular lateral diffusion
and gas transport obstacles. The fabricated feature resolution
can therefore be accomplished down to the sub-30 nm scale
with high pattern fidelity [22-24]. Furthermore, the great
stability of the created pattern, which could be attributed to the
atomic scale step-edge from the lift-off process, allows for
long-term usage of the generated platform [25,26]. It is impor-
tant to note that the lift-off process creates a local molecular
environment that is very unique and highly suitable for the
insertion of bioactive probes [26,27]. Due to the incomplete-
ness of the contact-induced reaction, the post lift-off region
represents an unusual behavior compared to other SAM
systems. Here, the lift-off process creates a diluted molecular
matrix environment which is expected to be due to partial Au
thiolate removal in SAMs. With the appropriate adjustment of
the experimental conditions, this “diluted artificial defect-rich”
matrix provides an abundance of opportunities to create differ-
ent bioactive substrates via a straightforward one-step SAM
defect control. Compared to conventional biological platform
generation, this matrix provides the advantages of wide probe
compatibility, minimized nonspecific biospecies adhesion,
versatile platform creation, precisely controlled biomolecule
positioning, and straightforward operation. To investigate the
capability of the lift-off process to fabricate various bioactive
substrates, probes with different molecular behavior and multi-
plexed array construction are tested. The unique surface envi-
ronments created are also applied to execute patterns with
diverse geometries, a wide range of feature dimensions, and
structure repeatability, which are important in practical bioac-
tive substrate assembly. To further expand this approach toward
biologically important probe-anchored multiplexed patterns, a
novel integration of microfluidics with CLL operation is also
introduced. In addition, this strategy enables straightforward
creation of wafer-scale bioactive substrates via one-step surface
defect-rich matrix generation, which greatly advances the
creation of a biofunctional platform manufacturing for practical

uses.

Experimental

Materials. 11-Mercaptoundecanol (MCU), 1-undecanethiol
(UT), tri(ethylene glycol) undecanethiol (TEG), hexaam-
mineruthenium(III) { [Ru(NH3)6]3+} chloride and 4-(2-hydroxy-
ethyl)piperazine-1-ethanesulfonic acid (HEPES) were
purchased from Sigma-Aldrich (St. Louis, MO, USA).
Biotin-terminated hexa(ethylene glycol)undecanethiol was pur-
chased from Nanoscience Instruments Inc. (Phoenix, AZ,
USA). Streptavidin was purchased from Invitrogen Inc.
(Carlsbad, CA, USA). FITC-labelled antistreptavidin antibody
was purchased from Abcam Inc. (Cambridge, MA, USA).
Tris(hydroxy-methyl)aminomethane (TRIS) and tris(2-carboxy-
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ethyl)phosphine (TCEP) were obtained from Acros Organics
(Geel, Belgium). Bovine serum albumin (BSA), and 10x phos-
phate buffered saline (PBS) containing 1.37 M NaCl, 0.027 M
KCI, 0.10 M NayHPOy, and 0.018 M KH,PO4 were purchased
from Bioman Scientific Co., Ltd (Taipei, Taiwan). Deionized
water (>18 MQ-cm) was obtained from the ELGA PURELAB
classic system (Taipei, Taiwan).

Oligonucleotide sequences. Oligonucleotides purified by
HPLC were purchased from PURIGO Biotechnology Co., Ltd.
(Taipei, Taiwan). The oligonucleotide sequences are listed in
the following:

1. Hg?"-specific probe (30 bp): 5° HS-(CH,)6-ACT CAT
GAT TCT TTC TTC CCC TTG TTT GTT-FAM-3’
(FAM: carboxyfluorescein)

2. adenosine-specific probe (35 bp): 5” HS-(CH;3)¢-ACT
CAT GAA CCT GGG GGA GTA TTG CGG AGG
AAG GT-FAM-3’

3. cocaine-specific probe (46 bp): 5’ HS-(CH,)s-ACT CAT
GAG GGA GAC AAG GAA AAT CCT TCA ATG
AAG TGG GTC TCC C-FAM-3’

4. target DNA-specific probe (42 bp): 5 HS-(CH;)s-GCG
ACT GGG ATT AAA TAA AAT AGT AAG AAT GTA
TAG CCC AGT-FAM-3’

5. target DNA (33 bp): 5’-GCT ATA CAT TCT TAC TAT
TTT ATT TAA TCC CAG-3’

Before tethering the thiolated probes onto CLL-treated sub-
strates, 5 pL of the 10 uM probe solution was first mixed with
5 puL of 20 uM reducing agent (TCEP) in 25 mM TRIS buffer
(150 mM NaCl, pH 8.2) for 30 min. The probe solution was
then diluted to a final concentration of 0.5 uM in 25 mM TRIS
buffer (150 mM NaCl, pH 8.2), and kept in the dark before use.

Bioactive substrate preparation by the CLL process. Silicon
substrates (Mustec Corp., Hsinchu, Taiwan) with 100 nm thick
Au and 5 nm chromium adhesive layers were prepared by ther-
mal evaporation. The Au substrates were immersed in 0.5 mM
MCU or TEG ethanolic solution for >6 h to form self-assem-
bled monolayers. After SAM formation, the substrates were
washed with ethanol to remove excess thiol molecules, and
blown dry with nitrogen gas. Polydimethylsiloxane (PDMS)
stamps with various patterns were fabricated by standard
photolithography-created masters. A 10:1 mass ratio of
SYLGARD 184 silicone elastomer base and curing agent (Dow
Corning, Midland, MI, USA) was thoroughly mixed, degassed
under vacuum, cast onto master molds, and cured on an alumi-
num-top hot plate at 100 °C overnight. The PDMS stamps were
separated from the master molds, sequentially rinsed with ace-

tone and isopropanol, and then blown dry with nitrogen gas.
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The prepared stamps were activated by 40 s of oxygen plasma
exposure at a power of 18 W with 0.5 mbar oxygen flow.
Thereafter, the stamps were conformally sealed onto the
SAM-modified substrates to initiate a contact-induced reaction
for typically 60 min. After separating the contact-sealed stamps
from the Au substrates, 0.5 uM thiolate probe solutions were
quickly dropped onto the surfaces to anchor the biological
probes into the post-chemical lift-off regions. After typically 1 h
of incubation, the substrates were gently rinsed by deionized
water, immersed in buffer solution, and stored at 4 °C in the
dark.

Fluorescence image recording. An epifluorescence micro-
scope (Axio Imager, M2, Carl Zeiss Microscopy, Jena,
Germany) equipped with an X-Cite® 120 LED (Lumen Dynam-
ics Group Inc., Mississauga, Canada) lamp and a fluorescence
filter set with excitation and emission wavelengths of
480 + 15 nm and 535 + 20 nm, respectively, was used. The rela-
tive fluorescence intensity was processed with the rectangle
function in ZEN 2012 (blue edition) Service Pack 2 software
(Carl Zeiss Microscopy, Jena, Germany).

Atomic force microscopy characterization. The bioactive
substrate fabrication process was step-wisely characterized by
the tapping mode atomic force microscopy (AFM, Dimension
Fastscan, Bruker Nano Surfaces, Hsinchu, Taiwan). Topo-
graphic AFM images were collected using a silicon cantilever
with a spring constant of 48 N/m and a resonance frequency of
190 kHz (Nanosensors, Neuchatel, Switzerland). The substrates
were gently rinsed by deionized water and carefully blown dry
with nitrogen gas before characterization.

Cyclic voltammetry (CV) measurements. Electrochemical ex-
periments were performed on the CH Instruments 627A electro-
chemical analyzer in a three-electrode system consisting of the
prepared substrate (with an exposed area of 0.28 cm?), an
Ag/AgCl (3 M KCl) reference electrode, and a Pt wire counter
electrode. CV measurements were carried out with 1 mM
[Ru(NH3)g]?" in 25 mM TRIS buffer (pH 7.4) at a scan rate of
100 mV/s.

Target capture. For binding partner recognition, the substrates
were rinsed with 25 mM TRIS buffer (150 mM NacCl, pH 7.4)
in advance. Target DNA solutions in 25 mM TRIS buffer
(150 mM NaCl, pH 7.4) was thereafter dropped onto the target
DNA-specific probe-modified substrates for a 5 min incubation
period. For sandwich-like array signal reporting, biotinylated
thiol-patterned substrates were first exposed to 10 mg/mL BSA
for 5 min to reduce nonspecific protein adsorption. The
patterned surfaces were then treated with 50 pg/mL strepta-

vidin solution for 20 min followed by 20 min of 10 pg/mL
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FITC-labelled antistreptavidin antibody incubation. These sub-
strates were all rinsed with deionized water between single

steps.

Multiplexed biological probe-anchored platform. After 40 s
of oxygen plasma treatment, a flat PDMS stamp was confor-
mally sealed onto a MCU SAM modified Au substrate for
60 min. After the stamp removal, the Au substrate was confor-
mally sealed to another plasma-treated stamp rendering 20 pm
microchannels. Three different thiolated probe solutions (5 uM
in 25 mM TRIS buffer, 150 mM NaCl, 1 uM TCEP, pH 8.2)
were introduced into separated channels for 60 min biomole-
cule insertion. The microchannel stamp was then quickly sepa-
rated from the Au substrate in a deionized water bath. Finally,
the Au surface was gently rinsed with deionized water and
25 mM TRIS buffer (pH 7.4) before further use.

Results and Discussion

The use of CLL for the fabrication of bioactive substrates
depends on several governing factors to create a proper surface
environment for biomolecule recognition. Hydrophilic
group-terminated alkanethiol molecules provide a strong inter-
action toward an oxygen-plasma-treated PDMS surface, which

Beilstein J. Nanotechnol. 2018, 9, 311-320.

is the best option for generating SAM ruptures by substrate top
layer Au—Au bond breakage [11,28-32]. Another important task
in the CLL operation is the choice of an appropriate molecular
matrix, where the influence of molecular-level steric effects
dominates the insertion of biological probes or the correspond-
ing partner recognition [27]. An eleven carbon-chain-based
11-mercaptoundecanol (MCU) molecule is therefore selected in
this study due to its great self-assembly behavior on Au and the
suitable hydroxy-tail group toward the activated PDMS surface
for the contact reaction [18,19,24,27]. A schematic illustration
of the standard CLL operation is demonstrated in Figure 1, in-
cluding PDMS activation, contact-induced reaction, lift-off
steps, and biomolecule anchoring. It should be noted that the
conformal contact reaction requires no external pressure, and
the lift-off operation is performed under ambient conditions. As
shown in the AFM images of Figure 1, the SAM-modified Au
surface reveals a depressed square pattern after CLL operation
when a PDMS stamp with a protruding square pattern is used.
This depression region represents a freshly exposed Au area,
which provides a position for subsequent biological probe inser-
tion. For visualization, thiolated molecules of longer molecular

length are used and give an inversed protruding topographic

image, depicting successful probe insertion.

LA £

Contact-Induced

Biomolecule
Anchoring

Reaction
Stamp
Lift-Off i i
pr——————— W

Figure 1: Schematic illustration and corresponding topographic AFM images of biological-probe-patterned surface fabrication using the

chemical lift-off lithography (CLL) process.
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The biological species filled inside the freshly created Au
regions in this approach should maintain their activity toward
targets for perspective practical applications. For investigation
convenience, a fluorescence signal read-out based approach is
applied and depicted via microscopic images. Three different
categories of biological probes and their binding partner
recognition capability are studied, including direct signal
reporter-labelled probe insertion, binding partner recognition
triggered probe structure change, and sandwich-like signal
reporting with inserted probes, as shown in Figure 2. A thio-
lated six carbon chain based nucleotide probe with a carboxy-
fluorescein (FAM) moiety labelled tail is selected in the most
straightforward probe direct insertion approach for demonstra-
tion (Figure 2A). The anchoring of this probe on the surface
presents a high fluorescence image contrast, which indicates
sufficient space and proper molecule orientation on the plat-

(A)

(B)

©

Biological Probe
Insertion

Binding Partner
Recognition

Sandwich-Like
Signal Reporting
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form. This observation is attributed to the incomplete contact-
induced reaction resulting in alkanethiol molecule residuals in
the post lift-off region, allowing for inserted molecule
self-orienting and reduced nonspecific probe—substrate adhe-
sion. In Figure 2B, the second type of bioactive substrate fabri-
cation approach relies on a labelled probe attachment with
subsequent binding partner recognition induced signal output. A
FAM-labelled thiolated hairpin-structured nucleotide probe is
first inserted into the post lift-off region, and its complimentary
nucleotide partner is thereafter introduced. Before the binding
partner introduction, the fluorescence signal is quenched by the
close distance of the dye to Au, where the subsequently ob-
served high-contrast fluorescence image indicates sufficient sur-
face space required in the binding partner recognition step. This
result confirms that the diluted molecular matrix supported by
the post lift-off region provides steric hindrance-free environ-

£ /\/‘v/\//\v’\

Figure 2: Different types of bioactive surfaces fabricated by the chemical lift-off lithograpy (CLL) process with corresponding fluorescence images.
(A) Direct signal reporter-labelled probe insertion: the CLL-treated substrate before (left) and after (right) FAM-labelled Hg2*-specific probe insertion.
(B) Binding partner recognition triggered probe structure change inducing signal readout: the CLL-treated substrate anchoring with the FAM-labelled
hairpin-structured DNA probe before (left) and after (right) target DNA introduction. (C) Sandwich-like signal reporting with the inserted probe: the
CLL-treated substrate anchoring with the biotinylated thiol before (left) and after (right) the conjugation with streptavidin and FITC-labelled antistrepta-

vidin antibody. The scale bars are 20 pm.
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ment, which benefits in the recognition of other molecules onto  and incubated with FAM-labelled nucleotide probes under the
the substrate. The third type of fabricated bioactive substrate  same conditions. It is clear to see that the probe-anchored area
lies on the anchoring of an active ligand, which can recognize a  fluorescence intensity decreases along with the MCU percent-
corresponding protein partner in the solution (Figure 2C). In  age, which can be attributed to two presumable factors. First,
order to minimize the protein nonspecific adsorption, an the lack of a contact-induced reaction toward the activated
oligo(ethylene glycol) moiety containing TEG molecule is PDMS surface of methyl-terminated alkanethiol diminishes the
selected as the matrix material, which can also be lifted off by amount of lift-able Au thiolates in the matrix, resulting in
activated PDMS stamps in the CLL operation [21]. After the reduced SAM defect creation in the CLL process. A consistent
ligand—protein binding process, a sandwich-like assay is  observation of decreased [Ru(NH;3)s]>" CV response along with
employed via the sequential attachment of primary and larger redox peak separation AEj, (from 0.08 V to 0.15 V) under
reporter-labelled secondary antibodies. This bulky assay design  reduced MCU percentage also indicates less defects in the SAM
requires the spatial surrounding to give efficient recognition environment (Figure S1, Supporting Information File 1).
comparing to the previous two substrate types. It is clear that ~ Second, the increase of hydrophobicity due to the presence of
the fluorescence pattern created via this approach also presents  methyl-terminated alkanethiol leads to unfavorable hydrophilic
very high contrast, indicating that a proper environment was  biological probe insertion. The observed fluorescence signals
provided by the post lift-off region even with bulky biological are therefore reduced with the increase of UT molecule ratio in
species. From the great capability of three bioactive substrate  the matrix. It is important to note that although single-stranded
types toward diverse molecules and recognition processes under DNA probes may adsorb nonspecifically on methyl-terminated
appropriate experimental condition adjustments, the great SAMs [35], their contribution to fluorescence image contrast is
potential of CLL-treated surfaces for a variety of applications is  deducted due to the close dye-to-Au distance induced nonradia-
ratified. tive energy transfer. Given the controllable matrix composition
and the ease of CLL operation, the surface probe quantity is
It should be noted that molecular matrix composition well-tunable to satisfy the various needs of different biological
plays a key role in biological species selective recognition platforms.
[14,15,33,34]. A different probe density requirement is
therefore expected when diverse biocapturing environments are ~ The CLL-created unique molecular environment can also be ex-
employed. Taking advantage of the straightforward CLL opera- tended to fabricate multiplexed bioactive arrays. As illustrated
tion and convenience of alkanethiol SAM formation, the in Figure 4, a spatially addressed biological-probe-anchored
interface-contact-induced reaction can be applied to satisfy  substrate is fabricated via the combination of a microfluidic
appropriate probe quantity control. As depicted in Figure 3, dif- device and a CLL-treated surface. The diluted MCU alkane-
ferent percentages of hydroxy-group-terminated MCU and  thiol matrix is first generated by applying activated featureless
methyl-terminated UT molecules are utilized to form SAMs on PDMS to interact with the whole SAM-modified Au surface
Au. The substrates are thereafter treated by the CLL process followed by a subsequent lift-off step. This post lift-off surface
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Figure 3: Fluorescence images (A-D) and intensity profiles (E) of FAM-labelled DNA-patterned surfaces fabricated by CLL for (A) 100% MCU SAM
(0% UT), (B) 60% MCU SAM (40% UT), (C) 25% MCU SAM (75% UT), and (D) 0% MCU SAM (100% UT). The scale bars are 20 ym.
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Figure 4: Schematic illustration of multiplexed bioactive surface fabrication by the combination of chemical lift-off lithography (CLL) and microfluidics:
(A) CLL treatment with an activated featureless PDMS stamp. (B) Probe insertion by the combination of a microfluidic device. (C) The fluorescence
image represents a multiplexed surface spatially anchored with different probes including (l) Hg2*-specific, (I1) adenosine-specific, and

(1) cocaine-specific probes. The scale bar is 20 pm.

is thereafter conformally sealed with a PDMS microfluidic
device, rendering three 20 pm channels with 30 um spacing
in between. Three individual solutions containing different
types of thiolated bioactive probes (targeting Hg?", adenosine,
and cocaine) are accordingly injected into these channels
for a 60 min of probe insertion duration. Finally, the PDMS
device is separated from the Au surface and a multiplexed
bioactive-probe-anchored substrate is created. For demonstra-
tion, this spatially addressed bioactive substrate is tested with
the signal reporter labelled probe direct insertion approach. It is
found that three different molecules all insert into the desired
position during fluidic incubation and give a multiplexed image
with high fluorescence signal, as shown in Figure 4C. Channel
I, I, and I1I are HgZ", adenosine, and cocaine-specific probe
anchored positions, respectively. To demonstrate the anchored
probe’s selectivity toward its corresponding target, this multi-
plexed substrate was tested with a 1 mM adenosine solution.
The obvious disappearance in the fluorescence signal in column
II (Figure S2, Supporting Information File 1) points to the high
platform selectivity toward its corresponding targets. The
results indicate that CLL-fabricated substrates not only render
high versatility for biological probes, but also entail great poten-
tial toward analytical technique integration. It is also important
to note that biologically interesting closed-packed different
chemical patterns on the same substrate could also be achieved
via this approach. For example, the lift-able and reactive
amine-terminated alkanethiol SAM-modified substrate can be
integrated with a microfluidic device and functionalized with
different moieties through various injected solutions. The
device can thereafter be separated and the exposed post lift-off

regions can be back-filled with a different chemical function-

ality. These multiplexed and closed-packed chemical patterns
can therefore be utilized for an abundance of biological recogni-
tion applications [14,20,24].

Because the bioactive surface feature size and geometry may
affect the substrate’s capability toward practical application and
the functionality of the anchored probes, the CLL-based fabri-
cation process was tested to create surfaces with a variety of
molecule arrangements in different dimensions. As shown in
Figure 5, different PDMS stamps rendering diverse geometries,
either with protruding (Figure 5A,C,E,G, and H) or depressed
(Figure 5B,D, and F) features, were applied on the SAM-modi-
fied Au surface to create molecular matrix patterns. With the
adoption of a simply operated signal reporter labelled probe
insertion strategy, high-contrast fluorescence images with
versatile geometries are obtained and no obvious signal output
fluctuation is observed with the different sizes. It should be
noted that bioactive substrates created by the CLL process can
also be made very uniform over a large area. As demonstrated
in Figure 6, fluorescence images obtained from distinct
sampling spots on a 4 inch silicon wafer substrate represent the
same results with minimized signal fluctuation. The high
repeatability and scale up capability of fabricated biologically
active patterns confirms the technique’s potential toward prac-

tical applications.

Conclusion

The chemical lift-off process enables fabrication of diverse bio-
active substrates in a straightforward manner. The approach
generates abundant alkanethiol SAM defects via interface-con-

tact-induced reactions between the activated PDMS stamp and
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Figure 6: A representative photo (A) and fluorescence images (B-D) of the large-area bioactive surface fabricated by CLL. (A) Photo images showing
a wafer-scale patterning achieved by CLL. (B-D) Fluorescence images obtained from different sampling spots indicated in (A) on the same surface.

The green and red scale bars are 1.0 cm and 20 pm, respectively.



hydroxy-group-terminated SAM molecules. The separation of

these two surfaces leads to the creation of molecular level

matrix defects, which enables the subsequent bioactive probe

anchoring. This CLL-based substrate is capable of conjugating

a variety of biological species, such as nucleotide-tethered

probes, orientation changeable molecules, and bulky proteins or

antibodies. It is found that these surface-tethered probes main-

tain their biological activity and the fabricated pattern sizes and

geometries are well-tunable. In addition, the creation of

multiplexed arrays can also be accomplished by the integration

of the CLL process with a microfluidic device, indicating the

great potential of this strategy toward practical bioapplications.

The observed bioactive substrate properties are attributed

to the unique diluted SAM environment created by the

CLL-process-induced Au-thiolate rupture happening at the

interface. Due to the randomly distributed thiol molecule

residual generated during the process, a diluted matrix

rendering copious SAM defects is expected. This environment

is therefore able to support the tethering of biological probes

with controllable density, and offers sufficient space for

biorecognition under the adjustment of experimental conditions.
We believe that this CLL-treated surface can be used in

conjunction with various biomolecules and a convenient ap-

proach to fabricate large-scale bioactive substrates with well-

defined patterns is anticipated.

Supporting Information

Supporting Information File 1

Additional information.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-9-31-S1.pdf]
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Abstract

Measuring cellular respiration with single-cell spatial resolution is a significant challenge, even with modern tools and techniques.
Here, a double-channel micropipette is proposed and investigated as a probe to achieve this goal by sampling fluid near the point of
interest. A finite element model (FEM) of this perfusion probe is validated by comparing simulation results with experimental
results of hydrodynamically confined fluorescent molecule diffusion. The FEM is then used to investigate the dependence of the
oxygen concentration variation and the measurement signal on system parameters, including the pipette’s shape, perfusion velocity,
position of the oxygen sensors within the pipette, and proximity of the pipette to the substrate. The work demonstrates that the use
of perfusion double-barrel micropipette probes enables the detection of oxygen consumption signals with micrometer spatial resolu-
tion, while amplifying the signal, as compared to sensors without the perfusion system. In certain flow velocity ranges (depending
on pipette geometry and configuration), the perfusion flow increases oxygen concentration gradients formed due to cellular oxygen
consumption. An optimal perfusion velocity for respiratory measurements on single cells can be determined for different system pa-
rameters (e.g., proximity of the pipette to the substrate). The optimum perfusion velocities calculated in this paper range from 1.9 to
12.5 pmy/s. Finally, the FEM model is used to show that the spatial resolution of the probe may be varied by adjusting the pipette tip
diameter, which may allow oxygen consumption mapping of cells within tissue, as well as individual cells at subcellular resolution.

Introduction
Transport, production and consumption of gasses, ions, and  scopic scale commensurate with the size of individual cells.
organic molecules are fluxes that sustain life. Relatively few  While there has been progress in obtaining snapshots of

tools are available to control and map these fluxes at the micro-  genomic and transcriptomic information from single cells [1-3],
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the lack of microscopic tools that measure and control fluxes
limits studies of metabolic variability of cells within cell popu-
lations. Measurements of single-cell metabolic rates are impor-
tant, as it has been shown that even genetically identical cells
can behave differently [4]. The use of molecular or nanoparti-
cle fluorescent reporters is a well-developed technique for
imaging of concentrations of various molecular and ionic
species in cells and tissues [5,6], but non-uniformities in the
natural distribution of fluorescent reporters limits their applica-
tions in assessing fluxes due to individual cells. Furthermore,
concerns often exist regarding potential toxicity of exogenous
fluorescent agents [7]. An alternative approach is to map con-
centration gradients using scanning probes that may employ
some means of sensing such as electrochemical or optical
[8-15]. These types of probes can attain subcellular scale resolu-
tion when their tip size is smaller than the size of a cell [10,11].
However, the sensitivity of most sensors is typically propor-
tional to their effective area, so sensors with relatively higher
spatial resolution have lower sensitivity [14-16], or require a
drastically increased measurement time. Here we propose and
investigate a scanning flux measurement system for individual
cells that offers high sensitivity and high spatial resolution. The
main concept of the developed scanning probe is the confine-
ment of the flux being measured by use of flow perfusion
through double-channel micropipettes.

We specifically focus on the measurement of oxygen consump-
tion by individual cells as a case study, although various other
types of functional analyses are possible [12,17]. Since the time
of the 1931 Nobel Prize winning work of Otto Warburg [18],
respirometry has been widely employed to characterize metabo-
lism and mitochondrial functions of cell cultures, tissues and
larger organisms [19-23]. Commercially available respirometry
tools that are capable of carrying out measurements on about
105109 cells typically rely on sealing cells within oxygen tight
chambers while measuring reduction of oxygen concentration
over time as various sequences of mitochondrial modulators and
substrates are added to the cell suspension [24,25].

Recent work using oxygen sensing, based on quenching of lu-
minescence due to oxygen, has demonstrated the capability to
carry out respirometry on single cells in sealed microchambers
[26-28]. However, the primary difficulty with sealed chamber
approaches is maintaining control over the cellular environ-
ment during an experimental time scale longer than tens of
minutes. Maintaining a relatively constant carbon dioxide con-
centration, oxygen concentration, pH and nutrient supply
requires using relatively large amounts of extracellular fluid per
cell (typically few millions of cells per 1 mL [29]), reducing the
sensitivity to oxygen concentration variations. Electrochemical

scanning probes have been used to measure oxygen concentra-

Beilstein J. Nanotechnol. 2018, 9, 850-860.

tion variations near cells due to their respiration [30] and can be
made with tips smaller than 100 nm in diameter [9,31,32].
However, no clear relationship between oxygen consumption
and oxygen concentration near the cells has been obtained
[30,33]. Another alternative that has been considered for
measuring respiration of embryos and oocytes is to employ a
system where linear oxygen gradients are measured by moving
a sensor along a small tube with the embryo (a group of cells) at
one end [34]. This technique demonstrated the ability to
measure respiration rates of around 0.7 fmol/s, which is
1001000 times faster than typical oxygen consumption rates of
small individual cells.

The general idea behind the proposed use of a double-channel
pipette for oxygen consumption measurement by individual
cells in a cell culture is illustrated in Figure la. The SEM
images of two theta pipettes (whose cross-sections looks like
the Greek letter 6, where the top and bottom opening are associ-
ated with different channels) with tip diameters (dw) of 8§ um
and 300 nm are shown in Figure 1b,c. Although the theta
pipette is one type of double-channel pipette, there are other
types, such as those with concentric channels [35] that can be
manufactured and used. The key function of the pipette is to
confine the oxygen flux between its two ends, reducing the
lateral spread of the oxygen molecules being detected, while
permitting the use of sensors with larger effective areas posi-
tioned further away from source of flux. The focus of this paper
is on investigating the effects of various system parameters such
as the half-angle of a theta pipette, position of the oxygen
sensors within the pipette, perfusion flow rate and distance of
the pipette tip from the substrate on oxygen flux sensitivity. The
effects of varying the aforementioned parameters will be
studied below using a finite element model (FEM) of the
double-barrel pipette with perfusion. To validate this model, we
first compare hydrodynamic confinement obtained from the
model with experiments using a fluorescent dye. Later in the
paper, we also show that FEM results agree qualitatively with a

simplified analytical model.

Results and Discussion

Hydrodynamic confinement

Consider flow within a long channel: a molecule cannot diffuse
outside the channel due to the presence of hard channel walls.
However, if the channel walls are missing along some length
segment of the flow, the molecule may diffuse outside the
channel, unless the flow velocity is high enough that the
molecule moves through this section before it has a chance to
diffuse through the gap. Therefore, in the section where the
channel walls are missing, like the section at the tip of the
double-barrel pipette, the molecule could remain hydrodynami-

cally confined to the flow. The time that it takes a molecule to
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Figure 1: a) lllustration of the double-barrel perfusion-based single-cell respirometry probe. The cell culture or tissue dish is shown on top of an x—y-z
positioning set-up. The inset (1) shows tubing for the inlet and outlet channels in both channels as well as a sensor in the outlet channel. The inset (2)
illustrates the differences in oxygen concentration upstream and downstream from the cell within the theta pipette. The different colors represent dif-
ferent oxygen concentrations that are obtained from a finite element simulation of convection—diffusion equations. Inset (2) also illustrates that an
oxygen sensor positioned downstream from the cell can be used to determine the cell’'s oxygen consumption rate when the sensor's measurement
refers to the oxygen concentration at the top of the theta pipette. b) SEM images of a micrometer-scale theta pipette, side-view and top-view. The tip
width (approximately representing the tip diameter (dw) parameter used in the simulation model) measured from the outer wall in the side-view image
is 8 ym. c) SEM images of a nanometer-scale theta pipette, side-view and top-view. The tip width measured from the outer wall in the side-view image

is 300 nm.

diffuse across the section of length & along the flow is 5%/D,
where D is the diffusion coefficient, and the time it takes the
flow to cross the same distance is roughly b/v, where v is the
flow velocity. Taking the ratio of these times, we obtain the
Peclet number Pe = bv/D, which indicates the relative impor-
tance of convective transport (flow) over the diffusion. When
the Peclet number is large, the diffusion time is larger than
convective transport time and the likelihood that a molecule
remains confined in the flow is high. This simple idea of hydro-
dynamic confinement has been discussed in the microfluidics
literature [28,36] and in some biological applications
[33,37,38], some of which employed a concentric double-
channel pipette [38].

Here, we report experimental observation of hydrodynamic
confinement at the tip of the theta pipette and compare it with a
finite element method (FEM) model that implements both
Navier—Stokes equations to model the fluid flow and convec-
tion—diffusion equations to model molecular diffusion (see Ex-
perimental section for a detailed discussion). In the experiment,
the fluid is being withdrawn at a fixed rate of 5 uL/min through

one channel, while pressures from 2 to 16 hPa are applied to the
injection channel. Experimentally observed diffusion of the
fluorescent dye for different injection pressures is shown in
Figure 2a. Two qualitative trends can be noted. One is the in-
creasing size of the fluorescent plume with the increase in the
pressure applied to the injection channel. It is clear from the
images that at low pressure (=2-3 hPa), the plume is smaller
than the pipette tip, while at higher pressure (15—-17 hPa), the
plume is larger than the pipette tip. The other trend is the
change in the tilt of the diffusion plume with increasing pres-
sure applied to the injection channel. At lower injection pres-
sures, the plume shape is dominated by the existing flow field
near the tip, which develops due to the strong suction exerted by
the extraction channel to support the applied flow rate and
appears tilted away from the extraction channel. At higher
injection pressures, the injection channel is able to contribute
more fluid to the extraction channel. Thus, the suction exerted
by the extraction channel is reduced and the resulting flow field
near the tip (and the plume shape) starts to evolve and tilt more
towards the extraction channel. Therefore, the average dye con-
centration in the extraction channel also increases as the injec-
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(@)

(b)

Figure 2: Comparison between experimental and simulated perfusion flow patterns. a) Microscope images of flow patterns. The injecting flow is a
saturated solution (0.08 wt %) of fluorescein. Images 1-6 show patterns at increasing injection pressure, while the extraction flow rate is held con-

stant (5 pL/min). The left channel is the extraction channel, and the right channel is the pressurized injection channel, Py, =

applied_total_pressure ~

1 atm, 1 hPa = 100 Pa. b) Simulated perfusion flow patterns. The geometrical parameters to define the pipette were obtained by measurements from
optical microscope images in Figure 2a (septum thickness, side wall half-angle, etc.) and similar pressure/suction settings were used as in the experi-
ment. ¢) Geometrical sketches of Figure 2a and Figure 2b, side view (top) and cross-section (bottom) view.

tion pressure is increased. Figure 2b shows the results of the
FEM where the pipette diameter at the tip and other geomet-
rical parameters of the pipette were similar to the experimental
parameters. The flow rate in the extraction channel in the simu-
lations was set equal to the experimental flow rate, and the pres-
sure through the injection channel (in the simulation) was
adjusted until the diffusion plume size and shape matched what
was experimentally observed. It can be seen that there is close
agreement between injection pressures in the FEM model and
the experimental observations for any given size and shape of
the plume, suggesting that the model is valid over this range of
conditions.

Oxygen confinement due to pipette and effect

of increased pipette diameter

One influence of the pipette is the confinement of oxygen diffu-
sion within it. Oxygen can diffuse freely along the pipette axis
(z-axis as in Figure 3a), but remains confined by the pipette
walls. To demonstrate the effect of this confined diffusion,
consider a small oxygen sensor positioned at a small distance
from the cell. The geometry parameters used in the model are
demonstrated in Figure 3a. As demonstrated by FEM simula-
tions results shown in Figure 3b (curve 1 vs 2), the oxygen con-
centration difference signal (the difference between the concen-

tration of a saturated oxygen solution in water at room tempera-

ture and the oxygen concentration at the specific point under in-
vestigation) obtained by the sensor positioned at the tip of the
pipette has around 1.5 times greater signal than the same size
sensor placed at the same distance away from the cell, but with-
out the pipette. This is because of the proximity of the pipette to
the cell results in an oxygen concentration gradient within the
pipette due to oxygen consumption by the cell. The oxygen
gradient within the pipette is larger than the gradient of oxygen
in the surrounding fluid because oxygen is constrained within
the pipette to diffuse effectively only along the pipette length.
This results in oxygen diffusing slower within the pipette than
in the surrounding fluid. Thus, the mere presence of the pipette
over the cell increases the oxygen concentration difference that
can be sensed.

Figure 3b also shows that moving the same sensor within the
pipette much further from the cell, while maintaining the same
distance of the pipette tip from the cell, reduces the signal, as
might be expected. Most of this reduction can be attributed to
the expansion of the pipette diameter away from the cell due to
a non-zero pipette half-angle. This conclusion can be con-
firmed by considering a theta pipette with a zero half-angle
(theta tube, curve 3 in Figure 3b). As demonstrated in
Figure 3b, the signal obtained by a sensor placed 150 pm away
from the tip of the theta tube is nearly the same as the signal ob-
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Figure 3: a) Demonstration of the simulation geometry parameters. Details of the parameters used in the model are specified in the Experimental
section. b) Dependence of signal (oxygen concentration difference) strength on the proximity of the theta pipette tip to the substrate, for two sensor
locations, and two pipette half-angles (with the cell noted as the consumer beneath the pipette, and without flow between barrels). Curve 1 is plotted
from a sensor located at the tip of a typical theta pipette which has a half-angle of 8.5° and a tip diameter of 20 ym; Curve 2 is from a sensor at the
same location, but without a theta pipette surrounding it; Curve 3 is from a sensor located inside a theta tube (0° half-angle, and tip diameter of

20 ym) and 150 pm above the tip; Curve 4 is a plot from the sensor located inside a typical theta pipette and 150 pm above its tip; Curve 5 is curve 4

multiplied by the area ratio of this location and the tip.

tained by placing the sensor close to the cell without the tube
(curve 2 in Figure 3b).

So far, we have considered sensors that remain the same in size
regardless of their position along the axis of the theta pipette.
However, considering that the diameter of the pipette increases
away from the tip (for non-zero half-angles), sensors that are
larger in size can be facilitated. If we scale the sensor area with
the increasing pipette diameter, the signal can be improved sig-
nificantly depending on the nature of the sensor. For example,
the electrical current used as the signal in electrochemical
sensors is proportional to the effective sensor area. If we take
the sensor sensitivity to be proportional to the area, we can sig-
nificantly increase the overall sensitivity of the probe as we
move the sensor further away from the pipette tip, which is also
indicated in Figure 3b (curve 5 vs 1). Therefore, this analysis
suggests an opportunity to improve sensitivity without sacri-
ficing resolution. One may wonder why the signal strength is
increased when the concentration decreases in a pipette whose
cross-sectional area increases along its z-axis (as in Figure 3a).
Diffusion along a non-zero half-angle pipette, whose diameter
increases along its axis proportional to the axial distance, can be
modeled as diffusion in a solid angle of a sphere. Such a model

would yield a concentration that decreases linearly with the

axial distance. At the same time, the sensor area would increase
as the square of the axial distance, resulting in a linear gain of
sensitivity with distance for a sensor whose sensitivity is
proportional to its area.

Effects of perfusion on oxygen consumption
signaling

One may expect that losing less molecules to the diffusion away
from the sensor should increase the probe sensitivity. As shown
in Figure 4, this effect is indeed confirmed by the FEM calcula-
tions when considering a sensor placed 150 um downstream
within the theta pipette. One would expect significant amplifi-
cation of the signal (oxygen concentration difference) due to
perfusion to occur when diffusion dominates over the convec-
tion and the Peclet number is significantly smaller than 1, say
0.1. In such operating regime, all oxygen molecules are not
fully retained within the flow, and increases in the flow velocity
help to retain oxygen molecules. At larger flow velocities, most
oxygen molecules are already confined to the flow and further
velocity increases do not amplify the signal. This logic can
provide a rough estimate of the perfusion velocity range beyond
which no signal is gained. As an example, we consider a pipette
that is located at dd = 10 um from the substrate. Taking the
oxygen diffusion coefficient of 2000 um?/s and assuming that
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amplification occurs mostly below the Peclet number of 0.1,
one finds that no significant signal gain should occur beyond
the velocity vpax = Pe-D/dd = (0.1 x 2000)/10 = 20 pm/s. This
is in quantitative agreement with the velocity of maximal signal
calculated by the FEM and shown in Figure 4.

As the velocity increases further, the flux of oxygen in the
pipette due to flow should start dominating the flux due to
oxygen consumption, reducing the oxygen concentration differ-
ence along the z-axis of the extraction channel. The reduction of
oxygen concentration difference between different positions
along the flow at higher flow velocities can be demonstrated by
a simplified analytical model (see Supporting Information
File 1) and is given by Equation 1:

Rb Rb
§S=Cy-C, (x):T(exp(%dj—exp[%xD oc ~ )

where R is the oxygen consumption rate per unit length of the
flow, b is the length of the oxygen consumption region in the
flow, d >> b is the distance from the tip of the pipette to the
place in the flow where a constant oxygen concentration, C,,
exists due to contact with the environment, x is the position of
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the sensor downstream from the consumption region and Cy(x)

is the oxygen concentration measured by the sensor.

As shown in Figure 4, calculated based on a normal human
prostate cell oxygen consumption rate (107!7 mol/s), an oxygen
concentration difference of 0.27 uM could be measured by the
sensor at P = 150 um under optimized flow conditions. This
concentration difference is close to commercial oxygen optical
probe resolution with a similar sensing area (from data sheet of
fiber optic oxygen sensor from Pyroscience, with a tip size of
35 pm in diameter and a resolution of 0.78 uM at 20% oxygen).
In a real case scenario, we can assume the oxygen consumption
rate of a tumor cell is 10 times higher than that of a normal cell
[39], which yields a resolution of 2.7 pM with the designed
Sensor.

Spatial resolution

One important role of the theta pipette probe is to increase
sensitivity by placing sensor further up the pipette and using the
perfusion flow, while preserving spatial resolution to permit
measurements from individual cells in cell culture. Figure 5
illustrates that high resolution is achievable. In fact, it shows
that the resolution is on the order of the pipette diameter and,
since diameters smaller than micrometers are readily achiev-
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Figure 4: Dependence of signal (oxygen concentration difference) strength on perfusion flow velocity for different tip—substrate distances (dd), and for
sensors at different locations (0 ym and 150 pm above the tip) inside a typical theta pipette (tip diameter dw = 20 ym, half-angle = 8.5°). Other param-
eter settings are the same as those used for Figure 3. The group of red dotted curves are measured from the sensors at the tip of the theta pipette.
The group of blue solid curves are measurements from sensors inside the theta pipette, 150 pm above the tip. For both color groups, from dark color

to light color, the distance from the theta pipette tip to substrate increases.
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Figure 5: Spatial resolution of the scanning theta pipette probe. a) lllustration of the spatial resolution of a perfusion respirometry probe with tip diam-
eter (dw) of 20 um. The probe is located at the center of the x-axis and the specific tip geometry (as in insets) is the same as in the previous simula-
tions. The oxygen concentration difference is the desired signal and is measured by the sensor inside the probe, 150 ym above the tip. A tiny, cubic
consumer element of volume 2 x 2 x 2 um3 is located on the substrate. The distance from substrate to theta pipette tip is set at 6 ym. The pressure
applied at the input channel is (1 atm + 2 Pa), and at the output is (1 atm — 2 Pa). With these pressure values, the impact of perfusion on improving
the signal is most significant. The green curve is a plot of the measured signals as the center position of the consumer moves from left (x = =90 uym) to
right (x = 90 pm) along the x-axis. The full width at half maximum (FWHM) of this curve is 26 ym, and can be defined as the spatial resolution. b) The
probe spatial resolution vs tip diameter. The pressure at the inlet and outlet of the theta pipette is set to achieve best improvement of signal at 150 ym
above the tip for each tip diameter, respectively. The theta pipette tip diameter increases from 8 to 32 pm with a step size of 4 ym, while the half-angle
of the pipette is fixed (8.5°). Inset: the oxygen concentration difference plot at tip sizes of 8, 20 and 32 pm.

able [40-42], spatial resolution on the order of micrometers is
possible.

Conclusion

This paper studies a perfusion double-barrel micropipette, in
particular, a theta pipette, as a microfluidic system that is poten-
tially important for investigating metabolic variations among
individual cells associated with changes in biological functions
and disease development. The use of FEM to study the behav-
ior of this microfluidic system not only verifies the experimen-
tal results, demonstrating the feasibility of the proposed ap-
proach, but also allows theoretical insights into pipette perfor-
mance/sensitivity to be obtained that would otherwise require
extensive studies, if done experimentally. In particular, the
effects of the theta micropipette operational parameters on the
system oxygen sensing capacity were considered first. It was
found that the mere presence of the pipette over the cell in-
creases the oxygen concentration difference that can be sensed.
Also, the use of the theta pipette increases the overall sensi-
tivity of the probe as the sensor is moved away from the pipette
tip, due to oxygen confinement. In addition, the larger diameter
of the pipette channel far from the tip allows the use of sensors
with larger surface area. When the sensor is placed far from the

tip end, introducing an appropriate perfusion flow to the system

not only maintains a constant cell microenvironment, but also
further confines the free diffusion, amplifying the signal
(oxygen concentration difference) at the sensor location and
preventing back diffusion. Finally, in this paper we focused on
theta pipettes with micrometer-scale tips (Figure 1b), which
would cover an average cell area to maximize the signal intensi-
ty. However, pipettes with sub-micrometer tips (Figure 1c)
could be produced to obtain spatial resolution at subcellular
levels. It is also worth mentioning that the developed probe is
certainly not limited to oxygen measurement. By using differ-
ent sensors, including electrochemical or optical ones, other
types of analyses can be carried out over the surface of living
tissue. One can also envision applications of the proposed ap-
proach in analytical chemistry or forensic study for spatially
resolved microanalysis.

Experimental

Description of experimental set-up for experi-
mental hydrodynamic confinement

In this paper, a 1.5 mm outer diameter double-barrel glass that
has a theta-style cross-section (Sutter Instrument Co.) was
pulled using a laser glass puller (Sutter Instrument Co., P-2000)
to form theta micropipettes as shown in Figure 1b,c. Depending

on the pulling parameters, the pipette tip diameter can be varied
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from tens of micrometers down to hundreds of nanometers. The
injection channel of the theta micropipette was loaded with a
saturated fluorescein (Acros Organics, Fisher Scientific; excita-
tion/emission wavelengths 498/518 nm) aqueous solution
(0.08 wt %). The extraction channel was loaded with pure
water. Two plastic tubes were then inserted into the two unmod-
ified channels at the other end of the theta capillary and sealed
with epoxy (Bob Smith Ind., quick-cure 5 min epoxy). The
injection channel was then connected to a source of positive
pressure, while the extraction channel was connected to a
source of negative pressure. In this work, the positive pressure
was supplied by a pressure pump (Eppendorf, FemtoJet), and a
syringe pump (New Era Pump Systems, Inc., Dual-NE-1000)
was used to supply suction. To study the effects of perfusion
flow on molecular diffusion around the tip of the theta pipette,
the pipette tip was immersed at a 5° angle to the substrate into a
large drop of water (0.3 mL) placed on a microscope slide,
while fluorescent molecules where perfused through the pipette
tip as illustrated in Figure 6. An inverted fluorescent micro-
scope (Olympus FluoView FV1000 Confocal Laser Scanning
Microscope; sampling speed: 2.0 ps/pixel) with a lens
(LUMPLFL, 100X W NA: 1.00) placed near the bottom of the
microscope slide focused on the tip end area was employed to

Theta Micropipette

Water Drop

10X

Figure 6: lllustration of the experimental setup for investigating the
effect of perfusion flow on the diffusion of fluorescent dye. The blue
hemisphere is the water drop (0.3 mL) formed over a microscope glass
slide. The theta pipette tip is inserted into the water drop. The injection
channel is preloaded with a saturated fluorescein aqueous solution
(0.08 wt %). The green color represents the fluorescein dye (fluores-
cein), with the green intensity proportional to the dye concentration.
The small green area volume within the water drop represents roughly
the diffusion boundary of the florescent dye. The arrows show the fluid
flow direction. A constant withdraw rate of 5 uL/min is applied by a
syringe pump to the pipette’s extraction channel. The injection pres-
sure was increased from 100 hPa to 116 hPa with an increment of
2-3 hPa and then decreased back to 100 hPa with the same step size.
The fluorescent dye plumes in the water droplet were observed at
each pressure for 15 s before changing the injection pressure. The
total recording length was 7 minutes. During this time, the water drop-
let size did not change significantly due to evaporation.
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observe the size and intensity of the fluorescent plume. A con-
stant withdraw speed of 5 uL/min provided by the syringe pump
was maintained at the probe’s extraction channel. Multiple ex-
periments were performed at different injection channel pres-
sures, varying from 100 hPa to 116 hPa with of 2—3 hPa incre-
ments, and then decreased back to 100 hPa with the same step
size. The fluorescent dye plumes in the water droplet were ob-

served and recorded.

Finite element model

A 3D model was built in COMSOL Multiphysics (v4.4) to eval-
uate the perfusion probe’s performance (see Supporting Infor-
mation File 2). Two different stationary models were de-
veloped and coupled in this model, one for the Navier—Stokes
equations (Equation 2 and Equation 3) for flow parameters
inside the computational region [43,44]:

p(v-v)hv.[—pf+u(W+(W)Tﬂ+F @
pV-v=0 3)

where p is the density, V is the calculated flow velocity field, p
is the pressure, 7 is the unit vector, p is the dynamic viscosity,
and F is the volume force field. Another study solved the
convection diffusion equations (Equation 4 and Equation 5) for

concentration distribution [45,46]:

V-(-DVc)+V-(ve)=R )
N =-DVe+ve %

Where D is the diffusion coefficient, ¢ is the species mass con-
centration, v is the flow velocity field calculated from the
previous study, R is the reaction rate, and N is the flux, respec-
tively.

For hydrodynamic confinement verification, a 400 um long
quartz theta pipette was built at the top center in a water-filled
rectangular computational region of (500 x 400 x 400 pum?).
The theta pipette had a tip diameter of 20 um, and its outer wall
was formed by a truncated cone with half-angle of 8.5°. Its sep-
aration was formed by a rectangle frustum, used in the simula-
tion to achieve a similar pipette tip geometry as for the experi-
mental images. All the walls of this geometry were defined as
no-slip walls. A negative pressure and a positive pressure was
defined respectively on the top boundaries of the two channels
to form the injection and extraction flow in the laminar flow
module. The calculated flow field was then used as the flow pa-

rameters in the convection and diffusion study. Under our ex-
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perimental conditions, diffusion was found to have practically
no effect on the flow. To set up the flow conditions, a constant
pressure of —120 hPa was provided at one channel of this
pipette to apply suction. At the other channel, a positive pres-
sure was applied from 100 to 117 hPa at several step incre-
ments. The upper boundary of the model is set to open bound-
ary. These flow parameters were set to match experimental
conditions. For convection and diffusion studies, the initial
species concentration of the whole computational area was set
to zero and the inflow concentration was set to 2407 uM (fluo-
rescein saturated aqueous solution). The diffusion coefficient
was set to 0.425 x 107 cm?/s (fluorescein diffusion coefficient
in water at room temperature [47]). No cells or consumers were

included in this hydrodynamic confinement discussion.

Then similar model parameters were used to evaluate the probe
for cell oxygen consumption sensing with modifications to
introducing the cell and the substrate to the model (Figures
3-5). To be specific, the rectangular computational region was
reduced to (410 x 300 x 300 pm?) and the substrate was placed
at the bottom of the calculation area. For Figure 3, the tip diam-
eter of the pipette was set to 12 um to have a high spatial reso-
lution necessary for single-cell studies. An ellipsoid with 5 pm,
5 um, and 2.5 pm related to the a-, b- and c-axes, respectively,
was attached to the substrate to represent a cell. This ellipsoid
was defined as an oxygen reactor with reaction rate of
0.04 mol/m3s, which resulted in a total oxygen consumption
rate of 10717 mol/s. The boundaries of the reactor were set to be
slip so that the flow velocity does not artificially set to zero.
Simulations were run for tip—substrate distances varying from
5.2 um to 16 um. A negative pressure and an equal value posi-
tive pressure were defined respectively on the top boundaries of
the two channels to form the injection and extraction flow. The
upper boundary of the model was set as open boundary. For
convection and diffusion studies, the injection boundary con-
centration was set to 250 uM (saturated oxygen concentration in
water at room temperature [48]). A symmetric boundary condi-
tion of 250 uM was set to the extraction boundary, as well as
the upper boundary of the computational region. The diffusion
coefficient of oxygen was set to 2 x 107> cm?/s (oxygen in
water at room temperature [49]). The oxygen concentration
difference was recorded inside the extraction channel of the
theta pipette at P =0, or 150 um above the tip for Figure 3, and
P =150 pum for Figure 4 and Figure 5. A tetrahedral mesh with
maximum mesh size of 14.4 pm, minimum mesh size of
0.615 pm, maximum element growth rate of 1.35, curvature
factor of 0.3, and resolution of narrow regions of 0.85 was used
to divide the system for FEM calculation. We verified that the
meshes and the computational region size used here were
appropriate for solving by comparing to a finer mesh setting or

larger computational region. The calculated concentration
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differences between these two cases is less than 5%, and com-
pared to a wider computational region setting of 410 x 320 x
320 pm?, the calculated concentration differences between these
two cases is less than 1%. Directed solvers were selected in all
studies to have the most accurate result with relative tolerance
set to 107°.
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1D analytical model of the system.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-9-79-S1.pdf]
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