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In order to stimulate, bundle and strengthen the activities in the

field of scanning probe microscopy for energy applications, we

have organized a symposium at the European Material Research

Society (E-MRS) fall meeting held in Warsaw in 2017. We

were impressed by the high quality of the presentations and

decided to create this thematic issue published in the Beilstein

Journal of Nanotechnology based on these results. We feel that

the manuscripts perfectly reflect the current activities and

advances in the field of scanning probe microscopy for energy

applications.

The term “energy applications” refers to materials that are used

for energy conversion, energy transport and energy storage. In

these fields, intensive basic and applied research is ongoing to

address requirements of today and the future. These require-

ments are, for example, high power conversion efficiency, loss-

free transport of energy, fast charging rates and high charging

capacity. In order to fulfil these requirements, specific func-

tional materials are being developed, investigated and opti-

mized. Energy-related materials often include electrochemical

reactions and (opto-)electronic transport phenomena at their

interfaces. In particular, material properties on the nanometer

scale play a major role. The understanding of these nanoscale

phenomena occurring at material interfaces is therefore essen-

tial. Furthermore, these interface phenomena are strongly linked

to material properties such as grain size, roughness, mechanical

properties and work function. In an attempt to address the diver-

sity of phenomena on the nanoscale, scanning probe microsco-

py (SPM) methods play an significant role for the in-operando

characterization. SPM methods offer a plethora of operation

modes beyond topography imaging, which is well reflected in

the articles of this thematic issue.

The majority of contributions stem from research on photo-

voltaic materials. Here, electrical conductive atomic force

microscopy (cAFM) and Kelvin probe force microscopy

(KPFM) are the major methods that enable the study of the

movement of charge carriers and their pathways [1]. We note

that the KPFM method is rapidly becoming a tool capable of

time-resolved studies. In this context, Yann Almadori and

co-workers discuss the time-dependent changes of the surface

potential occurring under illumination. This work also unravels
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lattice expansion phenomena under illumination in perovskite

structure forming photo-absorbing materials [2]. Pablo A.

Fernández Garrillo and co-workers go one step further by

addressing photocarrier dynamics in order to study charge

carrier lifetimes. This contribution focuses on a mathematical

model to calculate time constants [3]. Such a model is critical

for understanding the photophysics at the nanometer scale.

Amelie Axt and co-workers discuss the applicability and relia-

bility of different ways of performing KPFM measurements on

nanoscale electrical devices [4]. In particular, the knowledge of

the true potential of surfaces is required for the analysis of

cross-sections of solar cell devices [5,6]. Thus, this work is the

basis for future quantitative analysis of nanoscale devices even

beyond the scope of solar cells. Katherine Atamanuk and

co-workers impressively demonstrate that SPM methods can

also be used to perform tomography [7]. They apply photocon-

ducting scanning force microscopy for mapping the open-circuit

voltage of cadmium telluride (CdTe) polycrystalline thin film

solar cells. Tomography is achieved by gradually removing sur-

face material during continuous high-load topographic imaging.

For photovoltaic materials, the interface between materials

accepting electrons or holes is of crucial importance. Laurie

Letertre and co-workers study a nanocolumnar TiO2 surface

covalently grafted with a monolayer of poly(3-hexylthiophene)

functionalized with carboxylic groups [8]. Their study unravels

the physical mechanisms taking place locally during the photo-

voltaic process and its correlation to the nanoscale morphology.

Electrochemical energy storage (i.e., in a battery) is a major

topic in our daily life. Jonathan Op de Beeck and co-workers

identify the ionic processes occurring inside Li-ion composites

in order to understand the impact on the entire battery cell [9].

In particular, the authors combine cAFM and secondary-ion

mass spectrometry to correlate the presence of nanometer-sized

conductive paths with the Li concentration. This study exempli-

fies that SPM combined with complementary methods provid-

ing information on the chemistry or atomic composition of ma-

terials is very beneficial for understanding the performance of

devices. Nino Schön and co-workers study the relationship be-

tween Li-ion conductivity and the microstructure of the solid-

state electrolyte lithium aluminum titanium phosphate films

[10]. Furthermore, dielectric properties play a role for the

storage of electrochemical energy. Ying Wang and co-workers

report on a novel method for the characterization of the local

dielectric distribution based on surface adhesion mapping by

SPM [11]. This method is evidently easy in terms of operation

and thus has the potential to be widely used. Finally, we want to

highlight the contribution “Electrostatic force spectroscopy

revealing the degree of reduction of individual graphene oxide

sheets” by Yue Shen and co-workers. Yue Shen won the prize

for the best presentation during the E-MRS conference [12].

Electrostatic force spectroscopy (EFS) is used here to charac-

terize the degree of reduction of uniformly reduced one-atom-

thick graphene oxide (GO) sheets at the nanoscale. The identifi-

cation and chemical control of the degree of reduction of GO

sheets is highly desired to realize nanoscale electronic devices

in the future.

We thank all authors for participating with their contribution to

this thematic issue. The published manuscripts will be a signifi-

cant contribution to the advancement of the field of under-

standing energy materials on the nanometer scale. In addition,

we acknowledge the expertise of the reviewers who provided

helpful reports to us and the authors. Finally, we acknowledge

the valuable support of Wendy Patterson and her team working

for the Beilstein Journal of Nanotechnology.

Rüdiger Berger, Benjamin Grévin, Philippe Leclère and Yi
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Abstract
The detection of local dielectric properties is of great importance in a wide variety of scientific studies and applications. Here, we

report a novel method for the characterization of local dielectric distributions based on surface adhesion mapping by atomic force

microscopy (AFM). The two-dimensional (2D) materials graphene oxide (GO), and partially reduced graphene oxide (RGO), which

have similar thicknesses but large differences in their dielectric properties, were studied as model systems. Through direct imaging

of the samples with a biased AFM tip in PeakForce Quantitative Nano-Mechanics (PF-QNM) mode, the local dielectric properties

of GO and RGO were revealed by mapping their surface adhesion forces. Thus, GO and RGO could be conveniently differentiated.

This method provides a simple and general approach for the fast characterization of the local dielectric properties of graphene-based

materials and will further facilitate their applications in energy generation and storage devices.

900

Introduction
The local dielectric distribution is a key factor that influences

the physical properties and functionalities of various materials

such as polymer nanocomposites [1-4], carbon nanotube com-

pounds [5-8], metal–dielectric films [9-12], and biomembranes

[13-15]. Understanding the behaviour of these complex nano-

structured systems requires precise morphological and dielec-

tric characterization approaches on the nanometre scale. Atomic

force microscopy (AFM), which analyses the interactions be-

tween a sharp tip and samples with very high spatial resolution,

is a good candidate to carry out the aforementioned tasks. In the

last two decades, many AFM-based techniques have been de-

veloped for qualitatively or quantitatively detecting the local

dielectric properties of nanomaterials, such as electrostatic force

microscopy [16-19], scanning polarization force microscopy
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Figure 1: Schematic representation of the experimental principle. (a) A dc voltage can be applied to the AFM tip in PF-QNM mode under ambient
conditions. (b) Representative retracting lines of force–distance curves under tip biases of 0 V and 10 V. The adhesion force between the tip and the
sample will increase due to polarization of the sample when the tip is biased at 10 V.

(SPFM) [20-23], local dielectric spectroscopy [24-26], and

nanoscale capacitance microscopy [27-29]. Most of the pro-

posed techniques are based on long-range electrostatic interac-

tions between the sample and a biased AFM tip, which in turn is

closely related to the intrinsic dielectric properties of materials.

In this regard, one of the primary disadvantages of these dielec-

tric-related AFM measurements is their lower lateral resolution

compared to the conventional AFM modes, which is attributed

to the larger tip–sample distance [30]. Moreover, in ambient

electrical AFM scanning, relative humidity usually has a strong

impact on image resolution and contrast [31,32].

We propose that fast mapping of the local dielectric distribu-

tion on a sample surface can be achieved with high lateral reso-

lution by combining the advantages of the electrowetting (EW)

effect [33] and an AFM imaging mode, PeakForce Quantitative

Nano-Mechanics (PF-QNM) [34]. Electrowetting is a phenome-

non in which the wetting properties of a dielectric surface are

modified using an external electric field [33]. At the nanometre

scale, EW has also been observed to modify the adhesion force

[35-37]. The adhesion force between an AFM tip with radius R

and a flat surface with liquid absorbed on it can be expressed as

[35-38]:

(1)

where V is the voltage applied on the AFM tip, γ is the liquid

interfacial tension, θ0 is the contact angle at zero external

voltage, and d, εr and ε0 are the thickness, relative permittivity

of the dielectric layer, and the absolute dielectric permittivity of

vacuum, respectively. Hence, the adhesion force between the

AFM tip and the sample is affected by both of the wetting and

dielectric properties of the sample. Based on this principle, a

quantitative analysis on the dielectric constant of macroscopic

film has been realized by measuring the surface–water contact

angle and adhesion force between the dielectric layer and a

biased AFM tip [38].

Recently, the newly-developed PF-QNM mode of AFM made it

possible to simultaneously map the adhesion property as well as

topography of the sample with high spatial resolution. In

PF-QNM mode, force–distance curves between the AFM tip

and the sample are measured at each pixel, so the force where

the tip finally breaks free of the surface attraction in the with-

draw direction can be extracted for adhesion mapping. This

offers an opportunity to directly image the adhesion over the

whole scanning area rather than only record force–distance

curves at specific points on the sample.

In this letter, a method to qualitatively characterize the local

dielectric distribution by adhesion mapping between a dielec-

tric layer and a biased AFM probe is described. With this

method we can simultaneously obtain the topographic and

dielectric properties of the sample surface under ambient condi-

tions without requiring reference samples [39] or lifting of the

AFM tip to scan for a second time [40], which may result in a

lower spatial resolution. The method was validated by local

dielectric mapping of graphene oxide (GO) and reduced

graphene oxide (RGO), which have similar thicknesses but

large differences in their dielectric properties [21]. This ap-

proach is expected to provide a simple and convenient method

to characterize the dielectric distribution of graphene-based ma-

terials, and will further facilitate their application in energy gen-

eration and storage devices, i.e., super-capacitor, lithium ion

battery, solar cells, and fuel cells [41,42].

Results and Discussion
A schematic diagram indicating the working principle of dielec-

tric property mapping based on the adhesion force in the

PF-QNM mode is shown in Figure 1. A dc voltage can be

applied to the AFM tip in the PF-QNM mode under ambient
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Figure 2: AFM height and adhesion images of single-layered CRGO sheets under different tip biases obtained in PF-QNM mode. (a,c,e) Height
images obtained with an AFM tip biased at 0 V, 10 V, and 0 V, respectively. (b,d,f) Adhesion images corresponding to (a), (c), and (e), respectively.
All of the images were taken with a peakforce set point of 5 nN. (g) Cross-sectional profiles along the blue, red, and green dashed lines in (a), (c), and
(e), respectively. (h) Cross sectional profiles of the blue, red, and green lines in (b), (d), and (f), respectively.

conditions (Figure 1a). The force–distance curves are measured

at every pixel in the scan range, and the peak forces below the

baselines in the retracting line of the force–distance curves are

then used for adhesion mapping. According to Equation 1, once

the AFM tip is biased, the adhesion force between the tip and

the sample, Fadh, will increase due to sample polarization

(Figure 1b), which is positively correlated to its dielectric con-

stant. Therefore, adhesion force mapping under a biased AFM

tip can be expected to characterize the local dielectric property

distribution.

An example of adhesion force mapping with a biased AFM tip

in PF-QNM mode is shown in Figure 2. The height images of a

single-layered GO sheet, which was chemically reduced (thus

named as CRGO) by saturated hydrazine vapour on a mica sur-

face, showed little change when the AFM tip bias increased

from 0 to 10 V under ambient conditions (room temperature

18–25 °C, and relative humidity (RH) 35–60%) (Figure 2a,c).

However, the contrast of the corresponding adhesion images in-

creases significantly (Figure 2b,d). When the tip bias was

lowered back to 0 V, both height and adhesion images returned

to the original state before the dc voltage was applied

(Figure 2e,f). Figure 2g and Figure 2h display the cross-

sectional profiles along the blue, red, and green lines in

Figure 2a,c,e and Figure 2b,d,f, respectively. The section

profiles reveal that the change of the apparent heights was very

small (ca. 0.2 nm) as the tip bias increased from 0 to 10 V and

then dropped back to 0 V. Meanwhile, the adhesion force in-

creased from −2.7 nN to 16.6 nN when the tip bias increased

from 0 V to 10 V, and then returned to −2.7 nN when the tip

bias was set back to zero. All measured values of the adhesion

forces of the CRGO sheets are relative to that of the mica sub-

strate. This result indicates the increase in the adhesion force

when the AFM tip is biased is due to the greater degree of po-

larization of CRGO with respect to the mica substrate, rather

than charge injection into the CRGO sheets [43]. In this case,

the apparent height of the CRGO sheet under the biased AFM

tip changed very little, which is quite different from the result in

our previous SPFM experiment, in which the apparent height of

RGO sheets under a biased tip usually increased sharply when

RH was lower than 40% [32]. This is because the set point of

the force, which is used as the feedback signal for AFM

imaging, is quite different in PF-QNM mode and SPFM mode.

Specifically, the set point of force for SPFM imaging is usually

selected in the long-range attraction region of the force–dis-

tance curve, so a higher apparent height than the real value of

the sample is normally observed [30]. In contrast, the set point

of force for PF-QNM imaging is the peak value of the

force–distance curve, which is usually in the repulsive region.

Therefore, the effect of long-range attraction between a biased

tip and the sample can be eliminated in PF-QNM height images,

which leads to a true height of the sample in the height image.

In addition, by comparing Figure 2a and Figure 2e, we can see

the RGO sheet was not damaged by the biased AFM tip. This is

because the increase of adhesion caused by the applied tip bias

is no more than 20 nN, which is about two orders of magnitude

lower than the threshold force to destruct GO and RGO in our

previous study [44]. Therefore, this method is not more destruc-
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Figure 3: Discrimination of GO and CRGO on mica by adhesion mapping with a biased AFM tip. (a) Height and (b) adhesion force images taken si-
multaneously under an AFM tip bias of 0 V in PQ-QNM mode. (c) Adhesion force image taken under an AFM tip bias of 10 V. All of the images were
taken with the peakforce set point at 5 nN under ambient conditions. (d) Cross-sectional profiles of the white dotted line in (a). (e) Cross sectional
profiles of the blue and red dotted lines in (b) and (c), respectively. (f) The average adhesion forces of GO and RGO sheets under AFM tip biases of 0
and 10 V, respectively. (g) An in situ SPFM image of (c) taken under an AFM tip bias of 10 V with RH 10%. (h) Cross-sectional profiles of the red and
green dotted lines in (c) and (g).

tive compared to the standard peak force mode without tip bias.

This result shows that imaging in PF-QNM mode with a biased

AFM tip can be used to simultaneously characterize topo-

graphic and dielectric properties under ambient conditions.

In addition, adhesion force mapping with a biased AFM tip can

be used to distinguish between different dielectric materials at

the nanoscale. In order to prove this, a mixed sample of GO and

CRGO sheets was studied as a model system (Figure 3). CRGO

is a product of GO after being chemically reduced by removing

some oxygen-containing groups and has a similar thickness but

a larger dielectric constant than GO [21,45]. Figure 3a shows a

representative height image of a mixture of GO and CRGO on a

mica substrate under the tip biased at 0 V under ambient condi-

tions (room temperature 18–25 °C, RH 35–60%). All of the

sheets in the height image have similar contrast (Figure 3a) but

are quite different in the adhesion force images (Figure 3b,c).

When the tip bias was 0 V, although the contrast of all sheets is

darker than that of the mica substrate, the sheets can still be

divided into two types, with one having a slightly smaller adhe-

sion than the other (Figure 3b). However, we cannot infer which

one has the larger dielectric constant from this image. When the

tip bias increased to 10 V, the contrast of one type increased

sharply and became much brighter than that of the mica sub-

strate. The contrast for the other increased only slightly and

remained darker than that of the mica substrate (Figure 3c).

Two sheets in the centre of Figure 3b, which are marked as 1

and 2, were studied as representative of these two types. The

cross-sectional profile (Figure 3d) reveals that the mean thick-

nesses of sheets 1 and 2 are 1 nm and 1.2 nm, respectively.

Figure 3e indicates that the mean adhesion force of sheet 1 in-

creased from −2.7 to 16.6 nN along with the increase in the tip

bias from 0 to 10 V. In the meantime, the mean adhesion force

of sheet 2 increased from −9.4 to −5.1 nN under the same

conditions. The statistical average adhesion force from over

100 sheets in the mixed sample, the areas of which ranged from

0.01 to 4 μm2, showed that the increase in adhesion force was

from −2.2 ± 0.6 nN to 12.8 ± 4.0 nN for type 1, and from

−11.0 ± 2.9 nN to −8.3 ± 2.3 nN for type 2 (Figure 3f). Accord-

ing to Equation 1, the increase in the adhesion force caused by

the external voltage, which is rooted in the polarization of the

sample, is positively related to the dielectric constant of the

sample. Therefore, type 1, which displayed a larger increase in

adhesion force, is CRGO. That is, GO and CRGO in the mixed

sample can be distinguished clearly by this method. It is worth

noting that the contact potential differences between the AFM

tip and GO/RGO are about three orders of magnitude lower

than the tip bias in adhesion mapping (Supporting Information

File 1, Figure S1). So the effect of the contact potential differ-

ence between the tip and our sample was ignored in our experi-

ments.

A comparison study of dielectric property mapping by adhe-

sion force and SPFM was also carried out. Figure 3g shows an

in situ SPFM image of Figure 3c taken with an AFM tip biased

at 10 V at RH 10% [32]. All of the sheets with increased adhe-

sion forces in Figure 3c have increased apparent heights in the

corresponding SPFM image, and the apparent heights of the
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Figure 4: The dependence of the adhesion force on the AFM tip bias for three types of single-layered GO and RGO. (a) The average adhesion forces
of the GO, CRGO (chemically reduced by saturated hydrazine vapor at 80 °C for 1 h) and TRGO (thermally reduced at 180 °C for 15 min) plotted
against different biases of the AFM tip. XPS spectra of (b) GO, (c) CRGO and (d) TRGO. The peaks 1, 2, 3, and 4 in the coloured curves correspond
to C=C/C–C in aromatic rings, C–O (epoxy and alkoxy), C=O, and COOH groups, respectively. The C/O ratios for these samples are 1:1, 3.3:1, and
3.2:1, respectively.

other sheets remain unchanged. That is, adhesion mapping

under a biased AFM tip in PF-QNM mode is in good agree-

ment with SPFM imaging in local dielectric property detection.

Figure 3h shows the cross-sectional profiles along the red and

green dotted lines in Figure 3c and Figure 3g, respectively. It

indicates that the surfaces of the sheets in SPFM images are

quite smooth in comparison with those in the adhesion image.

The small grainy structures with a lateral size of less than

dozens of nanometres on the basal planes of GO and RGO

sheets, which are regarded as oxygen-containing functional

groups [21,31], cannot be observed in the SPFM image but can

be seen in the adhesion image. This is because SPFM works in

the long-range electrostatic interaction region, but the adhesion

mapping in PF-QNM mode works on the sample surface all the

time, no matter if the AFM tip is biased or not. This result

proves that adhesion force mapping under a biased AFM tip has

the same capacity as SPFM to distinguish local dielectric distri-

bution, but has a higher lateral resolution comparable to the

conventional AFM modes.

The dependence of the adhesion force under a biased AFM tip

on the reduction degree of GO was also studied through X-ray

photoelectron spectroscopy (XPS) experiments. Figure 4a

shows the average adhesion forces of the three samples plotted

against different biases of the AFM tip. For GO, the mean value

of the adhesion force initially increased from −11.0 ± 2.9 nN to

−7.2 ± 2.2 nN when the tip bias increased from 0 V to 2.5 V,

and then decreased slightly to −8.3 ± 2.3 nN along with the tip

bias rising to 10 V. For CRGO and thermally reduced GO

(TRGO), the initial values of the adhesion force with a tip bias

of 0 V were −2.2 ± 0.4 nN and −2.3 ± 0.3 nN, respectively. The

values subsequently increased monotonically with almost

exactly the same trend to 11.2 ± 4.7 nN and 11.0 ± 2.5 nN until

the tip bias reached 10 V. Since all of the adhesion forces

mentioned in this paper are relative values to mica, the effect of

system drift on force–distance curves during the imaging

process can be eliminated (Supporting Information File 1,

Figure S2). The increases in the adhesion forces of CRGO and

TRGO when the tip bias increased from 0 to 10 V are 13.4 nN

and 13.3 nN, respectively, which are very similar and almost

five times larger than that of GO. Figure 4b–d shows XPS spec-

tra of single-layered GO, CRGO, and TRGO, respectively,

which reveal that the C/O ratios of GO increased from 1:1 to

3.3:1 and 3.2:1 after being chemically and thermally reduced,

respectively. In general, the reduction degree of GO is positive-

ly related to its dielectric properties [21,46]. This result further

confirms that the reduction degree of GO is positively related to

the adhesion force caused by the biased AFM tip.

Conclusion
In summary, it was found that the adhesion force between a

dielectric sample and a biased AFM tip was affected by sample

polarization. The increase in the adhesion force caused by an

external voltage is positively related to the dielectric properties

of the sample. Based on this principle, GO and its reduction

products can be precisely distinguished by adhesion mapping

using a biased AFM tip. This experiment, in principle, proves

that imaging in the PF-QNM mode with a biased AFM tip can
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be used to simultaneously characterize topographic and dielec-

tric properties in the nanoscale under ambient conditions with a

high lateral resolution that is comparable to the conventional

AFM modes. This method provides a general but simple ap-

proach for the fast characterization of the local dielectric prop-

erties of graphene-based materials and will facilitate their future

applications in the energy generation and storage devices.

Experimental
Sample preparation
An aqueous solution of single-layered GO sheets was prepared

from graphite powder following a modified Hummer’s method

[47-49]. A drop of 10 µL of as-prepared GO solution

(50 ng/µL) was placed onto a mica substrate. Chemical reduc-

tion of GO was performed by exposure to a saturated vapour of

hydrazine monohydrate (85 wt % in water, Sinopharm) in a

sealed Petri dish at 80 °C for 1 h. Thermal reduction of GO was

carried out in a vacuum oven at 180 °C for 15 min. A hybrid

GO/RGO sample was made by depositing another drop of GO

solution onto the substrate on which reduced GO had been

deposited.

Characterization
The samples were characterized by using a MultiMode 8 AFM

(Bruker) equipped with a J scanner. Silicon cantilevers coated

with a 30 nm Pt layer with a nominal spring constant of

2.8 N·m−1 and oscillating frequencies of 60–90 kHz (NSC18/

Pt, MikroMasch Co.) were used. Height and adhesion mapping

were conducted in PeakForce Quantitative Nano-Mechanics

(PF-QNM) mode, in which the maximum force (peak force)

applied to the sample by the tip was directly regulated through

the peak force setpoint and kept constant throughout the whole

scan. In this mode, the peak force amplitude was set at 150 nm,

the Z-piezo oscillation frequency at 2.0 kHz, and the scan rate at

1 Hz. Voltage to the tip was applied using the scan parameter

“tip bias”. All AFM experiments were conducted under ambient

conditions at a room temperature of 18–25 °C and relative

humidity of 35–60%. AFM images of the samples were

processed using the software Nanoscope Analysis v1.7. For

each image, a first-order flatten correction was applied to

remove sample inclination. The reduction extent of the GO was

characterized by X-ray photoelectron spectroscopy (XPS, AXIS

Ultra DLD, Kratos).

Supporting Information
Supporting Information File 1
Additional experimental data.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-9-84-S1.pdf]
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Abstract
Electrostatic force spectroscopy (EFS) is a method for monitoring the electrostatic force microscopy (EFM) phase with high resolu-

tion as a function of the electrical direct current bias applied either to the probe or sample. Based on the dielectric constant differ-

ence of graphene oxide (GO) sheets (reduced using various methods), EFS can be used to characterize the degree of reduction of

uniformly reduced one-atom-thick GO sheets at the nanoscale. In this paper, using thermally or chemically reduced individual GO

sheets on mica substrates as examples, we characterize their degree of reduction at the nanoscale using EFS. For the reduced

graphene oxide (rGO) sheets with a given degree of reduction (sample n), the EFS curve is very close to a parabola within a

restricted area. We found that the change in parabola opening direction (or sign the parabola opening value) indicates the onset of

reduction on GO sheets. Moreover, the parabola opening value, the peak bias value (tip bias leads to the peak or valley EFM

phases) and the EFM phase contrast at a certain tip bias less than the peak value can all indicate the degree of reduction of rGO

samples, which is positively correlated with the dielectric constant. In addition, we gave the ranking of degree for reduction on ther-

mally or chemically reduced GO sheets and evaluated the effects of the reducing conditions. The identification of the degree of

reduction of GO sheets using EFS is important for reduction strategy optimization and mass application of GO, which is highly

desired owing to its mechanical, thermal, optical and electronic applications. Furthermore, as a general and quantitative technique

for evaluating the small differences in the dielectric properties of nanomaterials, the EFS technique will extend and facilitate its

nanoscale electronic devices applications in the future.
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Introduction
Graphene is a two dimensional (2D) crystal with superior me-

chanical [1], thermal [2], electrical [3,4] and optical [5] proper-

ties. It can be produced using graphene oxide (GO) as a precur-

sor through cost-effective reduction methods with high yield.

Reducing GO to reduced graphene oxide (rGO) is a key step

toward the large-scale use of graphene [6]. Different reduction

processes that partially restore the structure and properties result

in different properties of rGO, which in turn affect the final per-

formance of rGO-based devices [6].

Because the microstructure and properties of GO sheets can be

greatly manipulated during the reduction process, it is impor-

tant to characterize and evaluate the reducing effect of different

reduction processes. Microelectrode-based electrical conduc-

tivity measurements [7] and spectral methods, such as X-ray

photoelectron spectroscopy (XPS) [8,9], Raman spectroscopy

[10], and UV–vis absorption spectra [11,12], reflect the aver-

age information of rGO materials. However, they cannot char-

acterize an isolated rGO sheet at the nanoscale. Optical observa-

tion [13] and transmission electron microscopy (TEM) [14] has

shown color changes and atomic scale feature changes, respec-

tively, in GO sheets after reduction. However, any changes in

performance are not identified, and differentiating rGO sheets

with a similar degree of reduction is difficult. Based on the

changes in the electrical properties of rGO, scanning probe

microscopy (SPM) has also been employed recently to study the

reduction of GO sheets at the nanoscale. Conductive atomic

force microscopy (CAFM) [15,16] can be used to verify the

reduced nanostructures on GO sheets. However, because

CAFM relies on contact with the sample, the electrically in-

duced reduction or oxidation may affect the degree of reduction

of rGO sheets [17]. Scanning polarization force microscopy

(SPFM), also called dielectric force microscopy, was de-

veloped firstly by Hu et al. in 1995 [18,19] to measure the

dielectric properties of soft or weakly bound materials on a sub-

strate that could be easily damaged by a scanning tip. In the

SPFM operation, a direct current (DC) or alternating current

(AC) bias is applied to a conductive probe, polarizing the sam-

ple below and generating a long-range electrostatic attractive

force. This electrostatic attractive force superposes on the van

der Waals force between the tip and sample so that both forces

contribute to the imaging. In recent years, its applications have

been extended to study the local dielectric properties of semi-

conductor nanomaterials such as GO sheets or partially reduced

rGO sheets [20-22], graphene sheets [23], carbon nanotubes

(CNTs) [24] and so on. SPFM [25] and electrostatic force

microscopy (EFM) [26] have revealed a step-by-step reduction

process in GO sheets. However, when the reduction reactions

are completed, it is hard for these methods to identify the small

difference between GO sheets reduced with different methods.

Although the reduction process of GO sheets has been studied

with EFM, little attention has been paid to the use of electro-

static force spectroscopy (EFS) to reveal uniformly reduced GO

sheets with various degree of reduction. Previously, EFS was

proposed to distinguish graphene domains and optimize EFM

imaging [27]. The EFS is a method monitoring the EFM phases

with high resolution as a function of the electrical DC bias

applied either to the probe or sample. Based on the dielectric

constant difference of rGO sheets reduced using various

methods, EFS can characterize the degree of reduction of

uniformly reduced GO sheets at the nanoscale. Thus, the EFS,

which combines imaging and spectroscopy, can be used to

supplement SPFM and EFM to further reveal the reducing

effects of rGO after the reduction reactions have completed. In

this paper, using thermally or chemically reduced GO sheets for

examples, we aim to evaluate the degree of reduction of indi-

vidual rGO sheets at the nanoscale using EFS.

Results and Discussion
The thermal or chemical reduction of GO sheets was verified

with XPS, UV–vis absorption spectra, and SPFM, as shown in

Figure 1. The sample labels and the corresponding descriptions

are shown in Table 1. The deconvoluted peaks A–D in

Figure 1a centered at the binding energies of 284.5, 285.5,

286.9, and 288.5 eV, respectively, correspond to C=C/C–C in

aromatic rings, C–O (epoxy and alkoxy), C=O, and COOH

groups, respectively [20]. After reduction (sample 5), the XPS

peak magnitudes for carbon atoms bonded to oxygen have de-

creased, indicating that most of the oxygen groups have been

removed [8,9,20]. From the XPS data, we observed an increase

in the ratio of the carbon atoms in aromatic rings (C=C/C–C) to

those bonded to oxygen after the chemical reduction [20] from

1.1:1 to 6.3:1 (Figure 1a). However, the degree of reduction of

samples 1–5 cannot be characterized from the almost coinci-

dent XPS spectrum in Figure 1b. In the normalized UV–vis

absorption spectra (Figure 1c), the red-shift of the main absor-

bance peak from 226 nm to 264 nm the absorption increment in

the visible region as well as the disappearance of the broad

shoulder at 300 nm for samples 1–5 compared to sample 0

imply the removal of the oxygen-containing groups and the

restoration of the π-conjugation network within the graphene

nanosheets [11,12]. Nevertheless, except for the transparency

injury in sample 2 caused by high temperature (450 °C) and ox-

idation in the atmosphere, no other differences amongst sam-

ples 1–5 were observed.

In addition, the increased apparent height in the SPFM images

compared with the height in the topography images

(Figure 1d–n) indicates that the GO sheets are reduced [21]. We

can know whether the reduction is homogeneous (Figure 1f,g,i,
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Figure 1: Characterizing the degree of reduction of GO sheets reduced using various methods. C 1s XPS spectra of (a, top) sample 0, (a, bottom)
sample 5, and (b) samples 0–5; (c) normalized UV–vis absorption spectra of samples 0–5; in situ SPFM images of GO sheets thermally reduced at
150 °C for (d) 0 min, (e) 15 min, and (f) 75 min; (g) SPFM image of sample 1 (the in situ tapping AFM image is highlighted by the white rectangle); (h)
tapping AFM and (i) in situ SPFM images of the mixture of sample 0 and 5; (j) tapping AFM and (k) in situ SPFM images of sample 5; cross-sectional
profiles along (l) the lines in (d–f), (m) the lines in (k) and (n) the lines in (g, i). The numbers in the top right corners of the images (g, h, j) represent
the sample numbers. The white scale bars represent 1000 nm. The z-scale bar is shown to the right of each SPM image.

Table 1: Sample labels and corresponding descriptions.

Sample label “n” Sample description

0 GO sheets
1 thermally reduced GO sheets at 200 °C for 15 min
2 thermally reduced GO sheets at 450 °C for 15 min
3 chemically reduced GO sheets with hydrazine monohydrate at 80 °C for 1 h and then thermally reduced at

450 °C for 15 min
4 chemically reduced GO sheets with hydrazine monohydrate at 80 °C for 1 h and then thermally reduced at

200 °C for 15 min
5 chemically reduced GO sheets with hydrazine monohydrate at 80 °C for 1 h



Beilstein J. Nanotechnol. 2018, 9, 1146–1155.

1149

Figure 2: Characterizing the degree of reduction of GO sheets using EFM imaging and EFS: (a) tapping AFM image and in situ EFM images with tip
biases of (b) 0 V, (c) 5 V and (d) −5 V of sample 0; EFM images of (e, f) sample 1, (g, h) sample 2, (i, j) sample 3, (k, l) sample 4, and (m, n) sample 5;
(o) EFM spectra and the corresponding polynomial fits of samples 0–5 (the dashed vertical lines show the position of the biases at which images
(c–n) were recorded). The number in the bottom right corner of the images represents the sample number. The upper right corner shows the tip bias
used in the EFM imaging. The EFM phase contrast of the samples is labelled on the corresponding positions. The scale bars represent 1000 nm. The
z-scale bar is shown to the right of each image.

blue line shown in Figure 1l, red and blue lines shown in

Figure 1n) or heterogeneous (Figure 1e, red arrows marked in

Figure 1k, and red lines shown in Figure 1l,m). Thus the initial

stage of the reduction process (the reduction occurred on some

domains on the GO sheets) can be characterized with SPFM

[25]. However, when the GO sheets are reduced uniformly,

evaluating the degree of reduction of samples 1–5 from the

apparent height is difficult. The SPFM images contain both the

dielectric properties and the morphology information (blue

arrows marked in Figure 1i,k), indicating the contributions from

the polarization force (dielectric properties) and the van der

Waals force (topography) between the tip and sample. As we

can see in the Figure 1l,m,n, the apparent height of samples 1

and 5 are 19.3 nm (Figure 1n) and 6.9 nm (Figure 1n) or 5.3 nm

(Figure 1m), respectively. This inconsistency comes from the

apparent height in SPFM imaging being influenced by the

changed imaging force (amplitude set point). Considering the

deficiencies in the above methods, we further explored EFS to

characterize the homogeneously reduced GO samples 1–5 at the

nanoscale.

In order to further characterize the degree of reduction of sam-

ples 1–5 at the nanoscale, we tested the EFS of each sample, as

shown in Figure 2. EFS is based on measurements of the EFM
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Figure 3: Illustrative diagram of EFM imaging and EFS: (a) schematic depiction of EFM, (b) electrostatic force between the biased tip and sample,
causing a phase shift of the cantilever; EFM imaging of (c) GO or (d) rGO on mica substrate.

phase contrast of the sample compared to the mica substrate as

a function of different tip biases ranging from −12 V to 12 V.

Then, the EFS can be obtained by plotting the EFM phase

contrast versus the tip bias.

The principle of using EFS to evaluate the degree of reduction

of rGO samples is shown in Figure 3. In a typical EFM mea-

surement, a DC bias voltage is applied to the conductive canti-

lever (Figure 3a). Because of polarization, opposing charges are

induced at the vicinity of the sample surface, causing an attrac-

tive force between the tip and the sample, which leads to a

phase shift of the cantilever. In the absence of electrical forces,

the cantilever has a resonant frequency, f0. However, the tip

bias causes an attractive (or repulsive) electrostatic force,

making the cantilever effectively “softer” (“stiffer”), reducing

(increasing) the resonant frequency [28,29]. The phase curve

then correctly reflects the phase lag between the drive and the

cantilever response (Figure 3b) [29]. This correspondingly

results in a negative (or positive) phase shift of the cantilever, as

labelled with red (or blue) in the Figure 3b. The case of repul-

sive electrostatic forces (in the parentheses) usually occurs

when the sample itself is charged [21]. However, in the experi-

ments here, electrostatic forces between the biased tip and the

induced charges on sample surface are only attractive. Thus, in

EFM imaging (Figure 3a,c–d), the electrostatic attraction causes

a phase shift of the cantilever, leading to a dark color in the

contrast (marked with red in Figure 3b).

In the EFS experiments, the probe is biased. The sample, how-

ever, which is adhered to the sample holder with insulating

double-sided adhesive, is not connected to ground. Thus the tip

material has a capacitance similar to an isolated conductor and

the rGO sheets or mica act as a dielectric in its electrostatic

field, rather than having a capacitance related to the tip–sub-

strate. The tip can be approximated as a spherical conductor

with a radius of RTip. The tip capacitance CTip can be expressed

as:

(1)

The tip charge, QTip, and the induced charge at the vicinity of

the sample surface, QSam, can be expressed respectively as:

(2)

(3)

where V is the DC voltage applied to the probe, and εSam is the

dielectric constant of the sample. The forces between the probe

and the sample can be expressed as a Coulomb contribution:
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(4)

where z is the tip–sample distance. By differentiating

Equation 4 we obtain the electric force gradients:

(5)

The electric force gradients cause shifts of Δf0 in the resonance

frequency with a proportional relationship [30]:

(6)

where k is the stiffness (or spring constant) of the cantilever.

Resonance shifts also give rise to phase shifts, ∆φ, used to

generate an image of the electric force gradients. In EFM

imaging, the frequency shifts are detected through phase detec-

tion, which measures the cantilever’s phase of oscillation rela-

tive to the piezo drive [29]. In a small resonant frequency shift

range (at low biases), small phase shifts, ∆φ, are proportional to

the resonance frequency shifts, Δf0:

(7)

where A is a coefficient of proportionality. The contrast be-

tween the phase shifts of probe imaging on mica and sample n

can be expressed as:

(8)

In EFM imaging, the lift mode is used. Topography data re-

corded during the main pass is used to keep the tip at a constant

distance from the surface (lift scan height was 15 nm here)

during the interleave trace and retrace, allowing imaging of the

long-range electric interactions while minimizing the influence

of topography [29]. So the tip–surface distance z is a constant,

RTip, and f0 and k are also kept constant provided that the same

cantilever is used. Thus the differences between the phase of the

probe on mica and sample n are only related to the tip bias and

the local dielectric constant of sample n. For the case of V = 0 V

for sample 0 (Figure 2b), there is no contrast in the EFM

images, consistent with Equation 8 and indicating topograph-

ical features virtually absent from the EFM image by using lift

mode.

For an rGO sample, when the tip bias increases from 0 V, the

EFM contrast is enhanced by the increasing electrostatic attrac-

tion gradients. As represented in Figure 2o, within a restricted

area, the curve of EFM phase contrast (YPhase = ∆φn − ∆φMica)

versus tip bias for each sample is very close to a parabola, and

fits to the data are expressed respectively as:

(9)

(10)

(11)

(12)

(13)

(14)

These results provide the parabola opening values (listed

later in the article in the Table 2). The parabola opening direc-

tion of sample 0 and sample 1–5 is upward (positive parabola

opening value) and downward (negative parabola opening

values), respectively. The EFM phase of sample 0 is positive

(Figure 2c,d,o), whereas samples 1–5 have negative values

(Figure 2e–o). We can thus draw the conclusion that

εGO < εMica and εrGO > εMica from Equation 8. When

εMica > εGO, then (Δφn − ΔφMica) > 0, and the more attractive

force gradients between the tip and mica cause the mica

substrate to appear darker than the GO sample (Figure 3c).

Thus, the GO sample (sample 0) in the EFM images has a

lighter color than the mica substrate (Figure 2c,d,o). When

εMica < εrGO, then (Δφn − ΔφMica) < 0, and the greater attrac-

tive force between the tip and the rGO sample causes the rGO

sample to appear darker than the mica substrate (Figure 3d).

Thus, the rGO samples (samples 1–5) in the EFM images have

a darker color than the mica substrate (Figure 2e–o). Therefore,

the sign change (the parabola opening direction change, or color

change from lighter to darker) indicates the occurrence of

reduction on the GO sheets.
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Table 2: Peak EFM phase, the corresponding tip biases used in EFM imaging, and parabola opening values (from the EFS measurements in
Figure 2o).

Sample Positive tip bias
(V)

EFM phase
(°)

Negative tip bias
(V)

EFM phase
(°)

Parabola opening

0 6 14.2 −4 15.9 0.9057
1 12 −21.6 −11 −19.2 −0.2364
2 12 −23.1 −12 −24.5 −0.2293
3 9 −32.3 −7 −28.2 −0.6909
4 8 −26.4 −7 −25.1 −0.6500
5 6 −42.2 −4 −38.0 −2.2320

The parabola opening values are negatively correlated with the

dielectric constant of the sample on a mica substrate

(Equation 8). Thus, according to the parabola opening values,

we can deduce the ranking of dergree of the samples' reduction

as: sample 0 < sample 1 ≈ sample 2 < sample 4 < sample 3 <

sample 5. The parabola of ∆φn − ∆φMica versus tip bias (Equa-

tion 8) is consistent with the previous results [31] that the small

phase shifts ∆φ can be approximated by

(15)

where Q is the quality factor of the cantilever. We can obtain

the difference between phase shifts of probe imaging on mica

and sample n as:

(16)

Comparing Equation 16 with Equation 8, the difference is just

A·f0 is replaced with Q. Therefore, the two expressions are

consistent considering both the parameters related to the cantile-

ver. However, the above equation is only valid for the small

phase shift angles due to the nonlinearity of the phase shifts

with respect to the resonance frequency shifts [31]. The spec-

troscopic curves deviate strongly from an ideal parabolic shape

at high bias Figure 2o.

For a tip bias lower than the peak tip bias values (tip biases lead

to the peak or valley EFM phases), the EFM phase contrast is

significantly enhanced by the reduction methods used on sam-

ples 1–5 (Figure 2e–n, and dashed vertical lines in Figure 2o).

This also indicates that the dielectric constant increases from

sample 0 to sample 5, improving the electrostatic attraction

gradients at certain tip bias. When the tip bias is sufficiently

large, the influence of the substrate under the sample will be

coupled into the measurement such that the contrast between

the sample and mica (after coupling) decreases. For rGO sheets

with a strong degree of reduction (high dielectric constants), a

small tip bias is sufficient to induce enough local charge in the

rGO sheets, polarizing the substrate below, further reducing the

electrostatic attraction between the tip and rGO sheets. Thus, a

sample with a stronger degree of reduction requires a smaller tip

bias to reach the peak EFM phase. The peak tip bias values of

each sample (Table 2) gradually decrease from sample 1 to

sample 5, indicating a gradually enhanced degree of reduction.

Therefore, both the peak tip bias value and the EFM phase

contrast at a certain tip bias less than the peak value can indi-

cate the degree of reduction of rGO sheets, which is positively

correlated with the dielectric constant. A larger phase contrast

and a smaller peak tip bias together indicate a higher degree of

reduction. From this logic, we can deduce the ranking of degree

of the samples' reduction as: sample 0 < sample 1 ≈ sample 2 <

sample 3 ≈ sample 4 < sample 5, which is almost consistent

with the quantitative results shown by the parabola opening

values. Therefore, chemical reduction with hydrazine monohy-

drate can reach a higher degree of reduction than thermal reduc-

tion without inert atmosphere protection. Moreover, it is not

necessary to continue raising the reducing temperature when the

GO sheets can be thermally reduced uniformly. For the chemi-

cally reduced GO sample (sample 5), further heat treatment in

air would oxidize it. Ultimately, to supplement SPFM for char-

acterization of the initial stage of the reduction process, EFS

can be used to further identify the degree of reduction of

uniformly reduced GO sheets, advancing our understanding of

the effects of various reduction methods.

Conclusion
We used EFS to evaluate the degree of reduction of GO sheets

that were uniformly reduced by thermal or chemical methods,

or through a combination thereof. For the rGO sheets with

given degree of reduction (sample n), the EFS curve is very

close to a parabola within a restricted area. The sign change of
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the phase contrast (the parabola opening direction change, or

sign change of parabola opening value) indicates the occur-

rence of reduction on GO sheets. Furthermore, the parabola

opening values, the peak tip bias value and the EFM phase

contrasts at a certain tip bias less than the peak value can all in-

dicate the degree of reduction of rGO samples, which is posi-

tively correlated with the dielectric constant. A smaller parabola

opening value, a larger EFM phase contrast and a smaller peak

tip bias together indicate a higher degree of reduction. From this

logic, we could deduce the ranking of degree of the samples'

reduction as: sample 0 < sample 1 ≈ sample 2 < sample 4 <

sample 3 < sample 5. From the EFS measurements, we found

that chemical reduction with hydrazine monohydrate can enable

a higher degree of reduction than thermal reduction without

inert atmosphere protection. Additionally, it was found that a

further increase in the reduction temperature was not necessary

when the GO sheets can be thermally reduced uniformly. For

the chemically reduced GO sample, further heat treatment in at-

mosphere resulted in oxidization. To supplement SPFM for the

characterization of heterogeneously reduced GO sheets in the

initial stage of the reduction process, EFS can be employed to

further identify the degree of reduction of the individual

uniformly reduced GO sheets and aids in advancing our under-

standing of the effects of various reduction methods on GO

sheets. The characterization of the degree of reduction of GO

sheets using EFS is important for the reduction strategy optimi-

zation and mass application of GO material, whose use is

strongly desired for its mechanical, thermal, optical and elec-

tronic applications. Moreover, we believe that this advanced

SPM method provides a general and quantitative approach for

characterizing the small differences in the dielectric properties

of nanomaterials, which is critically important for further device

applications.

Experimental
The samples under study were GO sheets prepared from graph-

ite powder following a modified Hummers’ method [9,32-35].

Thermal reduction of GO sheets deposited on a substrate was

carried out in an oven at 200 °C or 450 °C for 15 min. Chemi-

cal reduction of GO was achieved by exposure to a saturated

vapor of hydrazine monohydrate in a sealed petri dish at 80 °C

for 1 h [36]. Mica substrates were used in this work. The reduc-

tion of the GO sheets was verified with XPS (AXIS

ULTRADLD, Kratos Analytical, Ltd., Manchester, UK), UV–vis

absorption spectra (Lambda 750 UV/VIS/NIR spectrometer,

PerkinElmer, Inc., Waltham, MA, USA) and SPFM.

In the SPFM, a DC or AC bias is applied to a tapping mode

AFM tip, generating an electrostatic attractive force (polariza-

tion force) between the biased tip and the polarized charge on

the sample surface. The electrostatic attractive force superposes

on the van der Waals force between the tip and sample so that

the SPFM imaging gives a higher apparent height than the topo-

graphic height of nanomaterials when the dielectric constant of

the nanomaterials is larger than the substrate. The apparent

height (polarization height) of nanomaterials in SPFM images

are an indication of the local dielectric constant difference be-

tween the sample and substrate [20,37]. However, when a DC

bias is applied, a local net charge (or the surface charge for

nanomaterials) would affect the apparent height in SPFM

imaging [21,22]. In order to reflect the local variation of the

dielectric constant more accurately, we used an AC tip bias

(10 V for 100 kHz) instead of a DC one for the SPFM opera-

tions in the experiments here.

Tapping AFM, SPFM and EFM were all performed using a

commercial AFM instrument (Multimode Nanoscope V,

Bruker, previously Veeco) which was installed in an in-house

environment-controlled box. The in-house environment-con-

trolled box used here was jointly developed by Shanghai Espec

Environmental Equipment Corp. with us. The system uses a

compressor and a heater to control the ambient temperature, and

uses a compressor and a humidifier to control the humidity of

the environment. In order to eliminate the influence of noise

from the system, the temperature and humidity generator are

physically separated from the AFM. The humidity generator

and the AFM are connected with adiabatic hoses, forming the

gas transmission loop. The temperature fluctuations were below

0.2 °C and the error of humidity control was about 2% relative

humidity (RH). To avoid influences on EFM or SPFM imaging

from the dielectric constant change of the mica substrate, all

the SPM-based operations were carried out under room

temperature at 23 °C and at a relative humidity of 15% in order

to ensure constant substrate surface properties (especially

regarding the dielectric constant of the mica surface) [20]. In all

the SPM operations, the NSC18/Ti-Pt (MikroMasch Co.) tip

was used, which employed a silicon cantilever coating with a 10

nm Pt layer on a 20 nm Ti sublayer with a nominal spring con-

stant of ≈3.5 Nm−1 and oscillating frequencies of 60–90 kHz.

The lift start height and lift scan height in EFM imaging were

20 nm and 15 nm, respectively.
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Abstract
Correlative microscopy has been used to investigate the relationship between Li-ion conductivity and the microstructure of lithium

aluminum titanium phosphate (Li1.3Al0.3Ti1.7(PO4)3, LATP) with high spatial resolution. A key to improvement of solid state elec-

trolytes such as LATP is a better understanding of interfacial and ion transport properties on relevant length scales in the nanome-

ter to micrometer range. Using common techniques, such as electrochemical impedance spectroscopy, only global information can

be obtained. In this work, we employ multiple microscopy techniques to gain local chemical and structural information paired with

local insights into the Li-ion conductivity based on electrochemical strain microscopy (ESM). Scanning electron microscopy (SEM)

and energy-dispersive X-ray spectroscopy (EDX) have been applied at identical regions to identify microstructural components

such as an AlPO4 secondary phase. We found significantly lower Li-ion mobility in the secondary phase areas as well as at grain

boundaries. Additionally, various aspects of signal formation obtained from ESM for solid state electrolytes are discussed. We

demonstrate that correlative microscopy is an adjuvant tool to gain local insights into interfacial properties of energy materials.

1564

Introduction
Solid state electrolytes (SSE) of the NASICON-type exhibit a

high ionic conductivity and are in this respect becoming compa-

rable to conventional organic electrolytes commonly used in

lithium-ion batteries (LIBs) [1-5]. SSEs have gained much

interest in recent years for replacing the flammable liquid elec-

trolyte in LIBs, especially in safety-related environments like

automotive applications [6,7]. Furthermore, the increased elec-

trochemical window in the case of SSEs opens the path to use
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advanced electrode materials with improved volumetric and

gravimetric energy density [1,8-10]. Lithium aluminum tita-

nium phosphate Li1.3Al0.3Ti1.7(PO4)3 (LATP), a ceramic with

NASICON-type structure, is especially considered as a benefi-

cial solid state electrolyte due to its superior lithium-ion

conductivity in the range of 2 mS cm−1 in the “bulk” and

2 µS cm−1 at grain boundaries with an overall conductivity of

0.2 mS cm−1 [11] and has therefore attracted much research

within the last decade [12-15]. In classical electrochemical

impedance spectroscopy (EIS), the ionic conductivity is

measured through the entire sample and over the full electrode

contact area (typically in the range of 1 cm2). Hence, only aver-

aged values are obtained whilst locally the ion mobility can still

be inhomogeneous [11]. Translating local ion migration into

global conductivity is part of ongoing research. First ap-

proaches for small-scale impedance measurements have been

reported to gain adequate EIS resolution by coupling with AFM

[16]. The authors reported experiments on silver-ion conduct-

ing glasses and found good agreement between the mean value

of local conductivities and the macroscopic conductivity. It has

been found that the electrochemical characteristics of LATP

correlate with the microstructure of the material [17-19]. The

microstructure describes the relationship between density,

porosity and particle size, grain structure and phase composi-

tion. These attributes are primarily defined by the sintering

process [20] and have been analyzed macroscopically. But, as it

can already be seen from the results of different lithium-ion

conductivities for grain and grain boundary structures in com-

parison to the overall ionic conductivity, it is of utmost impor-

tance to understand the electrochemical and ion-transport prop-

erties of promising SSEs such as LATP at the length scale of

the grain size, local defects and structural inhomogeneities, that

is, on the nanometer to low-micrometer scale [10,11].

Reports on local behavior and properties of SSEs are scarce.

Very recently, Sasano et al. have reported about the qualitative

relation between grain orientation and Li-ion mobility in

Li0.33La0.56TiO3 using scanning electron microscopy (SEM)

with electron backscatter diffraction (EBSD) and electrochemi-

cal strain microscopy (ESM) [21]. The authors correlate varia-

tions in the Li-ion mobility detected by ESM with limitations in

the Li-ion migration pathway. ESM is a relatively new tech-

nique based on atomic force microscopy (AFM): An AC

voltage with the same frequency as the contact resonance fre-

quency of the tip–sample contact is applied to a conductive tip.

[22,23]. The induced electrical field in the material under inves-

tigation is extremely localized due to the small tip radius on the

order of 15 nm. Hence, the interaction between the electric field

and the local structure of the material can be studied with high

spatial resolution. Mobile ions are accelerated by the electric

field towards or away from the tip. Consequently, the concen-

Figure 1: (a) Typical SEM back scattered electron (BSE) image of a
LATP pellet sintered at 1000 °C and polished by hand; the markings 1
and 2 denote regions where EDX was performed. (b) Micro-area EDX
spectra of a brighter grain of the material as denoted by the marking 1
in (a). The spectrum contains characteristic peaks corresponding to Al,
Ti, O and P with intensities as expected for Li1.3Al0.3Ti1.7(PO4)3.
(c) Micro-area EDX spectrum of a darker region of the material as
denoted by the marking 2 in (a).

tration of ions changes within a small volume under the tip,

leading to a deformation of the surface. The resulting strain is

measured by the system and reflected in the ESM amplitude

signal. For electrode materials, the strain is supposed to be

directly proportional to the Li-ion mobility [24-27].

In this work we combine the strengths of two microscopy tech-

niques: SEM in combination with energy-dispersive X-ray

spectroscopy (EDX) and ESM as an AFM-based technique.

Both techniques are consecutively employed at identical regions

of interest on LATP samples. Hence, chemical information, as

detected by EDX, and information about the local mobility of

ions, extracted from ESM measurements, are available with

very high spatial resolution. Such a correlative microscopy ap-

proach allows for direct comparison of microstructure and ionic

mobility, enabling unique local insights into the structural,

chemical and electrochemical characteristics of solid state elec-

trolytes.

Results and Discussion
The grain structure of a typical region of hand-polished

Li1.3Al0.3Ti1.7(PO4)3 (LATP), as observed by SEM, is shown in

Figure 1a. A large variation in grain size and shape is clearly
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Figure 2: Correlative microscopy of selected areas on LATP sintered at 1050 °C and polished by hand. (a) SEM is used to identify grains of LATP
and aluminum phosphate, respectively. (b) and (d) are topographical AFM images of the regions marked by blue and red squares in (a). (c) and (e)
are ESM amplitude signals and exhibit a strong contrast between primary and secondary phase. The contact resonance frequency of the tip–sample
system was at 281 kHz for (c) and 285 kHz for (e).

visible, with a preference for cubic structures. The largest grains

are about 20 µm2 in size while the typical grain size is on the

order of 1 µm2. As the surface was polished, the observed

contrast in color cannot be related to topographical effects, but

rather indicates the existence of a secondary phase. This finding

becomes evident in EDX measurements, depicted in

Figure 1b,c, revealing the existence of two separate phases

inside the material. The primary phase (denoted as 1 in

Figure 1a) appears brighter in the SEM image and consists of

Al, Ti, P and O (Li is not detectable by EDX) while the second-

ary phase (denoted as 2 in Figure 1a) appears darker and

contains the elements Al, P and O but only minor Ti content.

Based on this observation, the primary phase is attributed to

LATP while the secondary phase can be related to aluminum

phosphate (AlPO4). As the stoichiometry of the EDX analysis

matches that of LATP and aluminum phosphate, respectively,

the assignment of the individual phases to their chemical com-

position is further supported. Additionally, the occurrence of a

secondary phase of AlPO4 has been previously observed [1,4].

No changes based on the different composition in phase images

of tapping-mode AFM, nor in peak-force tapping quantitative

nanomechanical property mapping have been observed. The in-

significant amount of detected titanium is due to the resolution

limit of the EDX measurements. The volume from which char-

acteristic X-ray peaks can escape is largest for Ti at Kα at

4510 eV, and therefore, contributions from the surrounding ma-

terial should also be considered for Ti. For P (Kα at 2010 eV)

and Al (Kα at 1486 eV) this volume becomes smaller and for O

(Kα at 525 eV) only regions close to the surface contribute.

Recently, a very similar microstructure of LATP has been

published and discussed in further detail [11,17]. Information

about the behavior of the material as a solid state electrolyte

cannot be derived based on SEM and EDX mappings alone,

hence we performed ESM.

Figure 2 shows correlative images of SEM and AFM topogra-

phy as well as ESM on identical regions of LATP sintered at

1050 °C. The SEM image (Figure 2a) illustrates the grain struc-

ture of the sample and reveals the existence of primary phase

and secondary phase represented by different colors. In accor-

dance with Figure 1 and the EDX spectra, such regions are attri-

buted to LATP (brighter contrasts) and aluminum phosphate

(darker contrasts), respectively. Additionally, the presence of
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several small pores is very likely as can be seen by the dark

regions in Figure 2a, but these are mainly excluded for the

regions selected for ESM measurements (except the upper-right

corner in Figure 2b and the pore in Figure 2d). Correlative AFM

and ESM images were obtained from two different areas indi-

cated by the blue (1) and red (2) markings in Figure 2a. In the

topography images illustrated in Figure 2b,d, minor amounts of

residue originating from the polishing procedure are observed in

the form of elevated particles. Apart from this, the AFM images

reflect the same surface features as observed by SEM, provid-

ing evidence that both methods can be applied complementary.

The same pores as those observed via SEM can be found in the

AFM topography image and the topography reveals some pref-

erential etching at the grain boundaries and interfaces. Differen-

tiation between the primary and secondary phase is not possible

based on the topography images as no isolated terraces with

differing heights are formed.

As small pores often resemble a similar color as the secondary

phase in SEM images, and are therefore difficult to distinguish

from one another, correlative microscopy offers the advantage

to unambiguously verify small-sized pores due to the high

z-contrast of the AFM, as depicted in Figure 2d.

Next to the topography, the ESM amplitude signal for the

regions indicated by blue and red squares in Figure 2a is re-

corded and depicted in Figure 2c,e. A change in the amplitude

can be correlated to local interactions between the applied elec-

trical field and the SSE material in the respective areas. While

no differentiation between the primary and secondary phase of

LATP could be derived from topography images, the simulta-

neously recorded ESM amplitude signal exhibits clear contrast

between the different phases. According to the SEM image, it is

possible to identify the grains as LATP and aluminum phos-

phate as labeled in Figure 2. It becomes apparent that LATP

shows a strong ESM amplitude signal. In contrast, the ampli-

tude is significantly smaller for regions consisting of aluminum

phosphate. The residual particles on the top of the sample ex-

hibit very low amplitude. In line with reports by Balke et al. and

Sasano et al. [21,22,24] we correlate a larger ESM amplitude

signal to higher Li content or Li mobility. A thorough discus-

sion about signal formation follows later in the manuscript.

The selected regions of interest have been chosen as in area 1

(blue square) where grains of both LATP and aluminum phos-

phate are present, and hence, different Li-ion transport proper-

ties are to be expected. This assumption is verified by the larger

ESM amplitude signal for the primary phase in comparison to

the secondary phase, as demonstrated in Figure 2c. In spot 2

(red square), only LATP is present, but well-separated into

several grains. A similar finding as for area 1 is obtained for the

Figure 3: Higher resolution images of part of the area shown in
Figure 2d and Figure 2e. (a) Topography, (c) ESM amplitude, and (b)
line scans along the topography (blue) and the ESM amplitude signal
(black) as indicated in the corresponding images. The contact reso-
nance frequency of the tip–sample system was 299 kHz.

amplitude from spot 2 as demonstrated in Figure 2e. A strong

amplitude signal was found for grains consisting of LATP.

Interestingly, the grain boundaries exhibit significantly smaller

amplitudes comparable to that of aluminum phosphate in area 1.

This is examined in more detail for the region of grain bound-

ary marked by the arrow in Figure 2e. Figure 3 shows AFM to-

pography and ESM images with higher resolution. Various

effects are observed in the ESM amplitude signal, depicted in
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Figure 3c: Firstly, minor variations in the magnitude of the

ESM amplitude signal are recognizable in Figure 3c in compari-

son to Figure 2e on the left side of the central grain. The image

in Figure 3c was recorded about twenty minutes after Figure 2e.

Such alterations demonstrate the dynamic nature of the system.

Secondly, it is apparent from Figure 3c that the ESM amplitude

signal shows differentiations inside individual grains of the pri-

mary phase. The origin of the effect of variations in the ob-

served ESM amplitude intensity might be related to deviations

in the lithium content within single grains. Besides, variations

in crystal orientation might be accountable for the observed

effect, as was discussed recently for LLTO [21]. However, both

assumptions need further experimental evidence and cannot be

answered based on the present data.

Finally, Figure 3c demonstrates that the grain boundaries be-

tween three grains of primary phase exhibit significantly

smaller ESM amplitude signal than the grains themselves. The

influence of the topography can be elucidated by the line

sections as indicated in Figure 3a for topography and in

Figure 3c for the ESM amplitude signal and shown in

Figure 3b. From left to right three grains and correspondingly

two grain boundaries can be identified in the topography image

(Figure 3a). An overall height difference of about 8 nm for the

left grain boundary and of 3 nm for the right grain boundary can

be extracted from the line section illustrated in Figure 3b. For

both grain boundaries, sharp peaks with significantly lowered

magnitude of the ESM amplitude signal with respect to the

overall grain are obtained at the point of lowest topography, i.e.

the grain boundary. From the line section, it becomes clear that

this observation cannot be related to an image or tip artifact as

the simultaneously recorded topography exhibits a different and

well-resolved response. While the ESM signal amplitude stays

rather homogeneous across the grains, the topography shows a

smoother transition from one grain to the other over a distance

of about 0.7 µm to 0.8 µm. This finding indicates low crosstalk

between the topography of the sample and the ESM amplitude

signal. However, it is conceivable that the surface topography

influences the observed ESM amplitude signal in some way.

Topographical features lead to a change in contact area be-

tween tip and sample, which is likely to influence the signal for-

mation process and therefore induce crosstalk as a change in

contact area influences the contact resonance conditions. In

order to investigate this effect in more detail, a different prepa-

ration method has been employed to obtain a significantly

smoother LATP surface.

Figure 4 shows an SEM picture of the area on LATP sintered at

1000 °C that was polished by means of a focused ion beam

(FIB). Please note that the color contrast is inverted in this case

as the SEM signal is detected by secondary electrons (SEM-SE)

rather than back-scattered electrons (SEM-BSE). Therefore,

darker regions correspond to LATP and brighter contrasts can

be attributed to aluminum phosphate. Correlative microscopy

was performed in a region of 10 µm × 10 µm in the selected

area depicted in Figure 4b. AFM topography as well as ESM

amplitude signal is shown in Figure 4c,d, respectively. In com-

parison with hand polished samples (see Figure 2b,d) a

smoother surface finish was obtained. Nevertheless, the Ga-ion

beam produced some trenches due to the curtaining effect. The

hand-polished LATP sample exhibits an RMS roughness of

4.4 nm and 2.7 nm for the regions depicted in Figure 2b and

Figure 2d, respectively. However, the sample shown in

Figure 4c prepared by FIB exhibits an RMS roughness of only

1.8 nm for a comparable size.

Regardless of the curtaining effect, grain boundaries and indi-

vidual grains can hardly be seen in the topography image

(Figure 4c), using the same color scale as in Figure 2. This

means, preparation with the ion beam almost parallel to the sur-

face introduces less preferential etching of the grain boundaries.

However, the ESM amplitude signal, as shown in Figure 4d,

possesses a stark contrast between the primary and secondary

phase. A considerably larger signal is observed for the primary

phase that corresponds to LATP in comparison with aluminum

phosphate, the secondary phase. The variation of the AFM

scanning angle affected the observed lines, providing evidence

that the effect results from a physical deformation of the sam-

ple surface induced by the FIB preparation.

As expected, grain boundaries display an ESM amplitude signal

that is larger than for the secondary phase but smaller than for

the primary phase. Significantly more “noise” is observed in

Figure 4d and seems to appear in horizontal lines, which was

the direction of the ion beam during preparation and therefore is

introduced by the curtaining effect. However, at similar posi-

tions in the SEM image (Figure 4b), the curtaining effect is

visible, which is a consequence of the FIB polishing and caused

by local inhomogeneities in the material, leading to uneven

erosion. This points to an influence due to the preparation

method on the obtained ESM amplitude signal and should be

considered for further experiments.

Topography as well as variations in the ESM amplitude signal

with respect to grain boundary, primary and secondary phase on

a higher magnification region for the FIB-polished sample are

demonstrated in Figure 5. As observed before, a difference be-

tween the primary and secondary phase cannot be deduced by

only topographical data from AFM. On the other hand, the ESM

amplitude signal shows a pronounced contrast between differ-

ent phases, whereas grain boundaries and the secondary phase

are hardly distinguishable. This observation can be explained by
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Figure 4: Correlative microscopy images from LATP sintered at 1000 °C and polished by a focused-ion beam. (a) SEM image of the polished area on
the LATP pellet. In the left part of the image, a curtaining effect is observed. (b) Cut-out area of interest of 10 × 10 µm indicated by the red square
revealing primary and secondary phases. (c) Topography and (d) ESM amplitude signal of the selected area shown in (b). The contact resonance fre-
quency of the tips–sample system was 331 kHz.

a partial incorporation of AlPO4 into the grain boundaries. A

similar effect has been recently reported as a function of

sintering temperature, supporting the argumentation [17]. Of

note is that at certain positions in the grain boundary a high

ESM amplitude signal is also observed, suggesting a locally

heterogeneous composition of the grain boundary. The negli-

gible difference in ESM amplitude signal between the grain

boundary and secondary phase also indicates what was previ-

ously demonstrated in Figure 2 and Figure 3, that is, significant

contributions of the surface topography on the ESM amplitude

signal are not likely to influence the results for the material

studied here.

Assuming that a larger ESM amplitude signal corresponds

directly to an increased Li-ion mobility in the sample, as pre-

dicted for Li-ion battery electrodes [22], the conclusion drawn

in this manuscript is that Li-ion conductivity through the grains

is favorable [11]. We want to emphasize that additional effects,

such as a change in tip contact radius as well as changes in the

crystal orientation, might also relate to the observed reduced

ionic conductivity in grain boundaries. Correlative microscopy

was successfully implemented to determining the influence of

secondary phases on ion conductivity by enabling clear chemi-

cal analyses of each grain probed by ESM.

However, it is currently discussed to what extent the ESM

amplitude signal can be attributed to an increased molar volume

induced by the electric field in the vicinity of the tip, as pro-

posed by Balke et al. [22]. This mechanism implies that the

mobile ions in the material are attracted towards the surface,

causing a strain of the material according to Vegard’s Law [25].

In the case of a solid state electrolyte, with its inherently low
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Figure 5: High magnification image of LATP polished by focused-ion
beam showing the (a) topography and (c) ESM amplitude signal of the
primary phase (LATP), secondary phase (AlPO4) and grain bound-
aries. (b) Line scans (average of ten lines) along the topography (blue)
and the ESM amplitude signal (black) as indicated in the correspond-
ing images. The contact resonance frequency of the tip–sample
system was 292 kHz.

electronic conductivity, it remains arguable if the ESM ampli-

tude signal is predominantly caused by ion migration. Very

recently, Lushta et al. [28] presented ESM measurements on a

commercially available Li-ion conducting glass ceramic

(LICGC) using dual AC resonance tracking (DART) and band

excitation (BE) as excitation methods. Furthermore, the authors

calculated the diffusion constant and diffusion time of the com-

mercially available LICGC, taking into account the density of

the ceramic and the electronic conductivity. The idea behind

this approach is that for reasons of charge neutrality, the

mobility of cations is also linked to the electronic conductivity

of the material. The authors came to the conclusion that the ob-

served ESM signal cannot be based on Vegard’s strain, but

rather on ion diffusion because the calculated diffusion pro-

cesses are too slow to follow the applied AC frequency. As the

calculations are independent of the exact excitation method we

calculated diffusion coefficients for the LATP pellets used in

this study according to equation 6 in [28] of 3.1 × 10−16 m² s−1

for pellets sintered at 1000 °C and of 3.0 × 10−16 m² s−1 for

pellets sintered at 1050 °C. For the calculations a Li-ion

conductivity of 2 mS cm−1, an electronic conductivity of

10−10 S cm−1 (as found in [29]), a temperature of 298 K as well

as a density of 2.61 g cm−3 for pellets sintered at 1000 °C and

2.65 g cm−3 for pellets sintered at 1050 °C (both values taken

from [16]), leading to a lithium ion density of 5.2 × 1021 cm−3

and 5.4 × 1021 cm−3, respectively, were considered. Assuming a

diffusion length of 50 nm (as suggested in [28]) this leads to

diffusion times of 8.1 s and 8.5 s, respectively. Even for a diffu-

sion length of only 10 nm, a diffusion time of about 0.3 s is ex-

pected, which is far above the applied AC frequency on the

order of 300 kHz. Based on these calculations, we also expect

that effects other than Vegard’s Law contribute substantially to

the observed ESM amplitude signal. Electrostatic interactions

are discussed to be an important additional parameter that can

influence ESM experiments [28,30,31] and will be the subject

of future research. Additionally, LATP is known to have a

strong anisotropic thermal expansion [3]. LTP, which has the

same structure, exhibits an anisotropic reaction upon lithium

intercalation; the a-axis contracts while the c-axis expands with

the transformation from LiTi2(PO4)3 to Li3Ti2(PO4)3 [32].

Hence, LATP might show similar behavior upon (de)-lithiation

and its electrostatic interaction can be expected to be strongly

anisotropic. A simple interpretation of the ESM amplitude

signal solely based on Vegard’s Law is therefore demanding

and would require a correlative EBSD analysis of the area to

retrieve the actual crystallographic orientation [21]. However, a

thorough analysis is out of the scope of the current study but is

part of ongoing research.

Conclusion
We have presented correlative microscopy experiments by

means of SEM and AFM-based techniques of the solid state

electrolyte lithium aluminum titanium phosphate (LATP). In the

SEM images, a primary and a secondary phase have been iden-

tified and could be attributed to LATP as the primary phase and

AlPO4 as the secondary. ESM was employed to locally identify
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regions of increased interaction of the material with an applied

alternating electric field. It was found that the secondary phase

exhibits significantly lower interaction than the primary phase.

It was discussed whether the interaction could be directly linked

to Li-ion mobility. Furthermore, grain boundaries have been

analyzed and show only weak response in ESM amplitude

signal. This result is explained by incorporation of AlPO4 into

the grain boundary structure, as suggested in the literature

[11,17]. It has been proven that correlative microscopy leads to

improved understanding of the microstructure–property rela-

tionship of solid state electrolytes on a process-relevant scale.

Increased knowledge in this respect is of utmost importance in

order to develop SSEs with better functionalities.

Experimental
Synthesis of Li1.3Al0.3Ti1.7(PO4)3 (LATP)
The synthesis of Li1.3Al0.3Ti1.7(PO4)3 (LATP) has been de-

scribed in detail elsewhere [17] and consists of an oxalic acid

supported sol–gel process. Binder-free dense LATP pellets as

used in this study were obtained by an improved route involv-

ing preannealing, shaping, pressing and sintering in air at

1000 °C or 1050 °C for 8 h as indicated. For both AFM as well

as SEM measurements, the pellets were subject to a polishing

step by hand polishing or by focused-ion beam.

Hand polishing
Smooth LATP surfaces suitable for SEM and AFM analysis

were achieved by oil-based polishing to minimize exposure of

LATP to water. For the first grinding step, silicon carbide paper

of 800 grit was used with a particle size of about 20 µm. Step-

wise, finer grit sandpapers were used: 1200 (15 µm), 2400

(10 µm) and ending with 4000 (5 µm). At each step, the sample

was ground for 10 to 15 minutes at 150 rpm. This was followed

by polishing the samples for 4 to 8 minutes at 300 rpm in four

steps. In the first two steps, a diamond suspension with 3 µm

and 2 µm particles was used. Finally, two finishing steps were

performed with a 0.2 µm silica suspension and a 0.05 µm

master polish. Afterwards, the pellets were rinsed thoroughly

with isopropanol.

Focused-ion beam polishing
For comparison, a second sample was additionally polished

using a focused-ion beam (FEI (now Thermo-Fisher) Helios

460F1) [33]. For this, a polished SEM sample was used. A

protective Pt-layer the size of the final polished surface

(90 µm × 90 µm) was deposited by the ion beam. Around this

protective layer, wedge-shaped trenches were cut and from the

edge of the polished pellet material was removed with the

cleaning cross-section pattern until the protective Pt-layer was

reached. Then, the sample was rotated and tilted for perpendicu-

lar ion polishing. For this purpose again, a protective Pt-layer

was deposited on the new cross-section before removing the

initially deposited protective Pt-layer of 90 µm × 90 µm size as

well as parts of the material beneath it, to form the ion-polished

surface. Due to the large area, curtaining is present in the left

part of the ion-polished area in Figure 4a. The protective

Pt-layer and an incidence angle smaller than 1.5° precludes the

material from being doped by gallium.

Scanning electron microscopy
A SEM (Quanta FEG 650; FEI part of Thermo-Fischer, Hills-

boro, Oregon, USA) equipped with a field emission gun (FEG)

and EDX (Octane 60 mm2, EDAX Inc., Mahwah, NJ, USA)

was employed to visualize the grain structure of LATP samples.

Chemical information from the various regions of interest was

obtained by means of EDX.

Atomic force microscopy and electrochemi-
cal strain microscopy
An AFM (Bruker, Santa Barbara, USA, Dimension Icon Micro-

scope) operating inside a glovebox (MBraun, Stratham, USA)

was used to record AFM images. Electrochemical strain micros-

copy (ESM) is a special mode of the AFM, suitable to qualita-

tively detect local variations in ionic mobility [22]. As cantile-

vers, Bruker SCM-PIT-V2 (Bruker, Camarillo, USA) cantile-

vers with a conductive Pt/Ir coating and a nominal spring con-

stant of 3 N·m−1 were employed. The contact resonance fre-

quency and the amplitude were tracked with a phase-locked

loop (HF2LI, Zurich Instruments, Switzerland) [34]. Further

information on how to connect this instrument to a Bruker

Dimension Icon AFM is described in [35]. The applied AC fre-

quency must match the contact resonance frequency of the can-

tilever used, and is exactly given in the respective figure

caption. To ensure a stable tip–sample interaction, a slow scan-

ning speed of about 0.2 Hz was applied. Topographical images

as well as the change in amplitude signal were recorded simul-

taneously. The samples were first investigated using SEM and

subsequently using AFM.
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Abstract
The continuous demand for improved performance in energy storage is driving the evolution of Li-ion battery technology toward

emerging battery architectures such as 3D all-solid-state microbatteries (ASB). Being based on solid-state ionic processes in thin

films, these new energy storage devices require adequate materials analysis techniques to study ionic and electronic phenomena.

This is key to facilitate their commercial introduction. For example, in the case of cathode materials, structural, electrical and chem-

ical information must be probed at the nanoscale and in the same area, to identify the ionic processes occurring inside each indi-

vidual layer and understand the impact on the entire battery cell. In this work, we pursue this objective by using two well estab-

lished nanoscale analysis techniques namely conductive atomic force microscopy (C-AFM) and secondary ion mass spectrometry

(SIMS). We present a platform to study Li-ion composites with nanometer resolution that allows one to sense a multitude of key

characteristics including structural, electrical and chemical information. First, we demonstrate the capability of a biased AFM tip to

perform field-induced ionic migration in thin (cathode) films and its diagnosis through the observation of the local resistance

change. The latter is ascribed to the internal rearrangement of Li-ions under the effect of a strong and localized electric field.

Second, the combination of C-AFM and SIMS is used to correlate electrical conductivity and local chemistry in different cathodes

for application in ASB. Finally, a promising starting point towards quantitative electrochemical information starting from C-AFM is

indicated.
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Findings
Conventional Li-ion battery technology is undergoing continu-

ous improvements in order to fulfil the increasing demands

from modern society on autonomous electronics, such as

portable devices, internet-of-things applications and implants

[1]. A multitude of studies have already indicated that nanotech-

nology, nanostructured designs and nanocomposite materials

will play an important role for future Li-ion batteries [1-3]. The

3D all-solid-state microbattery (ASB) is a promising new archi-

tecture built using processing techniques compatible with semi-

conductor processing, which provides more power and more

capacity compared to conventional planar designs [4]. In this

kind of battery, the electrolyte is generally a solid and dense

material while crystalline conductive oxides are used for the

anode and cathode. As a solid electrolyte is significantly safer

compared to its flammable organic liquid counterparts, its use

does represent a clear advantage [2]. Moreover, the presence of

crystalline ordering in the anode and cathode, creates high-

mobility channels for the lithium migration, thus significantly

enhancing the ionic conductivity of these materials [5].

However, being based on diffusion in a solid versus a liquid, the

success of ASB will depend on the capability to address the

nanoscale ionic processes in the thin films, at their interfaces

and the combined electronic–ionic transport. It goes without

saying that in sub-micrometer films thickness, the nanoionic

properties of the system become more dominant and, similarly,

the interfaces between layers represent a higher (compared to

bulk) volume fraction in the final cell. This represents a criti-

cality for virtually all battery technologies. However, as we

focus on ASB technology the solid–solid interaction creates

new challenges due to the different nature of the established

interfaces. Uncontrolled side reactions and phase decomposi-

tion between the electrodes and the electrolyte, which are com-

plex to characterize, give rise to failure and reduced perfor-

mance of cells. This puts the outcome of our work in context of

a wide range of applications. These pending problems pose

severe challenges for the physical characterization of battery

materials such as the local correlation between a nanoscale

stimulus and the resulting dynamically evolving material

response [6].

In this letter, we propose a solution to study the nanoscale char-

acteristics of ASB materials by a combinatorial approach that

uses two established analysis techniques such as conductive

atomic force microscopy (C-AFM) and secondary ion mass

spectrometry (SIMS). As model systems, we focus on LiMn2O4

(LMO) as cathode material [7] deposited by wet electrodeposi-

tion (thickness 260 nm) and RF-sputtered (thickness 100 nm)

and compare their properties on a local (sub-100 nm) scale. In

addition, a comparison is made with pristine electrodeposited

MnO2 (thickness roughly 250 nm) before conversion to LMO

by solid-state reaction; this is done to have a reference sample

that does not contain lithium.

The general structure of our samples and the C-AFM setup are

schematically shown in Figure 1a. The three samples mentioned

above are all deposited on a metallic current collector (Ni or Pt)

on top of a silicon wafer. Spatially resolved electrical proper-

ties are observed with nanometer resolution by scanning a

biased conductive AFM tip across the top surface. Unless speci-

fied otherwise, we apply always the bias to the sample (i.e., the

metallic Ni/Pt layer) while the C-AFM tip is grounded. By

measuring the current (using the tip as a nanoscale electrode)

and the tip deflection as a function of the AFM tip position,

two-dimensional maps of the local conductivity and the topog-

raphy can be formed. For instance, Figure 1b shows the topog-

raphy and current distribution map when performing such mea-

surements in the case of the electrodeposited LMO. This basic

concept was extended with the development of various scan-

ning probe microscopy (SPM) techniques [8-12] dedicated to

probe ionic dynamics such as the observation of motion of ions

in mixed ionic–electronic conductors using the electrical cur-

rent sensed by the AFM tip [6].

However, these techniques all probe the electrical, structural or

ionic properties of the film and do not provide any direct

information on the local chemistry, which is an important

(missing) piece of information. For this reason, inspired by the

work of E. Strelcov et al. [10] on the first-order reversal curve

current–voltage (FORC-IV) method on ferroelectrics, we will

investigate the fundamentals behind tip-induced sensing in

Li-ion cathodes using a hybrid metrology approach combining

SPM with SIMS, this is a technique able to observe the actual

Li concentration.

Using the C-AFM tip as a nanoscaled electrode, we can now

stress films at different bias values by scanning over the sur-

face (8.5 min) and subsequently observe the induced conduc-

tivity changes. In Figure 1c–f we show the impact of different

(tip-induced) voltage stresses applied under ambient conditions

on two electrodeposited cathodes, i.e., MnO2  before

(Figure 1c,d) and after lithium insertion (LMO, Figure 1e,f).

From the resulting modifications of the current maps

(Figure 1d,f) it is clear that both films behave very differently.

As visible in Figure 1d, MnO2 shows no significant changes in

conductivity after stressing with a positive sample bias of 3 V

and 5 V. On the contrary, LMO shows a strong increase in the

conductivity after the application of 3 V and 5 V relative to the

map for its pristine state (Figure 1b). The different conductivity

changes between MnO2 and LMO can be attributed to the pres-
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Figure 1: C-AFM configuration and study of the influence of an applied voltage stress on MnO2 and LMO. (a) Schematic of the C-AFM setup and
sample structure. The tip is grounded while the dc bias is applied to the sample. (b) Topography and current maps as collected by C-AFM on the elec-
trodeposited LMO sample applying 1.5 V. (c) MnO2 morphology and (d) current map reporting three areas previously stressed at different dc bias
values applying 1.5 V. (e) Electrodeposited LMO morphology and (f) current map reporting three areas previously stressed at different dc bias values
applying 1.5 V (scale bar 1 µm for all images).

ence of lithium in LMO as this can migrate and locally accumu-

late at the surface driven by the applied electric field. The

impact of the 10 V stress is described later in the text, as it

involves a dedicated interpretation due to the relatively high

voltage involved. A more quantitative comparison of the

regions is shown in Figure S1 (Supporting Information File 1).

The line graph indicates clearly the increasing conductivity

change (69%, 160%) with increasing stress (3 V, 5 V). Worth

noting is that also regions outside of our intended stress have

slightly changed in local conductivity due to the readout bias

(1.5 V).

We also observed that the conductivity in the layer is not

entirely uniform after lithium insertion, indicating that the LMO

is not achieving maximum cathode utilization. The latter could

be representative of the known fact that lithium shows a strong

tendency to be localized and often is trapped at grain bound-

aries [13]. However, while C-AFM proves to be very useful to

sense the electrical properties of the cathode materials, includ-

ing the areal distribution and density of highly conductive paths,

it does not provide any information about the chemical compo-

sition of such regions. For this purpose, the combination

C-AFM with SIMS is needed.

It is important to mention that when working in air, a nanosized

electrolytic half-cell is formed at the tip–sample system due to

the presence of a water meniscus on all the surfaces. As shown

elsewhere, this water layer can act as a Li-ion reservoir and in

combination with an applied electric field at the AFM tip it can

induce multiple oxidation processes leading to the formation of

insulating Li-compounds (e.g., Li2O and Li2CO3) [14]. This has

a large influence on the C-AFM measurement as the insulating

compounds on the top surface impact on the observed conduc-

tivity, up to preventing all electrical contact to the underlying

film. We believe such oxide formation can also be observed in

the present work since after stressing at 10 V, a net drop in

conductivity (or observed current) is visible (10 V box

Figure 1f). Since the observed morphology hardly changes

(only a small effect is visible in case of a 10 V bias), taking tip

wear into account, we believe that our bias stress up to 5 V does

not induce modifications to the surface. These undesired side

reactions between the tip and sample can be drastically reduced

by performing the measurements under ultra-high vacuum

conditions instead of normal ambient air. In the case of the 10 V

bias stress applied to the MnO2, a drastic increase of the

conductivity is observed, which can be attributed to the dielec-

tric breakdown of the film. High vacuum condition can be

achieved (see below in Figure 3a) by working with a dedicated

tool combining AFM and time-of-flight SIMS (TOF-SIMS) in

the same apparatus (10−6 mbar or lower, TOF-SIMS V, ION-

TOF GmbH, Münster, Germany). The advantage of this concept

is that it allows one to perform electrical analysis (using
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C-AFM) and chemical analysis (using TOF-SIMS) on exactly

the same area with C-AFM offering a much higher spatial reso-

lution (ca. 3–5 nm) than TOF-SIMS (50–100 nm).

The schematic of the experiment to perform TOF-SIMS

(detecting the Li concentration at the surface) and C-AFM

(local conductivity) in succession in the same area for the case

of the RF-sputtered LMO cathode is shown in Figure 2a. The

static SIMS analysis is performed using a Bi3 cluster beam (spot

size ca. 70 nm) in the area previously studied by C-AFM. Static

SIMS is known to be probing only the outermost monolayer

with minimal disturbance ensuring the information we obtain is

only the surface chemical composition [15]. In essence, the

SIMS results provide the 2D distribution map of the Li concen-

tration at the surface with a clear distinction between Li-rich

and Li-deficient areas. A striking correspondence (for example

in Figure 2a, boxes 1–3) between the highly conductive regions

and the high Li-concentration regions can be observed indicat-

ing the relation between electrical properties the chemical com-

position of that area. In other words, our results show that

highly lithiated domains are localized within sub-micrometer

clusters, which also represent a low-resistance path for the elec-

tronic current in the cathode layer. It is worth noting that

besides the regions with a clear electrical and chemical correla-

tion, conductive spots without high Li concentration are also

visible. In addition, (partial) relaxation after bias stress can lead

to modifications of the surface deviating from the original

C-AFM image. Figure 2 demonstrates that with our method we

can distinguish two extreme material phases and their respec-

tive electrical properties. This can be interesting in studying

uncomplete cathode utilization, which is often considered as

one of the main bottlenecks for ASB cathodes [2,4]. For exam-

ple, for the system presented in our work, we show that the ma-

terial is not yet fully optimised for maximal cathode utilization,

as on a local scale, the LMO shows strong variations in Li con-

centration and conductivity (Figure 1 and Figure 2).

C-AFM does not allow any differentiation between the ionic

and the electronic current contribution in the current map, but

rather it shows the sum of both. Therefore, in this section, we

discuss an approach to separate both components. Figure 1e,f

proves that we can induce a local change in the conductivity of

the layer when the tip is scanned with a negative polarity, which

we relate to the presence of mobile Li ions in the LMO film.

This effect, which has been already shown for other mixed

ionic–electronic conductors, represents an interesting starting

point to obtain local electrochemical information from the sam-

ple using C-AFM [6]. Indeed, the biased tip induces a strong

electric field (localized under the tip) inside the material, thus

triggering a field-induced ionic migration of the Li ions which,

if mobile, start to accumulate at the tip–sample interface. As

Figure 2: Combined C-AFM and SIMS analysis of a RF-sputtered
LMO film. (a) Schematic of the measurement setup. The system is in
high vacuum (10−6 mbar). (b) Local current map as probed by C-AFM
(sample bias −8 V) and corresponding (c) local chemical profile of lithi-
um as measured by SIMS on the same area (scale bar 2 µm). Both
C-AFM and SIMS indicate the segregation of the film in phases with
different local chemistry and electrical conduction. Additionally, their
strong correlation reveals the inherent link between the varying Li
content and electrical conductivity as highly lithiated regions show en-
hanced electrical conductivity.

shown in Figure 2, such local accumulation of Li locally in-

duces a non-volatile change in resistance under the tip. While

this effect is visible in Figure 1 for the (squared) regions we

show the effect in a local point-contact I–V spectroscopy mea-

surement in Figure 3. Here the tip is held fixed in contact with

the sample while the dc bias is applied to the sample (inset

Figure 3a). A decrease in the local tip–sample resistance result-

ing from applying a bias is visible from the hysteresis in the I–V

curves, which is consistently observed between the trace (1) and

retrace (2) dc bias sweeps. The amplitude of the hysteresis

depends on the local concentration and mobility of Li under the

tip. Figure 3a shows the example of two I–V curves acquired (1)

in a pristine area (green trace) and (2) in a region that was pre-

viously scanned with the tip positively biased at 10 V (red

trace). The large hysteresis observed in the second case, demon-

strates that by stressing the sample surface with a negative dc

sample bias a strong depletion of Li ions occurs such that a

higher resistance change can be obtained under the tip while

attracting the Li ions back during the following positive sample

bias sweep. This effect is qualitatively shown in Figure 3a. We

compare a more relevant statistical population in Figure 3b,

where the comparison is done evaluating 145 I–V spectroscopy

curves in which the negative dc sample bias stress was per-

formed before every single measurement for roughly half of the

data set. These results indicate that although the approach dis-
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torts the initial state of the material and the Li-ion distribution,

it can be an effective way of obtaining a higher response for the

same applied bias, thus improving the sensitivity of a potential

ion-modulated C-AFM measurement. This can be particularly

useful for fundamental studies on the role of materials, grain

boundaries and interfaces that provide a low bias induced

response.

Figure 3: Appearance of the ionic hysteresis and influence of Li deple-
tion during preconditioning. (a) The hysteresis loop visible in the I–V
curves is indicating the local change in resistance under the tip in-
duced by the Li modulation. The inset shows a schematic of the migra-
tion of Li ions towards the AFM tip. The measurements were per-
formed on RF-sputtered LMO under high vacuum at a sweep rate of
0.2 Hz. (b) An enhanced hysteresis loop opening, i.e., electrochemical
response, can be observed due to a preconditioning dc scan (10 V)
performed to deplete the lithium before the I–V curves are measured.
The boxplot shows the distribution of the relative loop area (area
enclosed by the loop and divided by the peak current magnitude).

It is important to consider the formation of a thin local oxidized

interface at the tip–sample junction as another possible origin of

modified transport characteristics. Especially in air, local anodic

oxidation is well known to limit C-AFM capabilities and

complicate the results interpretation in the case of silicon [16].

For this reason, UHV conditions have been investigated in order

to increase the reproducibility and quantitative interpretation

of C-AFM [17]. At the same time, we do not expect the

high-vacuum environment to be completely free from humidity.

Therefore, in these measurements the formation of any Li com-

posites such as Li2O and Li2CO3 cannot be excluded as also

considered by others [14]. However, a local oxidation effect is a

non-reversible process, while in our observation the reversibili-

ty of the conductive changes (visible in Figure 3a red curve)

proves that the local formation of these compounds (although

not excluded) is not the main cause for the observation.

More work is required in particular for a quantitative interpreta-

tion of the information contained in the ionic hysteresis

(Figure 3a), especially the conversion of the I–V resistance shift

in relevant ionic parameters, e.g., local ionic mobility or diffu-

sivity. This is an ongoing activity and represents the topic of

state-of-the-art studies [18]. However, the observations re-

ported in Figure 3a,b combined with the results of C-AFM and

SIMS of Figure 1 and Figure 2 clearly represent an important

starting point toward the development of a C-AFM/SIMS-based

analysis framework for battery materials.

In summary, using MnO2 and LMO as cathode model systems

for ASB, we have demonstrated the use of combined scanning

probe and beam analysis techniques to investigate electrical,

structural and electrochemical properties at the nanoscale.

C-AFM was used for comparing the local electrical conduc-

tivity of the two materials and shows the impact of the Li incor-

poration on the layer resistance. Second, by alternating on the

same area C-AFM and SIMS, a direct correlation between the

presence of nanosized conductive paths and Li concentration

could be established. Moreover, we show the capability of a

biased AFM tip to locally accumulate and deplete Li ions on/

below the surface thus representing an interesting starting point

towards the C-AFM-based analysis of electrochemical proper-

ties in mixed ionic–electronic conductors. These concepts can

be extended to the other constituents of Li-ion batteries, such as

the anode and the solid electrolyte, which share the same open

issues for their nanoscale physical characterization. All-solid-

state lithium batteries are considered as promising energy

storage devices to meet the requirements of a low-carbon

society, therefore the development of a dedicated material

metrology platform is key to unlock the potentials of ASB.

Supporting Information
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Abstract
In this work, methylammonium lead tribromide (MAPbBr3) single crystals are studied by noncontact atomic force microscopy (nc-

AFM) and Kelvin probe force microscopy (KPFM). We demonstrate that the surface photovoltage and crystal photostriction can be

simultaneously investigated by implementing a specific protocol based on the acquisition of the tip height and surface potential

during illumination sequences. The obtained data confirm the existence of lattice expansion under illumination in MAPbBr3 and

that negative photocarriers accumulate near the crystal surface due to band bending effects. Time-dependent changes of the surface

potential occurring under illumination on the scale of a few seconds reveal the existence of slow ion-migration mechanisms. Lastly,

photopotential decay at the sub-millisecond time scale related to the photocarrier lifetime is quantified by performing KPFM mea-

surements under frequency-modulated illumination. Our multimodal approach provides a unique way to investigate the interplay

between the charges and ionic species, the photocarrier-lattice coupling and the photocarrier dynamics in hybrid perovskites.

1695

Introduction
Organic–inorganic hybrid perovskites (RMX3 ,  where

R = methylammonium or formamidinium, M = Pb or Sn, and

X = halogen) have become a new platform for the development

of next-generation light harvesting and optoelectronic devices

in the past years [1]. Indeed, they exhibit an exceptional combi-

nation of optoelectronic properties, including a direct band gap,
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high absorption coefficient, large and balanced carrier mobility,

high diffusion length, long carrier lifetime and high photolumi-

nescence quantum yield. Within a few years of their discovery,

these materials were successfully used to develop photovoltaic

cells [2] with power conversion efficiencies exceeding 20% and

several kinds of optoelectronic devices, including efficient

light-emitting diodes [3], laser devices [4] and high-gain

photodetectors [5].

Recently, Kelvin probe force microscopy (KPFM) has been

used to investigate the impact of grain boundaries (GBs) on the

internal electric field distribution and photocarrier recombina-

tion mechanisms in polycrystalline perovskite thin films [6,7].

However, considering the results of earlier works shows that it

is sometimes difficult to draw definitive conclusions about the

detrimental (or beneficial) impact of the GBs on the photocar-

rier transport on the sole basis of KPFM data. This uncertainty

is largely due to the contributions of the ionic species to the sur-

face potential contrasts [6,8-10]. Time-resolved measurements

have especially shown that intra-grain ion-migration mecha-

nisms [9] can significantly impact the surface potential probed

by KPFM. It is now clear that a complex interplay exists be-

tween the charge carrier populations, traps, and mobile ions.

Despite all the progress made, interpreting the surface potential

(SP) and surface photovoltage (SPV) contrasts recorded by

KPFM on polycrystalline lead halide perovskite thin films

remains a difficult task.

Over the last few years single crystals [11,12] have constituted

an interesting alternative for basic research on hybrid

perovskites. Thanks to the absence of grain boundaries (and

noncrystalline domains) they can be advantageously used to

probe the intrinsic material optoelectronic properties. Per-

forming KPFM measurements on single crystals may therefore

facilitate the interpretation of the SP and SPV data. Moreover,

scanning probe microscopy measurements may help in distin-

guishing the properties of the bulk from the surface [13]. How-

ever, so far, KPFM investigations of hybrid perovskite single

crystals remain rather limited [14,15].

Another important point to consider is the existence of photo-

striction effects, which have actually been observed in MAPbI3

and MAPbBr3 single crystals [16,17]. In the most general terms,

photostriction can be defined as a nonthermal sample deforma-

tion under illumination. This effect is widely documented for

ferroelectrics, polar and nonpolar semiconductors, and organic

polymers, and it differs in origin depending on the class of ma-

terial under consideration [18]. For instance, in the case of

ferroelectric oxides, it originates indirectly from the superposi-

tion of photovoltaic and converse piezoelectricity effects (we

refer the reader to review articles [18] for a more comprehen-

sive introduction to the field of photostrictive materials). The

photostriction observed by a few teams in organolead trialides

is most probably related to the photovoltaic effect [16,17] and

strong photon–lattice coupling [16], but its exact mechanism

remains to be clarified.

In principle, the photostrictive response of any material can be

simply probed by recording the height variation of an AFM tip

as a function of the illumination state [16]. However, one can

arguably invoke the existence of artefacts prone to affect this

kind of measurement [17]. In recent work, Zhou et al. carried

out a comprehensive series of experiments on MAPbI3 single

crystals (and thin films), providing strong evidence that the

height changes probed by AFM under illumination originate

mainly from the intrinsic material deformation [16]. More

precisely, thanks to a rigorous experimental protocol, they

demonstrated that it is possible to discriminate between the

intrinsic material deformation and the extrinsic effects related to

the AFM cantilever light-induced perturbation and thermal re-

laxation. In addition, by monitoring the sample temperature and

analyzing the temporal evolution of the height change probed

by AFM they were able to rule out possible contributions from

the thermal expansion of the sample (we refer the reader to [16]

and the related supporting information for more details).

Now, the question that presents itself is whether the photostric-

tion can influence the results of SPV measurements by KPFM.

In addition, valuable information about the light–matter interac-

tion process may be gained by simultaneously measuring the

light-induced SP and lattice changes. Lastly, the tip–sample

height measured in dynamic AFM is prone to be affected by

variations of the electrostatic forces, which in turn, vary as a

function of the illumination state of the photovoltaic sample.

Thus, for accurate photostrictive measurements, it is highly

desirable to nullify (or a least minimize) the electrostatic forces

by using an active KPFM compensation potential loop.

In this work, the photovoltaic and optomechanical properties of

a methylammonium lead tribromide (CH3NH3PbBr3, also re-

ferred to as MAPbBr3) single crystal are investigated by

noncontact AFM (nc-AFM) combined with KPFM. MAPbBr3

has been selected for these experiments since its absorption

band edge [12] falls well below the wavelength of the AFM

light source (840 nm for the Omicron VT-AFM setup used

here). A specific protocol allowing simultaneous recording of

the spectroscopic curves as a function of time for the AFM tip

height relative to the surface (z(t)) and of the surface potential

(SP(t)) during pulsed illumination sequences is implemented.

The AFM/KPFM signals are moreover investigated as a func-

tion of the optical excitation wavelength and fluence (with an

optical power variation covering several decades). The analysis
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of the full data set allows the confirmation that the height and

SP variations under illumination originate from intrinsic photo-

striction and photovoltaïc effects, respectively. Furthermore, we

show that the surface photovoltage decay can be probed by per-

forming KPFM measurements under frequency-modulated illu-

mination. These results establish that nc-AFM/KPFM can be

effectively used to investigate both the photocarrier dynamics

and the photon–lattice coupling in organic–inorganic hybrid

perovskites.

Methods
Sample preparation
Methylammonium lead tribromide single crystals (millimeter-

to centimeter-sized) were grown from N-dimethylformamide

(DMF) solution at constant temperature. In this process [12]

CH3NH3Br and PbBr2 precursors are used that are soluble in

DMF at room temperature, and the crystallization occurs be-

tween 90 °C and 100°C due to inverse temperature solubility.

The single crystal investigated under ultrahigh vacuum (UHV)

was fixed on a stainless steel sample UVH holder with a com-

patible electrically conductive silver epoxy paste (EPO-TEK

E4110), which was cured at room temperature (RT) over

24 hours. The sample was subsequently cleaved with a scalpel

just before being introduced in the load-lock of the VT-AFM

(after cleavage, the sample thickness was estimated to be on the

order of 1 mm).

Noncontact AFM and Kelvin probe force
microscopy
The nc-AFM experiments were carried out with an Omicron

VT-AFM setup in ultrahigh vacuum (UHV) at room tempera-

ture (RT) with in situ annealed Pt/Ir-coated silicon cantilevers

(EFM, Nanosensors, resonance frequency in the 45–115 kHz

range). Topographical imaging was performed in frequency

modulation mode (FM-AFM) with negative frequency shifts

of a few Hz and vibration amplitudes of a few tens of nanome-

ters. KPFM measurements were carried out in single-pass

mode under frequency modulation (FM-KPFM) with the modu-

lation bias, VAC (typically 0.5 V peak-to-peak at 1200 Hz),

and the compensation voltage, VDC, applied to the cantilever

(tip bias Vtip = VDC). The contact potential difference

(CPD = Wtip − Wsample, where W is the work function divided

by the elementary charge in absolute value) is thus the opposite

of VDC (more details about these polarity conventions can be

found in [19]). In the following, the KPFM data are presented

as compensation bias (Vtip = −CPD) images (also called the

KPFM potential or surface potential images for simplicity).

Sample illumination
External fiber-coupled laser sources (Omicron Laserage

GmBH, LuxX modules operated at 405, 515 and 685 nm or a

PhoxXplus unit operated at 515 nm) were used for sample illu-

mination (front side geometry, i.e., from the top) through an

optical viewport of the UHV AFM chamber. For each measure-

ment, the optical power Popt (defined per unit of surface by

taking into account the laser beam diameter) and wavelength λ

are indicated in the corresponding figure caption. Note that the

optical beam makes a 30° angle with respect to the sample

plane (for simplicity Popt was given at the output of the laser

module fiber, without correction for the incidence angle).

The modules were calibrated prior to the KPFM measurements

by measuring the power at the fiber output with a power meter.

With these laser systems, the power regulation is inaccurate

within a few percent of the maximum operating power (typical-

ly a few tens of milliwatts for our modules). A series of optical

density filters (OD, with 1, 2 and 4 attenuation factors in log

scale) were used to attenuate the illumination power, which

allowed variation of the illumination power over several

decades. For each optical density filter, the exact attenuation

factor was calibrated at 405, 515 and 685 nm prior to the exper-

iments. The curves of the photo-physical parameters (SPV and

photostriction) as a function of the illumination power were

reconstructed by merging the data acquired with different densi-

ties. Different symbols (indicated in the figure captions) corre-

sponding to each density are used hereafter to plot the curves.

Spectroscopic and time-resolved
measurements
An arbitrary waveform generator (AWG, Keysight 33622A)

was used to operate the laser sources in digital modulation

mode. Logic signals generated by the scanning probe micro-

scope controller were used to trigger the generation of illumina-

tion pulse sequences by the AWG operated in “burst” mode.

Spectroscopic data were acquired by simultaneously recording

the temporal evolution of the surface potential (SP(t)) and the

AFM tip height (z(t)) as the sample is subjected to an illumina-

tion sequence. Time-resolved measurements of the sub-

millisecond SPV decays were performed by recording spectros-

copic curves of the average surface potential as a function of the

modulation frequency of the illumination source. By analyzing

the dependency of the average potential with respect to the

modulation frequency, it is possible to extract time constants

characterizing the photopotential decay dynamics between the

light pulses. More information about KPFM operations under

frequency-modulated illumination (FMI-KPFM) can be found

in our previous report [20].

Results and Discussion
The topographic nc-AFM images of the single crystal surface

(Figure 1a) feature smooth terraces a few hundreds of nanome-

ters wide. The step height deduced from z-level histograms
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Figure 1: (a) nc-AFM topographic image (2 × 2 μm) of the MAPbBr3 single crystal surface. The dotted rectangle highlights the area used to calculate
the z-level histogram. (b) Height histogram of the image in the inset (numeric zoom from the image in (a)). The red line shows the result of a multiple
Gaussian peak fit. The average step height deduced from the peak positions is equal to 0.59 ± 0.01 nm.

Figure 2: Plots of the (a) KPFM surface potential (b) and the tip height change relative to its initial position as a function of time during two succes-
sive illumination sequences (λ = 515 nm, Popt = 2.95 mW/cm2). The arrows labelled 1, 2, 3 in (a) and 4 in (b) highlight the fast (1), slow (2) and stabi-
lized (3) components of the surface photovoltage and the photostriction signal (4), respectively. The dotted curves in (a) show the results of curve
adjustments with functions based on a single exponential, yielding time constants for the SPV dynamics of 11.4 s and 2.1 s during the 1st and 2nd
illumination sequences, respectively.

(Figure 1b) is exactly equal to the cubic perovskite unit cell

(0.59 nm for MAPbBr3 [1,21]). This confirms that the surface

investigated corresponds to the (100) plane of the MAPbBr3

crystal. Several features appearing as white spots in the topo-

graphic images indicate moreover the likelihood of defects,

which could be attributed to surface contamination upon expo-

sure to ambient atmosphere during the cleaving process. Alter-

natively, one may also hypothesize that intrinsic defects are

formed during the solution process crystal growth. Addressing

the origin of these defects is beyond the scope of the current

work, and will require development of in situ cleaving facilities

(enabling discrimination between extrinsic surface contamina-

tion and intrinsic defect formation). Here, our primary goal is to

check if the surface photovoltage and crystal photostriction can

be simultaneously and reliably probed by nc-AFM/KPFM. The

discussion will be thus focused on the analysis of the single

crystal response on the basis of spectroscopic curves acquired in

point mode (i.e., at selected locations on the surface).

Figure 2a,b shows the KPFM surface potential (SP) and the tip

height curves recorded during two successive single-pulse illu-

mination sequences separated by a time interval of a few tens of

seconds (at an excitation wavelength of 515 nm and with an

optical power of 2.95 mW/cm2). First, we note that the SP ex-

hibits a quasi-instantaneous response (at the timescale of the

KPFM regulation loop integration time, which was set to a few

tens of ms for these experiments) in the form of a negative shift

of ≈240 mV after switching the light pulse on. This fast change
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is followed by a slower evolution and a subsequent stabiliza-

tion of the SP under illumination at a timescale of a few tens of

seconds. The surface photovoltage (SPV) at equilibrium (or

“stabilized SPV”, SPVStab) is therefore equal to the sum of a

negative and a positive term, which will be referred to hereafter

as “fast” and “slow” SPV components (SPVFast and SPVSlow,

see Figure 2a) with regards to their different photoresponse dy-

namics. After switching the light off, the SP displays a fast pos-

itive shift followed by a slow stabilization towards its initial

level. Remarkably, the tip height also displays a fast photore-

sponse, but shows almost no noticeable evolution under contin-

uous illumination at this optical power. In other words, the

maximum height photoresponse is quasi-instantaneous (at the

time scale of our measurement) and does not scale with the illu-

mination time. Consistent with the conclusions of the former

work by Zhou et al. [16], this strongly supports the idea that the

“fast” cantilever height photoresponse originates from an

intrinsic photostriction effect (and not from a thermally in-

duced sample dilatation).

Another significant difference is that the z-curves recorded

during the first and the second illumination sequences are

perfectly identical; in turn, the SP stabilizes more quickly under

illumination during the second sequence. Time constants char-

acterizing the SPV evolution under illumination can be deduced

from the curve adjustments (shown as the dotted curves in

Figure 2a) with single exponential based functions. They are

equal to 11.4 s and 2.1 s for the first and second illumination se-

quence, respectively. Actually, complementary measurements

performed by applying a series of successive pulses (see Figure

S1 in Supporting Information File 1) demonstrate that the SP

stabilization time constant under illumination does not evolve

further after the second illumination pulse. In the following, the

methodology used to calculate the SPV values consists of

applying a first “initialization” light pulse. The data are then

calculated from curves that are recorded during subsequent illu-

mination sequences.

The different SP and height photoresponses already indicate

that the surface photovoltage and photostriction effect probed in

our experiment do not result from crosstalk between the z and

KPFM regulation loops. In addition, two simple tests have been

carried out to definitely exclude the existence of artefacts (see

Figures S2 and S3 in Supporting Information File 1). First, the

influence of the light pulse on the z regulation has been checked

by recording spectroscopic curves of the frequency shift with

the AFM tip in full backward position (i.e., retracted 1 μm away

from the sample surface and kept at a fixed position with the

topographic regulation disengaged). By comparing the frequen-

cy detuning induced by the light pulse with curves of the tip

height (recorded in the interaction with an active regulation) as

a function of the frequency set point (Figure S2, Supporting

Information File 1), it can be simply shown that the cantilever

detuning can at maximum (i.e., for the largest optical power

applied in this study) induce a z-shift of 0.15 nm. Secondly,

spectroscopic curves were acquired under the same illumina-

tion conditions and with the same cantilever on a highly

oriented pyrolytic graphite (HOPG) substrate (Figure S3, Sup-

porting Information File 1). The surface potential displays no

shift under illumination (which also confirms the absence of

any carrier photogeneration due to the cantilever tip itself), and

the fast component of the z photoresponse is negligible com-

pared to the one measured on the MAPbBr3 single crystal with

the same fluence. This reinforces the conclusion that the fast

component of the z photoresponse detected on the MAPbBr3

crystal does not originate from a thermal expansion effect. Note

here that the HOPG substrate displays a thermal expansion

coefficient [22] in the out-of-plane direction close to that of the

MAPbBr3 crystal [23] and that both samples are relatively simi-

lar in terms of size (0.5 mm thick for the HOPG vs ≈1 mm for

the MAPbBr3 crystal).

These comparative measurements on HOPG show that at high

fluence, the thermal detuning of the cantilever can induce a

slow evolution of the z level under illumination and a subse-

quent slow return to equilibrium in dark conditions. Neverthe-

less, this extrinsic z-change has no impact on the SP measure-

ment, as demonstrated by the data acquired on the HOPG sub-

strate. Finally, both the SPV and the photostrictive response

show a clear dependence as a function of the photon energy (as

shown in Figure S4, Supporting Information File 1). For equiv-

alent optical powers, much smaller height variations and SP

shifts are observed when the wavelength falls below the

MAPbBr3 bandgap (EG ≈ 2.2eV [12]). This confirms that the

measured height changes originate from the intrinsic photostric-

tion of the MAPbBr3 crystal. However, an almost identical

photoresponse is observed under 405 nm and 515 nm illumina-

tion, which seems different from the case of MAPbI3 (for which

a wavelength-dependent photostriction was observed [16] above

the bandgap). Here, it is noteworthy that the wavelength of our

green laser falls within an absorption peak due to a strong exci-

tonic transition [24,25]. Further measurements at intermediate

wavelengths (currently unavailable in our setup) would be

necessary to draw a definitive conclusion about the wavelength

dependency of the photoresponse above the bandgap.

The fast surface photovoltage polarity implies that negative

charges accumulate quickly under illumination beneath the sur-

face of the single crystal. This observation is fully consistent

with the results of recent work by et Liu et al., who proposed

[15] that a downward band bending occurs at the surface of

p-type MAPbBr3 crystals. This p-type conductivity has been
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Figure 3: (a) Scheme illustrating how charge transfer from surface states bends the energy bands of p-type MAPbBr3. The built-in electric field (re-
sulting from the existence of permanent charges) induces a spatial separation of the photocarriers on both sides of the space charge area. SCR:
space charge region. EF: Fermi level. En: surface states charge neutrality level. (b) Schematic representation illustrating the photocarrier generation
and spatial separation by drift under the built-in electric field (step 1), the ion migration under illumination (step 2), the photocarrier recombination
(step 3), and finally, the reverse ion migration under dark conditions (step 4). Note that the whole crystal volume is not represented in this sketch,
which depicts only the processes occurring near the surface in the space charge area. (c) Plot of the surface potential as a function of time during an
illumination sequence (λ = 515 nm, Popt = 65.54 mW·cm−2). The curve has been rescaled by shifting the y-values in such a way that the SP at t = 0 is
equal to 0 mV. The timing of the four steps depicted in b) is highlighted in c) by numbered circles.

documented by numerous studies on MAPbBr3 thin films

[26,27] and single crystals [28]. Here, the band bending is due

to the existence of surface states which are filled by forming a

charge-depleted layer (also called a space-charge layer) beneath

the surface [15]. The resulting internal built-in electric field in-

duces a spatial separation of the photogenerated carriers of

opposite sign in the space charge region (Figure 3a). On the

other hand, the opposite polarity of the slow SPV component

implies that charge redistribution occurs in the system within a

few seconds, which is highly likely to originate from photoin-

duced ion-migration mechanisms. As mentioned above, there is

nowadays overwhelming evidence that hybrid perovskites

should be treated (at least to some extent) as mixed elec-

tronic–ionic semiconductors [29]. Ion migration occurs in these

materials due to the existence of anion and cation vacancies

[30] and is already known to induce changes in the surface

potential recorded by KPFM at time scales ranging from

seconds to minutes [6,8,9]. Here, we assume that the excess of

negative photocarriers at the surface attracts methyl ammonium

cations (while bromide anions are repelled from the surface), re-

sulting in an effective reduction of the surface photovoltage

after a few seconds. In that time frame, the difference observed

between the SP curves acquired during the initial and subse-

quent illumination sequences may indicate that the ion-migra-

tion process is not fully reversible (at least at the scale of the

time interval between the illumination sequences). However, we

also note that the surface potential returns fully to its initial

value after the first illumination sequence. A plausible scenario

(yet to be definitely confirmed) would be that negative charge

carriers remain trapped in the space charge area with a counter

cation partner, resulting in a neutral electrostatic balance before

and after the first illumination pulse. Actually, the return to the

dark state occurs most likely through a two-step process involv-

ing firstly the photocarriers, and secondly, the ionic species.

Indeed, a closer look at the SP(t) curves in Figure 2a reveals

that the SP is slightly more positive than initially just after

switching the light pulse off. This SP overshoot becomes much

more pronounced at higher fluence (as shown in Figure 3c and

Figure S3d in Supporting Information File 1). Our interpreta-

tion is that most of the photocarriers recombine quickly after the

pulse extinction, leaving an excess of positive cations near the

surface. Then, a reverse migration of the cations towards the

bulk occurs at a slower time scale (however, some of the cations

remain eventually trapped with a counter electric charge

after the first illumination sequence as suggested above). A

schematic representation illustrating the full sequence of photo-

carrier generation and spatial separation, the ion migration, the

photocarrier recombination, and finally, the reverse ion migra-

tion is given in Figure 3b.

The picture which emerges from the above discussion is

remarkably consistent with the conclusions that can be drawn

from former KPFM works performed on perovskite single crys-

tals (band bending induced accumulation of negative photocar-

riers at the surface of MAPbBr3) and thin films (SPV time

evolution resulting from an interplay between photocarrier and
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Figure 4: (a) Photostrictive signal as a function of the optical power at λ = 515 nm. Inset: plot in semi-logarithmic scale. (b) Fast component of the sur-
face photovoltage as a function of the optical power (plot in semi-logarithmic scale) at λ = 515 nm. The slope of the linear fit (dotted line) is equal to
≈23.5 mV (calculation performed with the natural logarithm).Three optical densities (OD 1, 2 and 4) have been used to sweep the optical power over
more than five decades (the data plotted with squares, triangles and circles have been acquired by using OD 4, OD 2 and OD 1 optical density filters,
respectively).

ionic species). Equally remarkable is the simultaneous observa-

tion of a photostrictive response very similar to the one re-

ported from AFM measurements performed on MAPbI3 single

crystals [16]. In particular, contrary to the conclusions of recent

work based on Raman spectroscopy measurements [17], our

data demonstrate that the crystal lattice also undergoes a dilata-

tion under illumination in the case of the bromide compound.

As shown hereafter, the photostrictive response displayed by

our MAPbBr3 single crystal is moreover comparable in magni-

tude with the one reported by Zhou et al. for MAPbI3 in its

cubic phase [16].

To carry out a quantitative comparison, it is mandatory to

analyze the light intensity dependence on the photostrictive

effect. Here, the crystal photostriction is defined as the “fast

component” of the height change under illumination (see Figure

S3c, Supporting Information File 1). The height change appears

in first analysis proportional to the light intensity (see

Figure 4a) and displays no saturation up to ≈350 mW/cm2 under

monochromatic illumination at 515 nm.The relative height

change (i.e., height change divided by the sample thickness,

here approximately 1 mm) under 100 mW/cm2 is equal to

18 ppm. This last value is remarkably close to the one reported

[16] for the cubic phase of MAPbI3 (keeping in mind that our

measurements are not performed under white light illumination,

contrary to that reported for MAPbI3 single crystals). However,

we note that the photostriction does not scale perfectly linearly

with the fluence over the full measurement range. The photo-

striction data acquired in the low fluence regime (i.e., for

optical powers below 10 mW/cm2) strongly deviates from a

linear function, as clearly shown by the semi-logarithmic plot

(inset in Figure 4a).

Further insight on the crystal photoresponse can be gained by

analyzing the dependence of the SPV as a function of the

optical power (Figure 4b). The fast component of the SPV

displays a logarithmic dependence as a function of the illumina-

tion intensity. In principle, the slope of this curve (calculated

with a natural logarithm) should fall between kBT/q and 2kBT/q

(where kBT/q is the thermal voltage) depending of the strength

of trap-delayed recombination processes [31]. A pure bimolec-

ular recombination process cannot explain the anomalously low

value deduced from our measurements. Such deviations have

already been observed in small-molecule bulk-heterojunction

solar cells [32], and have been recently explained by consid-

ering the contribution of interface recombination processes [33].

More precisely, this recent model predicts that slopes lower

than the thermal voltage can be observed in the presence of sur-

face recombination for systems where the bulk recombination is

purely (or almost completely) bimolecular. This scenario is

remarkably consistent with our previous deduction about the

existence of surface states (which are here a key ingredient at

the origin of the built-in electric field and photocarrier spatial

separation), and with the fact that according to the literature

[11] the trap density level should be quite low in the bulk of the

perovskite single crystals.

To probe the photocarrier dynamics, an alternative approach

consists of performing the KPFM measurements under frequen-

cy modulated illumination (Figure 5a). In the last years, several

works have indeed shown that the effective carrier lifetime in

photovoltaic thin films can be quantified by analyzing the de-

pendence of the time-averaged surface potential (SPav) with

respect to the modulation frequency (f) of the illumination

source [20,34-36]. In short, if the system is characterized by a
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Figure 5: (a) Scheme of the surface potential time response under fre-
quency modulated illumination. The SPV decay dynamics (character-
ized by a time constant τd) determine the frequency evolution of the
average potential, SPav, probed by KPFM. SPD and SPCW represent
the in-dark surface potential and the maximum surface potential that
would be measured under continuous wave illumination. Note that in
this scheme the surface photovoltage (SPV = SPcw − SPD) is positive;
in the case of our experiment, it displays an opposite polarity. (b) Ex-
perimental curves of the average surface potential as a function of the
illumination modulation frequency Fmod acquired at 515 nm with an
optical peak power of 2.95 mWcm−2. The result of the numerical fit
performed to extract the SPV decay time constant is displayed by a
solid line. (c) Plot of the SPV decay time constant as a function of the
optical power.

single photopotential decay process in the dark state (related to

the photocarrier recombination), SPav will increase with the

modulation frequency and saturate when the time between the

pulses becomes shorter than the photopotential time decay. If

one uses simple exponential functions characterized by a unique

time constant τd to account for the SPV decay between the light

pulse, SPVav(f) curves can be fitted by Equation 1 [20]:

(1)

where SPD is the “in-dark” surface potential, SPVCW the sur-

face photovoltage that would be measured under continuous

wave illumination (which is equal to SPav in the high frequency

limit) and D is the illumination duty ratio.

As seen in Figure 5b the agreement between this fitting law and

the experimental curves acquired on the MAPbBr3 single

crystal is excellent, which confirms that the SPV dynamics can

be properly accounted for on the basis of a single time constant

decay. In addition, the time-resolved measurements have been

carried out as a function of the fluence. As expected, the

increase in charge carrier density (for increasing optical powers)

leads to a decrease in the decay time (Figure 5c). More

precisely, τd displays a linear decrease as a function of the

optical power when plotted in semi-logarithmic scale in the

50 μW/cm2 to 20 mW/cm2 range. Although FMI-KPFM mea-

surements are not performed in a nonperturbative regime [20],

this observation seems consistent with former results of macro-

scopic transient photovoltage (TPV) measurements reported for

MAPb(I1−x,Brx)3 perovskite thin films [37]. Besides, the simi-

larity with the decay time values obtained by TPV measure-

ments on MAPbI3 single crystals [38] is remarkable (e.g.,

τd = 175 μs under 10 mW/cm2 illumination for FMI-KPFM

measurements on MAPbBr3, and τd = 234 μs under 0.1 sun in

TPV measurements on MAPbI3).

Strikingly, the carrier lifetime and photostriction curves display

slope changes occurring in the same optical power range (to

ease the comparison, these data are presented side by side with

the photostriction curve in log–log scale in Figure S5, Support-

ing Information File 1). For a fluence greater than a few

10 mW/cm2, the effective carrier lifetime decreases, and indeed

less steeply when raising the optical power, while the photo-

striction displays an opposite trend. This photostrictive behav-

ior indicates that the photocarrier coupling with the lattice

becomes somehow “more efficient” in the high carrier density

regime. It remains however difficult at this stage to draw a

definitive conclusion about the origin of the photocarrier life-

time evolution in the high fluence regime. More specifically,

the difficulty here is that the carrier density (in first approxima-

tion inversely proportional to the illumination intensity) remains

a hidden parameter that cannot be directly deduced from our
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data (contrary to conventional macroscopic measurements

where transient photovoltage can be combined with charge ex-

traction [37]).

Here, we stress that the carrier recombination dynamics in the

bulk may strongly differ from the SPV decays probed by time-

resolved KPFM. Let us remind the reader here that the SPV

originates from spatially separated carriers due to the existence

of a built-in electric field at the vicinity of the surface. In the

future, it would be highly desirable to quantify the vertical

extension of the space charge area at the origin of the spatial

separation of the photocarrier and to check how it compares

with the light absorption depth, and more importantly, with the

photocarrier diffusion length. Regarding the photostrictive

effect, it has been indeed argued that the responsive layer is

much thicker that the light penetration depth due to the diffu-

sion of photocarriers in the bulk [16]. In turn, the SPV (more

precisely its fast component) originates from the contributions

of oppositely charged photocarriers located on either side of the

space charge region. Thus, the photostriction signal may origi-

nate from a much thicker part of the crystal beneath the surface

than the SPV.

Further experiments are in progress to map two-dimensional

images of the SPV decay. Revealing the existence (or observing

the absence) of time-decay contrasts related to surface (or

subsurface) defects could help in assessing the relative weight

of photocarriers localized near the surface and deeper in the

bulk to the SPV recombination dynamics.

Conclusion
In summary, we presented the results of a study intended to test

if the optomechanical and optoelectronic properties of hybrid

organic–inorganic perovskite single crystals can be investigat-

ed simultaneously by nc-AFM and KPFM. We successfully

demonstrated that the height change and the surface potential

shift under illumination originate from the crystal photostric-

tion and the contributions of photogenerated charge carriers, re-

spectively. The measurements revealed that, similar to the case

of methylammonium lead triiodide, the photostrictive response

of MAPbBr3 consists of a lattice expansion. Moreover, we have

shown that our methodology based on the acquisition of spec-

troscopic curves in the time domain allows disentangling the

contributions of the photocarriers to the surface photovoltage

from the ones due to the light-induced migration of ionic

species. Lastly, the effective carrier lifetime has been quanti-

fied by analyzing the dependence of the surface potential as a

function of the frequency modulation of the illumination source.

Thus, it has been possible to analyze both the photostriction and

carrier lifetime as a function of the optical power. Our multi-

modal approach opens up new possibilities to investigate a wide

range of photo-physical process and dynamical phenomena in

organic–inorganic perovskites and related materials.

Supporting Information
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Additional experimental data.

Surface potential time evolution recorded during several

successive illumination sequences. Measurements of the

cantilever frequency shift as a function of the optical power

and of the z variation as a function of the frequency shift set

point. Curves of the relative height and surface potential

recorded during illumination sequences on a highly

oriented pyrolytic graphite substrate and on the MAPbBr3

single crystal for various optical powers. Photostrictive

response and fast component of the surface photovoltage as

a function of the optical power for 685 nm, 515 nm and

405 nm illumination. Curves of the SPV time decay and

photostriction as a function of the optical power.
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Abstract
The nanoscale optoelectronic properties of materials can be especially important for polycrystalline photovoltaics including many

sensor and solar cell designs. For thin film solar cells such as CdTe, the open-circuit voltage and short-circuit current are especially

critical performance indicators, often varying between and even within individual grains. A new method for directly mapping the

open-circuit voltage leverages photo-conducting AFM, along with an additional proportional-integral-derivative feedback loop

configured to maintain open-circuit conditions while scanning. Alternating with short-circuit current mapping efficiently provides

complementary insight into the highly microstructurally sensitive local and ensemble photovoltaic performance. Furthermore, direct

open-circuit voltage mapping is compatible with tomographic AFM, which additionally leverages gradual nanoscale milling by the

AFM probe essentially for serial sectioning. The two-dimensional and three-dimensional results for CdTe solar cells during in situ

illumination reveal local to mesoscale contributions to PV performance based on the order of magnitude variations in photovoltaic

properties with distinct grains, at grain boundaries, and for sub-granular planar defects.

1802

Introduction
Cadmium Telluride (CdTe) is an inexpensive thin-film photo-

voltaic with ca. 5% of the 2017 global market share for solar

cells. To optimize the efficiency and reliability of these, or any

electronic devices, a thorough understanding of their composi-

tion, microstructure, and performance is necessary as a func-

tion of device design, processing, and in-service conditions.

Atomic force microscopy (AFM) has been a valuable tool for

such characterization, especially of materials properties and

device performance at the nanoscale. In the case of thin-film

solar cells, local photovoltaic (PV) properties such as the open-

circuit voltage, photocurrent, and work function have been

demonstrated to vary by an order of magnitude, or more, within

tens of nanometers [1-3]. Recently, property mapping with high

spatial resolution by AFM has been further combined with the
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ability to serially mill a surface, in order to reveal underlying

surface structures and uniquely develop three-dimensional (3D)

nanoscale property maps. The most notable examples are based

on pure current detection with the AFM to resolve conduction

pathways in filamentary semiconducting devices and intercon-

nects [4,5], and tomographic AFM of photocurrents in polycrys-

talline solar cells during in situ illumination [6].

Standard photo-conductive AFM (pcAFM) employs a conduct-

ing probe, which serves as a positionable top electrode, to map

currents upon illumination and/or biasing. With solar cells, the

short-circuit current (ISC) can then be directly visualized by

simply measuring the photocurrent when there is no potential

difference between the sample and the scanning probe. By

further sweeping the bias between the sample and the grounded

tip, for a single spot or an array of locations, the resulting I–V

curves can be analyzed to interpret several additional perfor-

mance metrics, which are widely employed by the PV and solar

power communities. The open-circuit voltage (VOC), for exam-

ple, is the probe bias necessary for the photocurrent to pass

from positive to negative values, i.e. when the solar cell locally

transitions from power generation to power shunting. The simi-

larly crucial maximum-power point and/or fill factor can also be

identified from I–V measurements. These and related PV per-

formance parameters are academically, commercially, and more

generally societally important given the complexity, function-

ality, and widespread benefits of PV devices, such as solar cells.

To extract such PV metrics at the nanoscale, for instance with

standard 256 × 256 pixel resolution, over 65000 distinct cur-

rent–voltage spectra must be acquired and analyzed. We previ-

ously developed an efficient, method with high spatial resolu-

tion for this purpose, namely photo-conductive AFM spectros-

copy (pcAFMs) [1], essentially by collecting an entire array of

I–V spectra in parallel via a series of consecutive pcAFM

images. Each image is acquired with a sequentially increased

sample bias, tracing through the power generation quadrant of

the solar cell specimen for a nano- to micro-scale region, all

while preserving a measurement location accuracy at the nano-

meter scale.

However, despite providing spatial resolution as fine as the tip

contact area [4], the voltage resolution for pcAFMs clearly

depends on the number of voltage steps and range of biases

considered. This is a direct function of the number of stable

image frames in an area of interest. But a higher voltage fidelity

directly equates to a longer overall acquisition time, necessi-

tating both patience as well as imaging and specimen stability

that can be a particular challenge for generally fragile materials

systems such as molecular perovskites [7]. Traditional point-by-

point measurements are far slower still. Consequently, for

AFM-based mapping of solar cell performance parameters that

are traditionally derived from I–V measurements, such as VOC,

the spatial and energetic resolution unavoidably conflicts with

experimental throughput.

Accordingly, this work presents a new approach for directly

mapping VOC with nanoscale resolution, requiring a single,

standard-speed AFM scan. This leverages the concept of the

proportional-integral-derivative (PID) feedback loop that under-

pins nearly all AFM topography imaging. Normally, this feed-

back loop continually updates the AFM probe height in order to

maintain a constant AFM tip–sample interaction, which is

sensed via the integrated cantilever deflection or amplitude that,

of course, changes at surface protrusions or depressions. To si-

multaneously map VOC directly, the topography is tracked in the

same manner, but a secondary PID loop is also configured to

continually adjust the sample bias in order to maintain a

photocurrent of zero. This is akin to Kelvin probe microscopy

or scanning surface potential microscopy, in which a secondary

PID loop varies the sample bias to maintain a fixed cantilever

amplitude, phase, or frequency. The capacitive and/or

coulombic interactions that perturb these signals null when the

probe bias equals the ensemble specimen voltage beneath the

tip, providing a directly measured map of local surface proper-

ties.

There is a particular need for such efficient direct property-

mapping routines for computed tomographic AFM (CT-AFM),

in which images are serially acquired during progressive sur-

face milling [6,8]. For instance, to investigate the nearly 50%

reduction in efficiency for CdTe solar cells compared to their

theoretical limits [9-15], it would be beneficial to have through-

thickness VOC maps with high spatial and energy resolution.

But every VOC map, each comprising tens to hundreds of

distinct depths through a sample, necessitates tens of consecu-

tive frames via pcAFMs instead of just one image. Equivalent

resolution maps from serially acquired individual I–V measure-

ments are another hundred times slower. Specifically, for rela-

tively standard AFM scanning at a line rate of 0.5 Hz, direct

VOC imaging as proposed herein requires only ca. 8.5 min (for

256 × 256 pixel resolution), compared to 4.3 h if based on

pcAFMs (with 30 voltage steps and, hence, image frames), or

18.2 h for traditional point-by-point studies (based on a dura-

tion of 1 s to acquire each spectrum, move to the next location,

and settle the probe). Of course, high-speed data acquisition can

in principle accelerate such measurements of thousands of

discrete spectra, as implemented for “peak force” [16] or “fast

force” mapping [17,18] where arrays of force–distance curves

are acquired during continuous scanning. However, current

detection is generally slower than force transduction due to

LRC time constants, and in any case tracing full I–V curves
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Figure 1: pcAFM measurement of a CdTe/CdS solar cell, during
specimen illumination from below through an underlying transparent
conducting anode and substrate (FTO/glass). Local currents are
detected from above by the AFM probe serving as a positionable
cathode. The local photovoltaic properties can vary widely for the
heterogeneous microstructure compared to the mean (macroscopic)
response. Tomography is achieved by gradually milling the specimen
during continuous high-load topographic imaging. Alternating frames
toggle between short-circuit current mapping (ISC) based on the
photocurrent at zero bias, and direct open-circuit voltage mapping
(VOC) via a dedicated PID feedback loop continually adjusting the sam-
ple bias to maintain a null photocurrent.

over a constant range of biases at every location may damage

specimens due to occasional high current flow (i.e., heat) or

even breakdown. For truly nanoscale tomographic maps of VOC

and/or ISC with minimal specimen damage at tens, hundreds, or

thousands of distinct depths throughout a specimen, our sub-

stantially faster direct approach presented herein (simply

requiring one further image per depth) becomes a practical

necessity.

Results and Discussion
Figure 1 depicts the system configuration in such a CT-AFM

experiment for ISC and direct VOC mapping. The AFM (Asylum

Research MFP-3D-IO) is custom-mounted on an optical micro-

scope (Nikon TE-2000) that has a broad-spectrum LED light

source (Cree MK-R 12). The LED illuminates an area of ca.

1·104 µm2, including the sample/tip junction, from below

through a 40× objective to provide an intensity of ca. 1 equiva-

lent sun. A conducting (B-doped) diamond-coated silicon AFM

probe (Nanoworld CDT-NCHR, Soquel, CA, USA), along with

a picoampere-resolution current detector (Asylum Research

Orca, model 058, 5 V/nA, 1–10 kHz bandwidth), enable either

the short-circuit current to be measured or the open-circuit

voltage to be directly determined by engaging the secondary

feedback loop as previously described. Since the notations ISC

and VOC are technically defined for 1 equivalent sun, all results

and discussions indicate an effective ISC* and VOC* because the

light source is not a true solar simulator. In any case, lateral

spatial resolution remains as fine as ca. 20 nm throughout the

measurement according to the final topographic features ob-

served. This is compatible with the tip–sample contact radius

for a probe apex with a 25–50 nm radius of curvature and an

effectively planar substrate. Tomography is achieved directly

with the AFM probe simultaneous to the repeated property

mapping. Specific settings include a load of ca. 1 µN, a line rate

of 0.5 Hz, and a low-deflection feedback gain producing near

“open loop” scanning and hence an essentially planar surface

milling [8]. Approximately 15 nm in depth are practically re-

moved per image frame, leading to effective 30 nm resolution

in the z-direction between consecutive pairs of ISC* and VOC*

maps throughout the polycrystalline film thickness.

During such progressive imaging some spatial drift is unavoid-

able, though this is easily accommodated by commercial, free,

or custom image analysis routines (respectively Igor Pro, FIJI,

and in this case programs written for MATLAB). The neces-

sary drift corrections, typically based on purely rigid registra-

tion, cause ca. 10% around the outskirts of the initial property

maps to be incomplete for the overall 3D dataset. Accordingly,

only pixels with data acquired throughout the depth are consid-

ered in the final results. Also, current instead of current density

is reported due to the uncertainty about the absolute cross-

sectional area.

Figure 2 presents a representative pair of directly detected,

effective short-circuit current (Figure 2a) and open-circuit

voltage (Figure 2b) images. These signals are uniquely colored

for simultaneous visualization when superimposed (Figure 2c),

based on a simple 1:1 overlay of the two distinct color images

using conventional image processing software (FIJI). Viewed in

this manner, most grains present a consistent ISC*, which varies

up to three orders of magnitude for adjacent grains (note the log

scale). VOC*, on the other hand, is less uniform within a single

grain, appearing to vary most strongly at some grain bound-

aries as well as many seemingly linear features. This type of

instant property mapping is especially beneficial for specimens
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Figure 2: (a) Consecutively acquired ISC* (note the log scale) and (b) directly measured VOC* for a single ca. 4 × 4 µm area. (c) A simple overlay of
these distinctly colored images is displayed, demonstrating their sometimes complementary and otherwise uncorrelated behavior. The product of ISC*
and VOC* is shown in (d) indicative of the theoretical power (PT

*, log scale). (e) The simultaneously acquired true surface topography and (f) deflec-
tion data (essentially an edge-filtered height image to identify any topographic steps or other microstructural boundaries) reveal little correlation with
the photovoltaic performance.

sensitive to their environment, as is common for many photo-

voltaics in the presence of oxygen or humidity [19]. Along

these lines, direct measurements of VOC
* during exposure to

acetic acid are ongoing for Si solar cells to correlate any

changes in the local properties with this macroscopically known

contributor to the accelerated PV degradation in solar panels

[20-23]. Here, the short-circuit current and open-circuit voltage

signals are further multiplied in Figure 2d to represent the theo-

retical power. Distinct from the individual or overlain images of

Figure 2a–c, this reveals even more spatially localized varia-

tions in photovoltaic performance.

As with every study based on scanning probes, it is important to

consider any influence of topography on the results. The as-pro-

vided surface of the essentially commercial grade polycrys-

talline film is relatively rough when considered at the nanome-

ter scale, revealing grains, facets, and grain boundaries with

topographic protrusions and depressions as great as ±150 nm.

Surface-potential studies of a range of photovoltaics have iden-

tified correlations between such features and their measured

properties, for example with work function differences of mo-

lecular perovskites observed at specific facets [24] or grain

boundary interfaces [2]. Topography commonly couples with

conductive or photoconductive AFM contrast as well. Routines

to test for such associations are therefore increasingly em-

ployed [1,24], allowing scientists to focus on or ignore such

regions depending on whether they are true local variations or

experimental artifacts. In any case, in order to minimize the in-

fluence of such topography, our specimens are first partially

planarized [8]. This provides a surface morphology with slopes

gradually transitioning ±5° over several micrometers according

to the true topography [25] (Figure 2e). Local protrusions or

depressions are smaller than 6 nm per the edge-identifying

deflection signal (Figure 2f) acquired simultaneously with

Figure 2a. Compared to the as-received surface profile, the

RMS roughness is thus improved up to two orders of magni-

tude. Notably, there are few correlations between this morphol-

ogy and the photovoltaic performance.

Figure 3 displays secondary scanning electron microscopy

images of the as-provided thin film (Figure 3a, outer regions)

and the surface after the initial local planarization (Figure 3a,

smooth central area). A corner of this region is depicted in the

higher-magnification SEM micrograph (Figure 3b), which also

follows ca. 10 nanomilling steps within the square dashed

overlay. The sparse bright features around the milled area are

clusters of milled material that were not swept out of the field of

view during planarization/tomography. The weaker, heterogen-

eous contrast within results partially from not quite perfect

smoothing of the initially high roughness topography.
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Figure 3: (a) SEM micrograph of a locally planarized polycrystalline CdTe solar cell. The dotted rectangular overlay indicates the location of a higher-
magnification SEM image (b) in which the dashed square outline identifies the area studied for Figure 2 and Figure 4.

As already introduced, sequentially repeating ISC* and direct

VOC* mapping, with sufficient tip force to continuously remove

material, leads to a stack of images that uniquely identify local

properties in all three dimensions. For simplicity, a constant

milling rate of 15 nm/frame is assumed such that each consecu-

tive tomographic slice represents pairs of ISC* and VOC* in

steps of 30 nm along the z-direction. Generally, this assumption

is consistent with both the uniform SEM contrast of Figure 3,

and the clearly linear features resolved in the images of

Figure 2, which simply would not appear to be linear without

steady milling. It is more specifically supported by the regu-

larly evolving height from consecutive CT-AFM images in

separate measurements through an equivalent 2.2 µm thick

planarized film [6]. That study required a nearly uniform num-

ber of imaging/milling frames to reveal the clearly identifiable

highly conducting back electrode throughout a similar field of

view, resulting in an estimated average milling rate error better

than ±5 nm per image frame. Of course a more sophisticated 3D

interpolation, based on the true (x, y, z) coordinates of each

acquired pixel, can be implemented for property maps at even

more precise depths or cross sections [26]. Such an approach

will be especially warranted for initially rough surfaces or

island features, instead of an initially planarized and uniformly

milling specimen as studied here.

The combined ISC* and VOC* tomography is 3D-rendered in

Figure 4, revealing portions of the full rectangular cuboid of

acquired 3D data including: the smooth xy planar surface; pure

xz and yz cross sections; and an arbitrary oblique xyz section. As

with Figure 2, bright contrast identifies areas with a strong ISC*

(blue), while the contrast for VOC* (red) is flipped to especially

highlight the poor VOC at grain boundaries and some sub-gran-

ular regions. For any given plane through the specimen it is

sometimes difficult to recognize these local properties. This is

partially due to convolution with inevitable noise in any SPM-

Figure 4: Three-dimensional CT-AFM of the short-circuit current (ISC*,
dark to blue contrast) merged with the directly measured open-circuit
voltage (VOC*, red to dark) volumetrically rendered to partially reveal
an xy plane, xz and yz cross sections, and an oblique xyz cut to
uniquely expose the nanoscale properties through the specimen thick-
ness. The identified axes also serve as scale bars.

based imaging, but especially results from the stacked and arbi-

trarily shaped and oriented grains in the microstructure of the

thin film. When viewed in 3D, however, the directly acquired

photovoltaic properties seem clearly correlated with 3D micro-

structure.

Specifically, the CdTe thin film exhibits profound (orders of

magnitude) heterogeneities in local photovoltaic performance

within tens of nanometers of crossing a boundary between

three-dimensionally adjacent microstructural features. Some

grain boundaries as well as sub-granular planar features appear

to reveal relatively poor values of VOC*, supporting prior obser-

vations that many interfaces in CdTe may serve as conduits for

photoelectrons to move to the underlying n-type CdS layer [6].

Equivalent conclusions have been inferred from complementa-
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ry techniques such as simple conductive AFM [27], surface-

potential mapping [28], and electron beam induced currents

[29], though the fully three-dimensional, directly acquired data

of ISC* and now VOC* in Figure 4 is conclusive.

It is noteworthy that qualitatively similar 3D PV data has been

reported based on quasi-VOC* imaging and tomography, ob-

tained by simply recording the magnitude and sign of currents

when biasing at the mean specimen open-circuit voltage [6] or a

similarly suitable bias [30]. According to the schematic in

Figure 1, positive currents in these cases imply a locally strong

VOC, while negative currents suggest a low VOC, as exempli-

fied by Figure S1 (Supporting Information File 1). But such

quasi-VOC
* mapping inevitably leads to conjectures based on

currents that do not inherently represent actual open circuit

conditions, and indeed should be nonlinear near zero current. In

fact, non-photovoltaic features such as purely semiconducting,

conducting, or resistive regions will appear artificially weak or

strong in quasi-VOC* imaging, as in Supporting Information

File 1, Figure S1 and [6] for current-shunting grain boundaries.

Figure 2 and Figure 4 reveal a more consistent grain boundary

response via the direct measurements. Therefore, although

quasi-VOC* mapping is simple and efficient, spurious contrast

mechanisms can mask the actual local VOC and corresponding

statistical and correlative analyses with microstructure and/or

other properties. These can only be best revealed by directly

measuring VOC*, or for even more sophisticated materials prop-

erty maps by extension of the straightforward approach

presented herein. For instance, with appropriate circuitry that

multiplies the instantaneously applied bias and the detected

photocurrent, the especially important maximum-power point

for a solar cell could be directly imaged in 2D or even 3D in

future work. This will only require the additional feedback loop

constantly adjusting and recording the probe bias to maintain

peak power instead of zero photocurrent.

Conclusion
A new AFM-based method for directly mapping the nanoscale

open-circuit potential of photovoltaics is based on a secondary

PID feedback loop configured to record local probe biases

necessary to constantly maintain open-circuit (zero photocur-

rent) conditions. In addition to protecting the specimen and

probe from high currents as in conventional I/V sweeps, the

efficiency of this single-pass approach for direct VOC* mapping

is beneficial for measurements sensitive to ambient exposure,

thermal drift, or multi-image investigations such as tomo-

graphic AFM. This is demonstrated in 2D and 3D with CdTe

polycrystalline thin-film solar cells, and correlated with effec-

tive short-circuit photocurrent mapping. Grain boundaries are

directly observed to possess low open-circuit voltages while

grain bulks exhibit widely varying short-circuit currents includ-

ing sub-granular planar features. Variations in these photo-

voltaic performance metrics are sometimes complementary but

also can be uncorrelated, as uniquely observed by overlaying

these signals. When considering their product, equivalent to the

theoretical power, profound variations are detected at the nano-

and micro-scale. Such novel SPM-based measurements can be

crucial to advancing the fundamental understanding, and ulti-

mately performance and reliability, of a wide range of photo-

sensors, photoactivated catalysts, and photovoltaics.

Supporting Information
Supporting Information File 1
Additional experimental data.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-9-171-S1.pdf]
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Abstract
In this study we investigate the influence of the operation method in Kelvin probe force microscopy (KPFM) on the measured

potential distribution. KPFM is widely used to map the nanoscale potential distribution in operating devices, e.g., in thin film tran-

sistors or on cross sections of functional solar cells. Quantitative surface potential measurements are crucial for understanding the

operation principles of functional nanostructures in these electronic devices. Nevertheless, KPFM is prone to certain imaging arti-

facts, such as crosstalk from topography or stray electric fields. Here, we compare different amplitude modulation (AM) and fre-

quency modulation (FM) KPFM methods on a reference structure consisting of an interdigitated electrode array. This structure

mimics the sample geometry in device measurements, e.g., on thin film transistors or on solar cell cross sections. In particular, we

investigate how quantitative different KPFM methods can measure a predefined externally applied voltage difference between the

electrodes. We found that generally, FM-KPFM methods provide more quantitative results that are less affected by the presence of

stray electric fields compared to AM-KPFM methods.

1809

Introduction
In this study, we compare the most commonly used amplitude

modulation (AM) and frequency modulation (FM) Kelvin probe

force microscopy (KPFM) methods under ambient conditions to

investigate how these methods can measure quantitative varia-

tions in the local contact potential difference (CPD). KPFM is a

scanning force microsopcy (SFM) method that correlates the

local electric potential landscape with local topographic infor-

mation. Thus, KPFM is ideally suited to characterize of a

variety of nanostructured semiconducting systems such as elec-

tronic devices [1] and solar cells [2].
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Figure 1: CPD line profiles of two KPFM experiments on the same cross section of a mesoscopic perovskite solar cell under short circuit conditions
with and without illumination, visualized by the red and blue line, respectively. The cell consisted of a fluorine-doped tin oxide (FTO) electrode, a
compact TiO2 electron extraction layer and a mesoscopic TiO2 layer (meso) filled with the perovskite light-absorber methylammonium lead iodide
(MAPI). The mesoscopic layer was followed by a compact MAPI capping layer, the hole transport material spiro-OMETAD and a gold electrode. Prior
to the measurement the cross section of the solar cell was polished with a focused ion beam (FIB) to minimize topographic crosstalk. The CPD line
profiles in a) were extracted from double side band frequency modulation KPFM (FM sideband) scans in single pass with VAC of 3 V [7]. The CPD
line profiles in b) were extracted from amplitude modulation KPFM (AM lift mode) scans in lift mode with a tip–sample distance of 10 nm, an oscilla-
tion amplitude of ≈80 nm and a tip voltage UAC of 1 V. Each line profile is an average of three adjacent scan lines.

To understand and improve the charge carrier generation and

extraction within a solar cell, the local potential distribution

needs to be correlated to the constituent layers of the cell.

Therefore, a high lateral resolution together with a reliable

quantification of the local potential is required. In the past,

KPFM measurements have frequently been used to image

potential distributions on cross sections of a range of different

solar cell devices, including organic [3-5], and inorganic [6] as

well as hybrid perovskite solar cells [7-15].

In the course of one of our KPFM studies on a cross section of a

perovskite solar cell under operating conditions [7] we ob-

served fundamental differences in the potential distribution

when using FM sideband KPFM as compared to AM lift mode

KPFM (Figure 1). The cell was under short circuit conditions

and could be illuminated with a white light source from the

side. Further details on the solar cell, the sample preparation

and experimental setup are given in the figure caption and in

[7].

The FM- and AM-KPFM data was collected in subsequent mea-

surements with the same cantilever on the same solar cell cross

section. However, the resolved potential distributions differed

significantly. In dark, the potential drop from FTO to gold

measured with FM-KPFM was around −0.55 V, while the

potential difference between the electrodes detected with

AM-KPFM was only −0.25 V. Furthermore, the absolute poten-

tial detected in AM-KPFM had an offset of +1 V. The most

fundamental difference in the potential distributions imaged in

FM- and AM-KPFM could be observed upon illuminating the

sample. While FM-KPFM resolved a +0.35 V increase of the

potential within the methylammonium lead iodide (MAPI)

capping layer as well as a narrow local minimum featured at the

interface of the compact and the mesoscopic TiO2 layer,

AM-KPFM detected only a slightly higher potential in the

mesoscopic TiO2 and the MAPI capping layer. The illumina-

tion-induced potential difference resolved by AM-KPFM was

less than 50 mV and no local features could be observed. Thus,

only using AM lift mode, we likely would have missed the illu-

mination induced changes in the potential distribution, which

we assigned to unbalanced charge extraction from the

perovskite layer. The absence of local features in the potential

distribution imaged with AM lift mode KPFM, the potential

offset of +1 V, as well as the reduced potential increase upon

illumination suggested that the spatial and quantitative resolu-

tion of AM lift mode KPFM was not sufficient to characterize

the potential distribution within the solar cell.

For future studies it is therefore important to know the limita-

tions of different KPFM techniques to characterize samples

most efficiently by choosing an appropriate operation mode.

Since the invention of KPFM, a vast number of studies have in-

vestigated differences in lateral and voltage resolution of AM

and FM methods. Polak et al. have investigated, how AC cou-

pling between excitation and cantilever deflection signal affects

the measured potentials in AM-KPFM [16]. Generally,

FM-KPFM is less affected by AC crosstalk artefacts, as excita-

tion and detection are performed at different frequencies. Other

influences that have been investigated were the cantilever orien-

tation with respect to a structured sample [17], the tip–sample
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distance [17-20], topographic or capacitive cross talk [19,21,22]

and the choice of frequencies. All in all, an overwhelming num-

ber of studies have reported a superior lateral resolution, both

laterally and in voltage, for FM-KPFM [18,19,23-26]. Li et al.

[19] also reported a higher sensitivity for the potential detection.

Until now, most studies comparing AM- to FM-KPFM methods

have used samples exhibiting a work function contrast

[23,24,27]. For example, Zerweck et al. have observed a superi-

or spatial and quantitative resolution of FM-KPFM as com-

pared to AM-KPFM on a gold and potassium chloride interface

in ultra-high vacuum [23]. However, such measurements are

difficult to interpret as it is unclear what the expected workfunc-

tion contrast is. This is particularly important for measurements

under ambient conditions, where adsorption layers can distort

the CPD contrast [28].

In our study we follow an idea by Ziegler et al., who investigat-

ed the potential resolution of lift mode AM- and FM-KPFM in

air [18]. The authors used a microscopic electrode that was set

on a defined external bias. Furthermore, the influence of stray

electric fields on the measured potential was investigated by

varying the background voltage on the silicon substrate. Here,

we use an array of micron-scale interdigitated electrodes on glas

with a defined potential difference applied between neigh-

boring electrodes. By investigating the pre-defined potential

difference between the electrodes, a possible influence of tip- or

sample contamination can be minimized. We furthermore inves-

tigate the influence of stray electric fields by adding a metal

electrode underneath the sample.

The goal of this work is to complement the previous compara-

tive KPFM studies by a comprehensive investigation on the

reliability of the potential mapping of five common KPFM

techniques under ambient conditions. We compare AM-KPFM

in lift mode, on the second eigenmode and off resonance, as

well as FM-KPFM with double sideband detection and hetero-

dyne FM-KPFM.

Theory
KPFM [29] utilizes a conductive SFM tip as Kelvin probe [30]

to map electrical surface potential variations on a nanometer

scale [31]. To quantify the potential difference between the tip

and a sample, the electrostatic field is enhanced by additionally

applying a voltage between tip and sample. In electrostatic force

microscopy [32], an alternating voltage UAC is applied and the

response tracked by means of a lock-in amplifier. Thereby, two

different detection methods can be used: The amplitude modu-

lation (AM) mode tracks variations in the response amplitude,

whereas frequency modulation (FM) mode tracks variations in

the cantilever’s resonance frequency, e.g., via the phase lag be-

tween excitation and response. By applying an additional DC

voltage UDC to the tip, the electrostatic force is minimized if

UDC = UCPD, where UCPD is the contact potential difference be-

tween the tip and the sample. This is the basic operation prin-

ciple of KPFM [31]. This section will introduce the operation

principles of the AM- and FM-KPFM detection modes and

discuss possible benefits and drawbacks.

Generally, UCPD describes the difference in the Fermi levels

of tip and sample (e: elemental charge), which also contains

information about an externally applied bias [18], static charges

[27] , or local electronic excitations [33]. In equilibrium, UCPD

corresponds to the difference in work functions of the tip and

the sample material.

We can calculate the electrostatic force on a SFM tip by consid-

ering the capacitance C of the gap between cantilever/tip and

the sample. From the capacitor’s energy W = 1/2 C (ΔU)2, we

can derive the electrostatic force as

(1)

with the tip–sample distance z and the potential difference be-

tween the tip and the sample ΔU = Uext − UCPD. Here, Uext is

the sum of all externally applied voltages to tip or sample. If we

keep the sample grounded and apply an external voltage to the

tip with both an alternating AC voltage and a constant bias in

the form Uext = UDC + UAC sin(ωEt), the resulting electrostatic

force can be divided into one static and two dynamic spectral

components [34]:

(2)

(3)

(4)

Equation 3 is the fundamental equation describing AM-KPFM:

When UDC = UCPD, the amplitude of the response at the angular

frequency ωE vanishes. In AM-KPFM, a feedback loop that
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minimizes the response amplitude by adjusting UDC. AM detec-

tion is ususally more prone to artifacts such cross coupling of

the AC drive signal, e.g., into the shaker piezo [21]. Further-

more, Equation 3 shows that the amplitude of the electrostatic

force is proportional to the gradient in capacitance. Colchero et

al. have shown that for most common tip/cantilever geometries

the large surface area of the tip cone and the cantilever yields a

significant contribution to the gradient in capacitance, even at

tip–sample distances of only a few nanometers [20]. This

so-called stray capacitance [35] can decrease the lateral resolu-

tion by averaging the surface potential over a larger area.

To reduce the effect of the long-ranged electrostatic interaction

of the cantilever, force gradient detection can be used

[18,20,23]. The presence of a tip–sample force field Fts(z)

causes a shift in the angular resonance frequency ω0 of the can-

tilever. For small oscillation amplitudes, the modified angular

resonance frequency  can approximately be described by

means of an effective spring constant

where k is the undisturbed spring constant of the cantilever:

(5)

Thus, an alternating voltage UAC not only causes periodic fluc-

tuations in the electrostatic force (Equation 3), but also in the

resonance frequency. The magnitude of this frequency modula-

tion is proportional to the electrostatic force gradient and

thereby to the second derivative ∂2C/∂z2 = C′′ of the capaci-

tance. Thus, FM detection is more sensitive to the electrostatic

interaction of the tip apex with the sample surface [20].

Originally, the peroiodic oscillations in Δf were directly

detected by means of a phased-locked loop in non-contact AFM

under ultrahigh vacuum conditions. An elegant way of detecting

the electrostatic frequency modulation is to use non-linear fre-

quency mixing with a mechanical cantilever oscillation at

angular frequency ωm, such as the tapping oscillation used for

the height feedback [36]. As the capacitance gradient monotoni-

cally decreases away from the surface, it will also oscillate with

frequency ωm. Thus, the capacitance gradient can be written as

a Fourier series

and the electrostatic force (Equation 1) can be written as:

(6)

By only considering Fourier coefficients up to n = 1, we can

again calculate and separate different spectral components of

the electrostatic force:

(7)

(8)

(9)

(10)

Equation 7 and Equation 8 are equivalent to the AM-KPFM-

equations Equation 3 and Equation 4. We can find the connec-

tion between the Fourier coefficient and the capacitance

gradient as a0 = 2C′ (See Supporting Information File 1 for a

formal proof). Equation 9 and Equation 10 show that electro-

static signals can also be detected at the sidebands  and

 of the mechanical oscillation at ωm. In particular,

Equation 9 also contains a factor (UDC − UCPD) in analogy to

Equation 7. This is the fundamental equation describing

FM-KPFM. In the Appendix we show that the Fourier coeffi-

cient a1 is proportional to the mechanical oscillation amplitude

and to C′′.

As C′′ is more sensitive to local tip–apex/sample interactions

[20], FM-KPFM usually leads to a superior lateral and voltage

resolution [18,19,23-26]. On the other hand, the force signal is

usually much stronger than the force gradient signal. Thus,

higher electrical drive amplitudes are usually required for

FM-KPFM that can cause other problems, such as band bending

[37].
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Methods
An overview and simplified representation of all the KPFM

methods used in this study are given in figure Figure 2.

AM-KPFM is the most commonly used method on most com-

mercial scanning probe microscopy systems, mainly due to its

easy implementation. Nevertheless, there are different ways to

operate AM-KPFM. In the simplest form, an AC voltage is

applied during normal tapping mode imaging (single scan) at a

frequency far below the first resonance ωE << ω0. We refer to

this mode as AM-KPFM off resonance (AM off res). This mode

is implemented on older AFM systems, where the auxiliary

lock-ins were limited in terms of the maximum frequency they

could measure. The biggest drawback of this method is the

lower signal-to-noise ratio (SNR) resulting from the off-reso-

nance detection. The SNR can be improved by choosing an ωE

at one of the cantilever’s eigenmodes. We refer to this mode as

AM-KPFM second eigenmode (AM 2 EM), where the topogra-

phy is measured at the first, and the CPD is measured on the

second eigenmode. Finally, in AM-KPFM lift mode (AM Lift

mode) the topography and CPD measurements are decoupled:

In a first step, a topographic contour line is recorded in tapping

mode. In a second step, the mechanical excitation is switched

off and the tip follows the same contour line shifted in z-direc-

tion by a defined lift height, typically 10–100 nm above the

sample. AM-KPFM in lift mode has the advantage that in

theory the electrostatic response is completely decoupled from

any other short-ranged forces that act on the tip during the

tapping motion. Furthermore, detecting at the first eigenmode

results in an improved SNR. At the same time, the larger

tip–sample distance reduces the lateral resolution and the image

acquisition time is a factor of two longer, since every line needs

to be scanned twice.

In FM-KPFM, the force gradient-sensitive sidebands intro-

duced in Equation 9 are used to measure the CPD. In the mode

that we refer to as FM Sideband KPFM, the frequency of elec-

trical excitation is lower than the first resonance ωE << ω0

while the detection is performed at ωm ± ωE with the mechani-

cal oscillation frequency ωm at the first resonance. To decouple

the detection of the sidebands from the mechanical carrier

signal, ωm should be sufficiently high. Nevertheless, choosing

ωm too high shifts the sidebands further away from the reso-

nance frequency, decreasing the SNR. Thus, FM sideband

KPFM typically has to be performed at higher AC voltages and/

or at low detection bandwidths, limiting the speed of the mea-

surement. In FM Heterodyne KPFM [26,38], the electrical exci-

tation is performed at ωE = ω1 − ω0, which shifts the sideband

frequency to the second eigenmode at ω1. Here, the big advan-

tage is that resonance amplifies the response without limiting

the detection bandwidth, providing an improved SNR and faster

imaging speeds [26].

Figure 2: Overview of excitation and detection frequencies for KPFM
methods used in this work. The lower part shows the transfer function
of the cantilever, amplitude plotted vs frequency. The upper part shows
excitation (arrow upwards) and detection (arrow downwards) for the
corresponding methods with the respective frequencies. Red color is
used for the topography signal and blue for the electrical excitation and
detection. The color code in the upper part corresponds to plots in the
results. Representation inspired by [26].

Experimental
We used an Asylum research MFP3D SFM in a nitrogen

glovebox (level of humidity below 1%) for all experiments. The

typical resonance frequency of the cantilevers (Bruker

Model:SCM-PIT-V2) was ≈75 kHz, spring constant of 3 N/m, a

tip radius of 25 nm and a tip height of 10 to 15 μm. The typical

length of the cantilevers was ≈225 μm, the width ≈35 μm. Tip,

tip cone and cantilever are coated with PtIr (work function

5.5 eV [39]) on both sides. The topography feedback was per-

formed with amplitude modulation (AM) on the first eigen-

mode and the oscillation amplitude was kept to approximately

40 nm for all methods. To perform the KPFM feedback, we

used a Zurich Instruments HF2LI for all methods except for

AM liftmode, where we used the implementation of the Asylum

system (NAP mode). On the Asylum system, the CPD signal re-

corded during the nap scan is applied to the tip during the to-

pography scan. Thereby, electrostatic tip–sample interaction is

minimized (Feed-forward compensation [40]). The lift height

was set to 10 nm. As we show in the wiring scheme (Figure S14

and Figure S15, Supporting Information File 1) UDC is applied

to the tip. We connected the cantilever chip with an external

wire to minimizie electrical crosstalk like reported by Polak et

al. [16]. The parameters of the measurements can be found in

Table 1. The feedback was optimized for  = 0.5 V. The test
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Table 1: Overview of methods and parameters, topography carrier in all cases is the first eigenmode of the cantilever ωt = ω0. ω1 represents the
second eigenmode of the cantilever.

Method electrical excitation electrical detection feedback UAC

AM Lift Mode ωE = ω0 ω0 X(ω0) = min 1 V
AM 2 EM ωE = ω1 ω1 X(ω1) = min 1 V
AM Off Res ω0>> ωE = 10 kHz ωE X(ωE) = min 1 V
FM Sideband ω0 >> ωE = 1.5 kHz ω0 ± ωE X(ω0 + ωE) − X(ω0 − ωE) 2 V
FM Heterodyne ωE = ω1 − ω0 ω1 X(ω1) = min 1 V

structure was based on an interdigitated electrode array (IDA-Pt

2 μm by ALS, Japan). The pitch of the 90 nm thick platinum

electrodes is 4 μm, the width of the electrodes is 2 μm and the

length 2 mm. The electrode array consists of 65 pairs of elec-

trodes. According to ALS-Japan the electrodes are made of pure

platinum with a work function of 5.7 eV [41]. The electrodes

are embedded into the glass substrate and therefore offer a low

resistance while keeping the topography variations below

≈50 nm, minimizing the effect of topographic cross talk. To

further eliminate the influence of variations in the work func-

tion between the electrodes and on the tip, we applied a defined

voltage between the electrodes and only considered the poten-

tial difference between neighboring electrodes. Thus, the

measured potential difference is not influenced by contamina-

tion of the surface, the tip or local changes in the materials. To

minimize the influence of potential variations along the elec-

trodes we furthermore disabled the slow scan axis during the

measurements. To study the effect of stray fields, aluminum foil

was placed under the substrate of the electrode array, where we

could apply an external voltage of 200 V. To show that KPFM

operates in a linear regime (Equation 19) we recorded bias spec-

troscopy sweeps prior to every measurement (Figure S1 and

Figure S2, Supporting Information File 1).

Results and Discussion
We performed the first measurement in the center of the elec-

trode structure (Figure 3) at a position, where the entire length

of the cantilever was positioned over the electrode array. The

cantilever was placed perpendicular to the electode stripes. This

arrangement mimics both the stray field and the potential distri-

bution of flat electronic devices like field effect transistors.

Every second electrode on the interdigitated array was grounded

(Figure 3)  = 0 V, while on the other electrodes the

external potential  was varied from −3 V to 3 V. Ideally,

the KPFM would measure the full potential difference between

neighboring electrodes . To visualize

deviations form this ideal outcome, we plotted the deviation

of the measured voltage  from the exter-

nally applied voltage  as function of 

(Figure 4). Examples for crossectional potential of the interdigi-

tated electrode array can be found in Figure S3, Figure S4,

Figure 3: Sketch of the setup as well as marking scheme of elec-
trodes on the edge. Uext represents the electrical excitation applied to
the cantilever, Upot the potential applied to the electrodes.

Figure 4: Comparison of the deviation of the measured potential differ-
ence from the applied potential plotted against the applied potential for
AM (warm colors) and FM (cool colors), black represents an ideal
measurement. Inset in the lower right visualizes the fraction of the
potential captured by the respective method. Legend in the upper left
shows the offset in brackets. Data shown captured in the middle of the
electrode structure without an additional electrostatic force.

Figure S5 in Supporting Information File 1. Displayed in black

is an ideal curve together with the potentials measured with the

three AM-KPFM methods (red, orange and yellow) and the two

FM-KPFM methods (blue and turquoise). Any positive slope in

these graphs indicates that the measured potential was lower

than . To which fraction the external voltage was captured



Beilstein J. Nanotechnol. 2018, 9, 1809–1819.

1815

Figure 5: Comparison of the deviation of the measured potential difference from the applied potential plotted against the applied potential for AM
(warm colors) and FM (cool colors), black represents an ideal measurement. Insert in the lower right visualizes the fraction of the potential captured
by the respective method. Legend in the upper left shows the offset in brackets. Data shown captured on the electrodes 1/2 (left) and 3/4 (right) of the
electrode structure without an additional electrostatic force.

is shown in the inset on the lower right of Figure 4. The offset

in the brackets of the legend indicate the offset of the fit.

For the FM Heterodyne KPFM measurement, 99% of the poten-

tial difference was captured, which is the closest to the ideal

measurement in this set of experiments. With FM Sideband

KPFM 96% of the potential difference was captured.

AM-KPFM on the second eigenmode captured 87% of the

potential difference, which is the most accurate measurement

obtained with AM-KPFM. This matches the expectation since

this method utilizes the resonance enhancement. AM off reso-

nance captured 82% of the potential difference, while AM lift

mode only captured 57% of the potential difference. The huge

deviation of AM lift mode could be caused by averaging.

Lifting the tip up increases the contribution of the cantilever to

the electrostatic force [20]. The large surface area of the cantile-

ver leads to an averaging of the surface potential and therefore

the measured potential difference is lower. The small vertical

offsets in the fits could be caused by a small offset in the

voltage source or by electrostatic cross talk (see discussion later

in the manuscript). Nevertheless, with values <20 mV, these

offsets are on the order of the experimental error.

The next measurement was performed close to edge of the

model electrode structure at a position, where the entire length

of the cantilever was over the glas substrate. This geometry is

chosen to mimic the experimental situation when measuring on

a device cross section. In this geometry, the cantilever is inter-

acting with an insulating surface instead of the electrode struc-

ture. Due to this break in symmetry, we observed different

results for the first two electrodes (Figure 5 left) as compared to

following two electrodes (Figure 5 right).

As in the measurement in the center of the structure, the

FM-KPFM methods captured more than 95% of the potential

difference. The AM-KPFM modes showed a slightly better per-

formance with AM lift mode capturing 68% of the potential

difference. Nevertheless, we noted that the AM 2 EM and AM

lift mode curves were vertically shifted by +56 mV and

−95 mV, respectively (vertical offsets are given in brackets in

the figure legends). The offsets observed with the other KPFM

modes and in all measurements at the center of the device were

within the experimental error. The offsets measured on the first

two electrodes were larger than the offsets on the following two

electrodes (Figure 5 right). The observation that this offset only

appeared in AM-KPFM modes and that it was stronger closer to

the edge of the structure suggests that an additional electro-

static force from the insulating substrate (i.e., a stray field) was

acting on the cantilever. This electrostatic force can for exam-

ple arise from static charges on the glass surface [6].

To test the hypothesis of stray fields causing the offsets, we in-

duced an artificial stray field by placing the substrate on a piece

of aluminum foil and applying a voltage of 200 V with respect

to the grounded electrode. We then repeated the experiments in

the center and at the edge of the electrode structure. The mea-

surement in the center of the electrode structure did not show

significant changes compared to the measurement without stray
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Figure 6: Comparison of the deviation of the measured potential difference from the applied potential plotted against the applied potential for AM
(warm colors) and FM (cool colors), black represents an ideal measurement. Insert in the lower right visualizes the fraction of the potential captured
by the respective method. Legend in the upper left shows the offset in brackets. Data shown captured on the electrodes 1/2 (left) and 3/4 (right) of the
electrode structure with an additional electrostatic force.

field (not shown). However, the measurements at the edge of

the electrode showed significant deviations (electrode 1/2:

Figure 6 (left) and electrode 3/4: Figure 6 (right)). Whereas the

FM modes still measured more than 97% of the applied poten-

tial with offsets of less than 25 mV, the AM measurements

showed large deviations with offsets of up to 706 mV (AM lift

mode). The offsets decreased, e.g., to to 500 mV in AM lift

mode, on the next two electrodes 3/4 (Figure 6 (right)).

Since a grounded reference structure is not always available or

the work function of the structures is of interest, we investigat-

ed the absolute value of the measured potential, as well. The

absolute measured potential on the biased electrode is plotted

against the applied potential and shown for the most extreme

cases: in the center of the structure and on the outer most elec-

trodes. In the center of the structure and in the absence of a

stray field, the CPD varied from −220 mV to −148 mV

(Figure 7 (left)). Such variations can be due to local changes in

the CPD caused by contamination of the tip or variations in the

surface as well as remaining charges in the substrate surround-

ing the electrodes.

On the edge of the electrode structure, the measured CPD in-

creased to up to 840 mV (Figure 7 (right)). These significant de-

viations are most likely enhanced by stray fields from the glass

substrate. In the presence of the artificial stray field caused by

the aluminum electrode underneath the substrate, the measured

CPD further increased to up to 4.7 V (AM lift mode, Figure 8).

Generally, the offsets in CPD were much higher in the

AM-KPFM modes compared to the FM-KPFM modes, where

the maximum deviation was 250 mV (FM Heterodyne). It is

interesting to note that methods operating on the first eigen-

mode or at frequencies below exhibited a positive offset while

for the detection on the second eigenmode, the offset was nega-

tive. This could be connected to the way the different motion

patterns of the cantilevers fundamental and second eigenmode

interact with the substrate [42]. Thereby, a position-dependent

sensitivity to stray fields along the cantilever could lead to a

changed overall response, depending on which eigenmode is

used for the electrostatic detection. The origin of this effect

could be elucidated by numerical simulations, which is beyond

the scope of this work.

Conclusion
Our results show that generally, FM-KPFM methods provide

more quantitative and reliable results. For all experiments,

FM-KPFM measured more than 96% of the externally applied

potential difference, even in the presence of a strong stray elec-

tric field. Due to the stronger contribution of the cantilever on

the measured surface potentials in AM-KPFM, the exposure of

the cantilever to a stray electric field had a strong impact both

on the potential difference and on the absolute potential.

With these new results, we now understand the differences in

the potential distributions on the perovskite solar cell cross

section that we presented in the introduction: The lower contrast
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Figure 7: Comparison of the absolute measured potential plotted against the applied potential for AM (warm colors) and FM (cool colors). Legend in
the upper left shows the measured CPD at 0 V applied voltage in brackets. Data shown captured in the middle of the electrode structure (left) and on
the outer most electrodes (1/2) (right) without an additional electrostatic force.

Figure 8: Comparison of the absolute measured potential plotted
against the applied potential for AM(warm colors) and FM(cool colors).
Legend in the upper left shows the measured CPD at 0 V applied
voltage. Data shown captured on the outer most electrodes (1/2) of the
electrode structure with an additional electrostatic force.

in the lift mode AM-KPFM image and the shift in the absolute

potential as compared to the FM sideband KPFM measurement

can be explained by the stronger lateral averaging of the

AM-KPFM in lift mode and the presence of a stray electric

field. Such a field could originate from gallium ions deposited

into the glass substrate during the focused ion beam polishing of

the cross section.

Our general recommendation for quantitative device measure-

ments is therefore to use FM-KPFM methods, not only because

they gave the most accurate relative potential values but also

more reliable absolute potential values. In our study, FM

heterodyne KPFM [26] had the best performance, capturing

99% of the potential difference in all measurements even in the

presence of strong stray fields. In addition, FM heterodyne mea-

surements can be performed at higher detection bandwidth com-

pared to FM sideband measurements, making the method much

faster. If limited to AM methods, we recommend using reso-

nance enhanced detection, such as AM-KPFM on the second

eigenmode. AM lift mode, however, is not recommended, since

it was the least quantitative method and was most strongly

affected by stray electric fields. In any case, when using

AM-KPFM, it is crucial to reduce the impact of stray fields and

electrostatics e.g. by using a ionizing air blower. These consid-

erations are crucial for reliable quantitative and reproducible

device measurements.

Appendix
Connection between sideband amplitudes
and force gradient
The Fourier coefficients an for the capacitance gradient 

can be written as

(11)
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with the oscillation period . Please note that we

can use only a cosine term when we phase-shift z(t) in a way

that it is symmetric around t = 0. Equation 11 is valid for any

periodic z(t), so it is also valid for a distorted cantilever motion

when the tip is interacting with the surface.

To find the connection between the Fourier coefficients and

higher order capacitance derivatives, we can additionally

expand C′ in a Taylor series around z0 = 0

(12)

By combining the Taylor expansion until k = 1 with

Equation 11, we can calculate the first Fourier coefficients as:

(13)

(14)

The second addend in Equation 13 becomes zero because z(t) is

symmetric around t = 0. This proves that the AM-KPFM Equa-

tion 3 is equivalent to Equation 9. For the second Fourier coeffi-

cient we get:

(15)

(16)

With a constant b ≠ 0. Here, the first addend becomes zero

because cos(ωmt) is symmetric around t = 0. For a non-distort-

ed cantilever motion with amplitude Am and z(t) = Am cos(ωmt),

we obtain

(17)

(18)

Thus, the sideband Equation 9 becomes:

(19)

Thus, the sideband amplitude is proportional to the second de-

rivative of the tip/cantilever-sample capacitance and the carrier

amplitude Am.
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Abstract
In recent years, the investigation of the complex interplay between the nanostructure and photo-transport mechanisms has become

of crucial importance for the development of many emerging photovoltaic technologies. In this context, Kelvin probe force micros-

copy under frequency-modulated excitation has emerged as a useful technique for probing photo-carrier dynamics and gaining

access to carrier lifetime at the nanoscale in a wide range of photovoltaic materials. However, some aspects about the data interpre-

tation of techniques based on this approach are still the subject of debate, for example, the plausible presence of capacitance arti-

facts. Special attention shall also be given to the mathematical model used in the data-fitting process as it constitutes a determining

aspect in the calculation of time constants. Here, we propose and demonstrate an automatic numerical simulation routine that

enables to predict the behavior of spectroscopy curves of the average surface photovoltage as a function of a frequency-modulated

excitation source in photovoltaic materials, enabling to compare simulations and experimental results. We describe the general

aspects of this simulation routine and we compare it against experimental results previously obtained using single-point Kelvin

probe force microscopy under frequency-modulated excitation over a silicon nanocrystal solar cell, as well as against results ob-

tained by intensity-modulated scanning Kelvin probe microscopy over a polymer/fullerene bulk heterojunction device. Moreover,

we show how this simulation routine can complement experimental results as additional information about the photo-carrier dynam-

ics of the sample can be gained via the numerical analysis.

1834

Introduction
In the past decade, the nanoscale investigation of materials

properties has captured the attention of the scientific commu-

nity, partially due to its crucial importance in the improvement

of photovoltaic devices [1,2]. Carrier lifetime, or more broadly

speaking, photo-carrier dynamics is one of the most interesting

parameters to study at the local scale. To date, various ques-
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tions regarding the interplay between photo-carrier dynamics

and structuration of materials remain unanswered, and it is not

clear how it affects performances in some emerging photo-

voltaic technologies.

In this context, few teams around the world have recently began

to develop time-resolved scanning probe microscopies (SPM)

techniques, aimed at addressing the photo-carrier dynamics at

the local scale in photoactive materials and devices. At this

point, Kelvin probe force microscopy (KPFM) emerged as a

useful technique that, when implemented under frequency-

modulated excitation, can be used to investigate the surface

photovoltage decay, thus providing access to the photo-carrier

dynamics [3-11].

A common aspect among all KPFM frequency-modulated spec-

troscopy techniques is that in order to extract time constants as-

sociated to photo-physical processes, a mathematical fit proce-

dure is usually implemented. It is evident that the mathematical

model used in the fit procedure constitutes a determining aspect

in the calculation of time constants. Hence, there is a need to

define methods that could check the validity of the mathemat-

ical assumptions. This led us to develop a simulation routine

that enables to predict the behavior of spectroscopy curves of

the average photovoltage as a function of a frequency-modu-

lated excitation source in photovoltaic materials.

In this paper, we describe the general aspects of this simulation

routine, and we compare it against experimental results from a

previous work were single-point Kelvin probe force microsco-

py under frequency-modulated illumination (FMI-KPFM) was

implemented over a silicon nanocrystal solar cell [3]. Analo-

gously, we compare the simulation routine against the results

obtained by intensity-modulated scanning Kelvin probe micros-

copy on a polymer/fullerene bulk heterojunction device as

presented by Shao and co-workers [4]. The outcome of these

comparisons did not only provide additional evidence support-

ing results obtained using the abovementioned techniques as

simulations displayed a good agreement with experimental

measurements. It also revealed that the simulation routine can

complement experimental results as additional information

about the photo-carrier dynamics of the sample can be gained

through numerical analysis.

Experimental
Photo-carrier generation is a process that takes place in semi-

conductor materials when electron–hole pairs (positive and

negative polarons in the case of organic photovoltaics) are

created by exciting an electron from the valence band to the

conduction band (π-electrons from the highest occupied molec-

ular orbital of the molecule to the lowest unoccupied molecular

Figure 1: FMI-KPFM working principle: Averaged time-integral values
of the instantaneous photovoltage are acquired as a function of the ex-
citation-modulation frequency. SPV decay time constants are calcu-
lated upon a mathematical fit of this curve. In FMI-KPFM, images of
the SPV decay time constant can be acquired by simultaneously per-
forming this protocol over multiples points on a pre-defined grid area
over the sample [3-6].

orbital in the case of organic photovoltaics), thus leaving a hole

behind that can be considered as a positive charge. Recombina-

tion is the opposed process where negative and positive charges

recombine and are annihilated.

In both cases, when the system is supplied with additional

energy, i.e., through photon absorption, additional carriers are

generated. In photovoltaic devices, an open-circuit voltage

(VOC) appears when carriers are photo-generated. In the same

way, carrier recombination occurs when the extra energy is no

longer supplied to the system and VOC decays until the charge

equilibrium state is reached.

The surface photovoltage (SPV), which can be seen as a local

measurement of VOC in semiconductors [12], has been studied

using KPFM under modulated illumination. Indeed, the investi-

gation of the SPV evolution as a function of a frequency-modu-

lated excitation source can be used to access the photo-carrier

dynamics in organic, inorganic and hybrid semiconductors

[3-9,13]. In short, as depicted in Figure 1, FMI-KPFM consist

of the measurement of a surface photovoltage by KPFM (time

response between a few milliseconds and a few hundreds of

milleseconds) under frequency-modulated excitation (light

source, electrical bias), yielding an averaged time-integral value

of the instantaneous photovoltage. One can obtain a spectrosco-

py curve of the average surface photovoltage (SPVAV) by

sweeping the excitation source modulation frequency. The spec-

troscopy curve is then fitted using mathematical models that

enable one to determine the time constant(s) associated to the

measured SPV dynamics. One of the advantages of FMI-KPFM

compared to similar techniques is that in FMI-KPFM, images of
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the SPV decay time constant can be acquired by simultaneous-

ly performing the above describe protocol over multiples points

on a pre-defined grid area over the sample. However, in the

following, the discussion of FMI-KPFM results will turn around

single-point measurements.

For the most part, techniques based on this approach do not take

into account the built-up time of the SPV, which is the time

needed for the surface photovoltage to appear in the first place.

This time is associated with the exciton generation, charge

dissociation and charge transport along the material so that a

photo-generated surface potential can be detected using KPFM.

Indeed, in some cases, depending on the material and the excita-

tion intensity, this time can be approximated to zero as the SPV

built-up is usually much faster than the SPV decay. However,

we will see below that taking into account a non-zero SPV

built-up time can modify the interpretation of the spectroscopy

curves and, thus, the estimation of the SPV time constants. Here

we highlight that the SPV built-up time can be physically inter-

preted in different ways depending on the sample and the

photo-generation mechanism. In inorganic silicon samples for

instance, this time constant can be attributed to the effective

time needed for exciton generation, dissociation and carrier sep-

aration. On the other hand, in the case of some organic photo-

voltaic (OPV) samples, the SPV built-up time can be attributed

to the effective time needed to fill lower energy states (traps). In

a more general way, it can be stated that the SPV built-up time

is closely related to the carrier diffusion length within each par-

ticular material.

In a previous work [1], we implemented a single exponential

decay model to fit the spectroscopy curves acquired over a

silicon nanocrystal solar cell. In the following, using a novel

automated numerical analysis routine, we verify the validity of

the model by checking the self-consistency of the previously

obtained results via the comparison of measured data, mathe-

matical fit and simulations.

In a first approach, an exponential function can be used to

describe the built-up and decay of the SPV in photoactive mate-

rials [3-6,8]. Under this premise, we can model the SPV behav-

ior of a photovoltaic material under modulated excitation as a

function of the time for both the built-up and decay in the

following way for the case of a single SPV built-up and decay

time constant (Equation 1 and Equation 2) and for a more

general case with k build-up and l decay time constants (Equa-

tion 3 and Equation 4):

(1)

(2)

(3)

(4)

Here, p is the time duration of the excitation pulse, i is the dura-

tion of time between the pulses, τb is the time constant associat-

ed to SPV built-up, and τd is the time constant associated to

SPV decay.

Here, the number of build-up and decay time constants can be

determined in advance from accessible literature by taking to

account the type and properties of materials, e.g., doping level

and type, defects concentration and gap energy. Types of

recombination mechanisms for silicon can be found in [14].

Using Equation 1 and Equation 2 we can numerically model the

normalized magnitude of the instant SPV as a function of the

time for different excitation modulation conditions (Figure 2a).

In other words, we can access the normalized magnitude of the

instant SPV at any given point in time for any given modula-

tion frequency. Depending on the imposed modulation frequen-

cy value, a quasi-steady-state condition is reached after a certain

number of excitation pulses, indicating that the equilibrium

state of charges was reached. Once this condition is attained, we

calculate the average value of the normalized SPV through inte-

gration. By performing this calculation at different modulation

frequencies we can then plot the evolution of the normalized av-

erage surface photovoltage magnitude as a function of the exci-

tation modulation frequency as depicted in Figure 2b. A

custom-written software (SPECTY) implementing this routine

was separately developed using the SCILAB open source

coding tool and the batch processing options of OriginPro soft-

ware (OriginLab Corp.) yielding the same results.

While both the syntax and the philosophy of the SCILAB open

source coding tool and the batch processing options of Orig-

inPro software are different, in both coding environments

SPECTY is structured in a similar way. Figure 3 depicts the

software flowchart detailing the algorithm used in the per-

formed simulations. As depicted in this figure, upon the intro-

duction of the simulation input parameters (SPV decay and
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Figure 2: SPECTY working principle: (a) SPV built-up and decay are modeled using Equation 1 and Equation 2 respectively. (b) A quasi-steady-state
condition is reached after a certain number of excitation pulses. At this moment the average value of the normalized SPV is calculated. Performing
this calculation at different modulation frequencies allows one to plot the evolution of the normalized average surface photovoltage magnitude as a
function of the excitation modulation frequency.

Figure 3: SPECTY’s algorithm flowchart. When a quasi-steady-state condition is reached, the average value of the normalized surface potential (VAV)
is calculated.
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built-up time constants along with the duty ratio and the range

of frequencies), the software applies Equation 1 to find the

attained value of the surface photovoltage just at the end of the

illumination period (called “s” in Figure 3), then in a similar

way, the software uses Equation 2 to find the attained value of

the surface photovoltage after photo-carrier recombination

during the “in-dark” period (called “r” in Figure 3). This

process is repeated until two consecutive “s” and “r” points

have the same value, which means that the quasi-steady-state

condition was reached. Then, the average value of the last two

pulses is calculated and stored in the form of a vector. At the

end of the for loop, this vector is plotted yielding the spectros-

copy curve VAV(f).

Results and Discussion
Using SPECTY we can now verify the validity of the mathe-

matical model used in a previous work, where the minority-

carrier lifetime in a silicon nanocrystal solar cell was obtained

by KPFM spectroscopy under frequency-modulated light illu-

mination [3]. This can be done by fixing the SPV decay time in

the numerical simulation to the value predicted by the mathe-

matical fit used on that occasion and comparing the correspon-

dence between the spectroscopy curve resulting from the mathe-

matical fit and the data points obtained from the numerical

simulation.

In [3], minority-carrier lifetime values were calculated through

a mathematical fit procedure derived from previous publica-

tions [5] using the following expression:

(5)

where D is the modulation duty ratio, f is the modulation fre-

quency of the light, (ΔVAV/ΔVmax) is the ratio between the

time-averaged surface potential and the surface photovoltage at

saturation, and τ is the minority-carrier lifetime.

Figure 4 shows the spectroscopy curve resulting from the math-

ematical fit from which the minority-carrier lifetime was

extracted in a silicon nanocrystal solar cell after H-passivation

along with the measured data points as presented in [3] together

with the simulated data points. For the numerical simulation,

τd was fixed at 70 µs (to match the value predicted by the

mathematical fit), τb was fixed at 1 µs, but similar results were

obtained using shorter values. On the other hand, the use of

τb > 1 μs yields simulated data points that no longer follow the

mathematical fit curve (green and gray squares in Figure 4).

Both p and i were chosen to match the experimental parameters

used in [3].

Figure 4: Comparison between spectroscopy curve obtained through
the mathematical fit, measured data points and data points obtained by
numerical simulations using τb = 1, 10 and 20 μs. The data points was
taken from Figure 4 of [3].

In Figure 4 we observe a full correspondence between the math-

ematical fit applied to the minority-carrier lifetime in the silicon

nanocrystal solar cell after H-passivation and the numerically

simulated data points (τb = 1 μs). In addition, this routine

provides additional information about the SPV built-up time

constant, as it shall be 1 µs at most so that the simulation agrees

with the measured data points as shown in Figure 4. This infor-

mation would not otherwise be accessible solely from the math-

ematical fit used in our previous paper [3]. Moreover, this time

constant value strongly agrees with previous reports of the time

scale of photo-generation and electron–hole pair separation in

other silicon samples [9,15,16].

Additionally, SPECTY can provide graphic representations of

how the SPV as a function of the time evolves with the modula-

tion frequency as shown in Figure 5.

Information about the evolution of SPVAV as a function of the

number of excitation cycles can also be accessed via the simula-

tion routine as depicted in Figure 6. In fact, as described above,

depending on the value of the imposed modulation frequency, a

quasi-steady-state condition is reached after a certain number of

excitation pulses (charge equilibrium). In Figure 6 we note that

as expected, the higher the modulation frequency is the more

illumination cycles are needed to attain the charge-equilibrium

state. Nonetheless, we stress that even though more cycles are

needed to attain this condition, in terms of time it remains negli-

gible compared to the KPFM integration time.

After having demonstrated how to apply the numerical analysis

routine in single-point FMI-KPFM results obtained over a

silicon nanocrystal solar cell, we now turn to the analysis of
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Figure 5: Simulated SPV as a function of the time for different excita-
tion modulation frequencies, the red lines indicate the average SPV
value for each modulation condition. Modulation frequencies:
a) 100 Hz, b) 2 kHz, c) 30 kHz, and d) 200 kHz.

Figure 6: Simulated SPVAV as a function of the number of excitation
cycles for different excitation modulation frequencies. From top to
bottom: 100 kHz, 600 kHz and 3 MHz. The simulation at 100 kHz
includes the SPV instant value oscillation as depicted by the red
dashed line. The graphs depicting the results from simulations at
600 kHz and 3 MHz were zoomed-in so that the convergence process
can be noticed.

results obtained by intensity-modulated scanning Kelvin probe

microscopy over a polymer/fullerene bulk heterojunction device

as presented by Shao and co-workers [4].

As stated above, SPECTY can be useful in the analysis of

results obtained by several frequency-modulated KPFM tech-

niques. Intensity-modulated scanning Kelvin probe microscopy

is a technique that allows one to study the surface photovoltage

decay on sub-millisecond time scales in photovoltaic materials.
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This technique [4], was used to measure the local photo-carrier

lifetime over a region of a PCDTBT/PC71BM bulk heterojunc-

tion sample that had either 2,6-difluorobenzylphosphonic acid

(oF2BnPA) or pentafluorobenzylphosphonic acid (F5BnPA)

underneath. In this work it was found that the characteristic

photo-carrier lifetime was about two times faster for oF2BnPA

than for F5BnPA regions at a given light intensity as the charac-

teristic photo-carrier lifetime values extracted from the raw data

were 0.51 ms and 1.1 ms, respectively. In the work of Shao and

co-workers, a stretched exponential function was used in the fit

procedure to describe the dispersive kinetics nature of the SPV

decay where the lifetime changes with time.

In the following, using same data, as extracted from Figure 8 of

[4], we propose instead, the use of exponential functions includ-

ing a non-zero SPV built-up time to simulate the resulting aver-

age surface photovoltage spectroscopy curves for F5BnPA and

oF2BnPA regions.

Figure 7 shows different simulated surface photovoltage spec-

troscopy curves for the F5BnPA region. Based on the analysis

of this figure, it can be suggested that the inclusion of a non-

zero SPV built-up time demands the use of a shorter SPV decay

time as input parameter to the simulation (compared to the

1.1 ms found using a stretched exponential function for fitting

purposes), as well as a SPV built-up time ≤2 µs in order to

simulate a surface photovoltage spectroscopy curve that passes

through the data points with minimum deviation. Similar results

were obtained for the oF2BnPA region (not shown).

Figure 7: Simulated surface photovoltage spectroscopy curves of the
F5BnPA region for different SPV built-up and decay input parameters.
Experimental data was extracted from Figure 8 of [4].

Figure 8 displays the best obtained result of the simulated aver-

age surface photovoltage spectroscopy curves and the measured

data points for both F5BnPA and oF2BnPA regions. The spec-

troscopy curves presented in Figure 8 were obtained with

SPECTY using τd = 68.1 μs and τb = 1 μs for the oF2BnPA

region, and τd = 158.2 μs and τb = 2 μs for the F5BnPA region

as input parameters, in both cases p and i were chosen to match

the experimental parameters used in [4].

Figure 8: Time-averaged surface photovoltage measured at different
modulating frequencies with intensity-modulated scanning Kelvin
probe microscopy. Blue and green dots are experimental data for the
oF2BnPA and F5BnPA areas, respectively. Blue and green lines are
best obtained results of the simulated average surface photovoltage
spectroscopy curves obtained with SPECTY using τd = 68.1 μs and
τb = 1 μs for the oF2BnPA region, and τd = 158.2 μs and τb = 2 μs for
the F5BnPA region as input parameters. Experimental data points
were taken from Figure 8 of [4].

While the simulated results presented in Figure 8 resemble

those from [4], we nonetheless note that the adjustment level of

the simulated curves to the data points does not allow to conclu-

sively claim that estimated SPV time constants are indeed

representing the photo-carrier dynamics of the sample. Indeed,

it would appear that simulated curves tend to increase even

further for higher frequencies while the experimental points

reach a plateau, this suggest that more complex photo-carrier

dynamics are governing the SPV behavior of the sample, as it is

the case for instance for OPV samples exhibiting a high density

of low-energy states (traps).

Nonetheless, we stress that even if the calculated photo-carrier

lifetime values do not fully agree with those reported in [4], the

ratio between the calculated photo-carrier lifetime in F5BnPA

and oF2BnPA regions remains the same (the characteristic

carrier lifetimes of oF2BnPA are about half than those of

F5BnPA).

Moreover, even if the results in Figure 8 are not entirely conclu-

sive, the measured time scales for the SPV dynamics do seem to

agree relatively well with the results of macroscopic transient

experiments over similar samples [17]. However, the discrep-



Beilstein J. Nanotechnol. 2018, 9, 1834–1843.

1841

ancy between these results in the microsecond range and those

reported previously in the millisecond range, opens a debate

around whether the measured intensity-modulated scanning

Kelvin probe microscopy data should be analyzed using

stretched exponentials with a certain stretching exponent to

describe the dispersive kinetics where the lifetime changes with

time, or rather use an exponential function that accounts for a

non-zero surface photovoltage built-up time.

While there is no short answer to this question, here we high-

light that when using stretched exponentials in order to take into

account the dispersive kinetics present in the sample, the stretch

exponents lie between 0 and 1 [18-21]. However, in [4] the

stretching exponent that best fits the results is greater than 1.

This inconsistency put some constrains on the interpretation of

the calculated photo-carrier time constants.

In order to determine which mathematical model describes best

the physical phenomena occurring in the sample upon photo-

carrier generation, an experimental protocol is proposed here-

after. Measuring the contact potential difference (CPD) under

continuous wave illumination (or DC bias excitation) can give

us the magnitude of the average potential that we should detect

for the highest modulation frequency if the SPV built-up time

can be approximated to zero. In this scenario, data can be fitted

assuming τb = 0. On the other hand, if the average potential

measured for the highest modulation frequency, is below the

CPD under continuous wave excitation previously registered, a

non-zero SPV built-up time needs to be assumed.

To demonstrate this, a new FMI-KPFM acquisition protocol

was developed, in which both the CPD under continuous wave

excitation and the SPVAV spectroscopy curve can be simulta-

neously acquired at each point of the sample. Indeed, by

applying a continuous wave excitation pulse to the sample, prior

to the acquisition of the SPVAV spectroscopy curve, it becomes

possible to measure values of both the CPD in dark conditions

and under continuous wave illumination.

Figure 9 shows an example of the obtained result when imple-

menting this protocol over a nano-phase segregated PDBSTQx/

PC71BM blend with amplitude modulation FMI-KPFM. In this

case, the sample was optically excited using a green (515 nm)

PhoxXplus module from OmicronLaserage GmbH (rise and fall

times <1.5 ns in digital modulation mode) with a peak output

power of 50 mW/cm2. Modulation frequencies were swept from

few tens of hertz to 10 kHz with a 10% duty ratio. We high-

light that this sample was previously investigated by our group

in an earlier work [6]. However, its photo-physical properties

evolved after near 20 months of storage time under UHV condi-

tions.

Figure 9: Data obtained from the implementation of the proposed FMI-
KPFM protocol for the simultaneous acquisition of the CPD under con-
tinuous wave excitation and under dark conditions, along with the
SPVAV spectroscopy curve. VDark corresponds to the in-dark surface
potential and VLight is the surface photovoltage measured under con-
tinuous wave illumination.

As it can be seen from Figure 9, the magnitude of the CPD

measured under continuous wave illumination is higher than the

average potential measured at the highest modulation frequen-

cy. As mentioned before, in this scenario we propose that a non-

zero SPV built-up time shall be accounted for. To do so, firstly

the normalized SPVAV spectroscopy curve is extracted as

shown in Figure 10. As a first step, we fitted this SPVAV spec-

troscopy curve using the following equations derived from a

previous work to estimate separately the SPV decay time con-

stant τd and also τd together with a non-zero SPV built-up time

constant τb [4]:

(6)

(7)

In these expressions VDark is the in-dark surface potential, VLight

the surface photovoltage measured under continuous wave illu-
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mination, τd the SPV decay time, f is the modulation frequency

and D is the illumination duty ratio. Note that Equation 6 does

not take into account a non-zero SPV built-up time, in contrast

to Equation 7. In both expressions VDark and VLight are known

values that can be set constant in the fit procedure.

Figure 10: Comparison between curves: Mathematical fit (red and
green lines) and simulated SPVAV curve (blue line). The improved
adjustment of the simulated SPVAV curve compared to the mathemat-
ical fit is attributed to the inclusion of a non-zero SPV built-up time.

In Figure 10, the results of the fit procedures are shown (red and

green lines). Although a SPV decay time within the expected

range is calculated (ca. 12 ms), the fits exhibit large deviations

from the data points. In turn, if we use SPECTY to model the

SPVAV spectroscopy curve including the use of a non-zero SPV

built-up time, the resulting curve (blue line) presents an im-

proved adjustment to the data points, suggesting that indeed,

using SPECTY leads to a more accurate estimation of the SPV

photo-carrier dynamics.

As in Figure 8, the blue line in Figure 10 displays the best ob-

tained result of the simulated average surface photovoltage

spectroscopy curve over the measured data points using using

τd = 14.48 ms and τb = 0.25 ms. However, it is worth mention-

ing that while the simulated curve seems to better describe the

data set than the mathematical fit, all estimations yield similar

SPV decay times.

Conclusion
In summary, we proposed and demonstrated a novel automatic

numerical simulation routine that enables the simulation of

spectroscopy curves of the average surface photovoltage during

the frequency-modulated excitation of photovoltaic materials,

provided that the values of the time constants of the SPV dy-

namics are specified as set-up parameters in the software.

We implemented this routine to check calculated time constants

associated to the minority-carrier lifetime obtained with single-

point FMI-KPFM on a silicon nanocrystal solar cell. The ob-

tained results were not only confirmed by the numerical analy-

sis, but additional information about the photo-carrier dynam-

ics was found, which otherwise would not be accessible solely

from the mathematical fit of the measured data.

We also implemented a numerical simulation routine to check

the pertinence of the mathematical model used in intensity-

modulated scanning Kelvin probe microscopy measurements of

a polymer/fullerene bulk heterojunction device. The output of

this analysis led us to propose and demonstrate an experimental

protocol for FMI-KPFM and related techniques, intended to

help choosing the most adequate mathematical model for a

given data set based on the nature of the SPV built-up time.
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Abstract
The nanoscale morphology of photoactive hybrid heterojunctions plays a key role in the performances of hybrid solar cells. In this

work, the heterojunctions consist of a nanocolumnar TiO2 surface covalently grafted with a monolayer of poly(3-hexylthiophene)

(P3HT) functionalized with carboxylic groups (–COOH). Through a joint analysis of the photovoltaic properties at the nanoscale by

photoconductive-AFM (PC-AFM) and surface photovoltage imaging, we investigated the physical mechanisms taking place locally

during the photovoltaic process and the correlation to the nanoscale morphology. A down-shift of the vacuum level of the TiO2 sur-

face upon grafting was measured by Kelvin probe force microscopy (KPFM), evidencing the formation of a dipole at the

TiO2/P3HT-COOH interface. Upon in situ illumination, a positive photovoltage was observed as a result of the accumulation of

photogenerated holes in the P3HT layer. A positive photocurrent was recorded in PC-AFM measurements, whose spatial mapping

was interpreted consistently with the corresponding KPFM analysis, offering a correlated analysis of interest from both a theoreti-

cal and material design perspective.
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Introduction
Over the past decades, a large range of photovoltaic (PV) tech-

nologies have been developed for the production of renewable

energy [1]. Inorganic photovoltaic cells are currently the most

employed PV devices with a power efficiency ranging from 20

to 40% [2] and a long-term stability up to 20 years [3]. Howev-

er, a number of drawbacks affect those technologies. Indeed, in

addition to high energy consumption for their fabrication, these

devices are deposited on rigid substrates and involve relatively

heavy and costly materials of possibly low abundance and/or

toxicity [4]. New PV technologies, such as organic photo-

voltaics (OPV) and hybrid solar cells, are now being developed

[2] to cope with such issues. In particular, hybrid solar cells can

possibly benefit from the low economic and energy costs of

production, high absorbance and tailorable absorption spectrum

of the organic materials on the one hand, and from the good

stability, absorption and electrical properties of the inorganic

materials on the other hand.

Hybrid PV devices include various technologies such as

perovskite cells, dye sensitized solar cells (DSSC), with power

efficiencies up to 13% [5] and hybrid bulk heterojunctions

(HBHJ), which combine an organic matrix and inorganic semi-

conducting nanostructures such as quantum dots. Among the

electron acceptor materials commonly used for DSSC and

HBHJ, titanium dioxide (TiO2) is a well-known metal oxide

semiconductor [6-8]. Depending on its nanostructure and its

crystalline phase, its conductivity varies from 10−4 Ω−1·cm−1 to

10−11 Ω−1·cm−1 [9,10]. TiO2 is very valuable because it can

easily form nanostructures, such as nanoporous layers, nano-

wires or nanocolumns [5,11,12]. Because of its large band gap

(3.2 eV [13]), light absorption is carried out by an organic or in-

organic dye. The nanostructuration of the acceptor material is

crucial for the cell performance [11], as it allows increasing the

specific surface of the layer to enhance the amount of grafted

dye, and thereby, the photon absorption yield. Nanostructura-

tion is also likely to improve the conductivity of TiO2 [14].

Because of the influence of the nanostructuration of TiO2 on the

optoelectronic properties of the device, it is of prime interest to

study the photovoltaic properties at the nanoscale. Hybrid

heterojunction (HHJ) structures are obtained by impregnation of

the porous layer with an absorbing dye or a polymer electron

donor. Poly(3-hexylthiophene) (P3HT) is often used, because of

its strong absorption, its high hole mobility and its donor-like

electronic properties [15]. Upon light absorption by the

polymer, excitons are generated and they can be dissociated at

the interface with TiO2, the polymer also acting as the hole-

transporting layer.

In this work, we investigated nanostructured TiO2 layers

composed of arrays of nanoscale columns, covalently sensi-

tized with a P3HT-COOH monolayer to form hybrid bulk

heterojunctions. The grafting of P3HT on the surface of TiO2,

ensured by the COOH groups, was demonstrated to be benefi-

cial for the photoconversion efficiency of the system [16-18].

The vertically aligned nanostructuration of TiO2 also makes this

system attractive, since it ensures direct percolation paths for

the photogenerated electrons from the donor–acceptor interface

to the cathode, while providing a simple, controlled and ordered

architecture. Furthermore, studies are available in literature

regarding the photovoltaic response of TiO2/P3HT blends

[16-23] and can be used as a reference for meaningful

interpretations of our measurements, both in terms of photocur-

rent and photovoltage under illumination. The columnar

TiO2/P3HT-COOH HHJs have been studied by photoconduc-

tive-AFM (PC-AFM) and photo-assisted Kelvin probe force

microscopy (photo-KPFM) to follow the photovoltaic response,

i.e., photocurrent and photovoltage, respectively, at the nano-

scale under illumination, in order to understand the local physi-

cal processes taking place during the photoconversion of

energy, and their correlation with the nanoscale morphology of

the active layer. A key aspect of this work consists in the joint

analysis of these correlated PC-AFM and KPFM measurements,

providing a more fundamental understanding of the photo-

voltaic mechanisms at stake in the systems. To the best of our

knowledge, this joint KPFM/PC-AFM study of such a nano-

structured array of TiO2 columns sensitized with functionalized

P3HT-COOH constitutes a novel result of interest from both a

theoretical and material design perspectives.

Materials and Methods
The TiO2 layers were synthesized by magnetron sputtering in

grazing mode. A thorough description of the fabrication process

can be found in the literature [24], which also identified the op-

timized fabrication parameters for prospective photovoltaic ap-

plications. In compliance with these recommendations, the

layers were synthesized without any substrate rotation or bias,

while fixing the growth temperature to 450 °C and the tilt angle

between the substrate and the cathode axis to 60°. Anatase TiO2

layers with a 200 nm thick nanocolumnar morphology have

been deposited on 85 nm-thick ITO-coated glass substrates

(Naranjo B.V., sheet resistance of 15 Ω·sq). The average

spacing between the columns is (10 ± 3) nm, with an average

width of the columns of (19 ± 4) nm, as determined by SEM

measurements [24]. The topography of the deposit is shown in

the tapping-mode atomic force microscopy (TM-AFM) image

of Figure 1d, where the apex of the columns appears as

hemispherical protuberances. Regio-regular P3HT-COOH

(5400 g/mol, which corresponds to about 30 monomer units,

i.e., a total polymer chain length around 130 Å) was synthe-

sized following a reported procedure [24]. A schematic descrip-
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Figure 1: (a–c) Schematic representation of the TiO2/P3HT-COOH HHJ preparation. (d) 2 × 2 µm2 TM-AFM height image of a bare nanocolumnar
TiO2 layer.

tion of the grafting protocol is given in Figure 1a–c. The

polymer deposit was obtained by dropcasting a 0.5 mg/mL solu-

tion of P3HT-COOH in chlorobenzene on the TiO2 structure.

The covalent grafting of the polymer on the nanoporous TiO2

surface is ensured by the carboxylic –COOH group. Rinsing

with chlorobenzene was then carried out to remove the residual

ungrafted polymer chains. The success of the polymer grafting

is confirmed by UV–visible optical absorption measurement

across a 350–800 nm wavelength range, for which an absorp-

tion of light higher by one order of magnitude compared to bare

TiO2 was measured [24]. This indicates a good P3HT impreg-

nation along the columns, the interspacing being sufficient for

the polymer infiltration.

The photo-KPFM measurements were carried out in a UHV

(<10−10 Torr) instrument composed of an Omicron Nanotech-

nology VT-AFM system with a Nanonis controller. The KPFM

electrical excitation used a frequency ωKPFM/2π of 958 Hz, with

a VAC amplitude of 600 mV. The light source for sample irra-

diation was a green laser diode (wavelength = 500 nm, power

density = 1.45 mW/mm2). Photo-assisted KPFM measurements

were also performed in ambient conditions, with a Bruker

multimode microscope controlled by a Nanoscope III unit

coupled to a Nanonis control unit (SPECS Zürich). The KPFM

electrical excitation was made at a frequency ωKPFM/2π of

80 Hz, with a VAC amplitude of 500 mV. The illumination of

the sample for photo-KPFM and photovoltage probing was pro-

vided by a white light lamp irradiating the sample surface from

the top. In both setups, conductive Nanosensors PPP-EFM tips

(PtIr-coated Si probes) were used (resonant frequency around

75 kHz). The sample was grounded while the excitation

and regulation biases were applied to the tip. The measured

contact potential difference (Vcpd) is given by the following

expression:

(1)

where Φtip and Φsample are the workfunction of the tip and the

sample, respectively. In this work, no calibration of the tip

workfunction was necessary, as only the Vcpd variations be-

tween the materials constituting the photovoltaic blends and

their modifications with incoming light were to be measured.

These Vcpd variations provide relative but quantitative varia-

tions of surface potential at the investigated interfaces.

The PC-AFM measurements were carried out in air, using a

Bruker Dimension Icon microscope with a Nanoscope V

controller. An extended TUNA external module was used for

current detection with a detection range within 100 fA to 1 µA.

Silicon tips coated with a PtIr conductive alloy (PPP-CONTPt

from Nanosensors) were used. The tip and the back-contact

were connected while the sample was locally irradiated from

the bottom (through the patterned ITO–glass substrates) under

AM 1.5 calibrated white light illumination (spot diameter

around 200 µm, power density of 100 suns).

Results and Discussion
Photo-KPFM measurements on the
TiO2/P3HT-COOH hybrid heterojunctions
Analysis of the Vcpd contrast in the dark
Figure 2a shows a 500 × 500 nm2 AFM height image obtained

in UHV on a nanocolumnar TiO2 film deposited over a

grounded ITO electrode, where the nanocolumns of TiO2 are
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Figure 2: (a) 500 × 500 nm2 AFM height image of a nanostructured TiO2 film, obtained in UHV. Height detection parameters: −22 Hz of frequency
shift setpoint and 40 mV of amplitude setpoint. (b) Corresponding KPFM Vcpd image. Vcpd detection parameters: frequency and amplitude of the elec-
trical excitation: 958 Hz and 600 mV. (c) Three-dimensional display of the height image (a), shown with the color scale of the Vcpd (b). (d) Vcpd
histogram extracted from (b) (black line) superimposed with a Gaussian fit (red curve).

assembled in clumps with a width of several hundred nm.

Figure 2b shows the corresponding KPFM Vcpd image.

Figure 2c presents the three-dimensional display of Figure 2a,

where the colour scale refers to the Vcpd signal of Figure 2b.

The distribution of the Vcpd values can be fit with a Gaussian

distribution centred at −931 mV with a FWHM of 97 mV

(Figure 2d).

A direct correlation between the topography and the Vcpd signal

can be observed, with a higher height corresponding to a more

negative Vcpd. It is however unlikely that the contrast purely

originates from a crosstalk between the topography and the

Vcpd, as indicated by local mismatching between both contrasts

(see red lines in Figure 2a and 2b). Moreover, further measure-

ments (see Figure 3) showed that P3HT grafting barely affects

the overall morphology but smooths tremendously the Vcpd

contrast. Thus, the observed Vcpd contrast most probably

originates therefore from local variations in the electronic prop-

erties of the surface, such as a possibly different free electron

density at the top and at the side of the columns. This explana-

tion is further supported by the PC-AFM measurements

presented in the last section. As shown in the Supporting Infor-

mation File 1 (Figure S1), no ungrounded potential is to be

detected at the top of the nanocolumnar TiO2 film. This can

therefore not be the origin of the Vcpd contrast observed on the

bare TiO2 columns.

Figure 3a displays a KPFM height image obtained in UHV on a

TiO2 deposit grafted with P3HT-COOH. The left part of the

image corresponds to a bare area of the ITO electrode, while the

right part shows a TiO2/P3HT-COOH zone. Figure 3b shows

the corresponding Vcpd image recorded in the dark. A clear

difference between the Vcpd intensity over the ITO electrode

(−614 ± 18 mV in average) and the TiO2/P3HT-COOH HHJ

(−248 ± 49 mV in average) is observed. This Vcpd shift clearly

appears in the Vcpd distributions of Figure 3d. The more nega-

tive Vcpd value over the ITO electrode reflects consistently a

higher corresponding work function (around 4.7 eV in litera-
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Figure 3: (a) AFM height image obtained in UHV over a 4000 × 270 nm2 scan area astride the step edge between a TiO2/P3HT-COOH HHJ (right-
part of the image) and the uncovered part of the ITO electrode (left-part of the image). KPFM height detection parameters: −5 Hz of frequency shift
setpoint and 50 mV of amplitude setpoint. (b) Corresponding KPFM Vcpd image recorded without illumination. KPFM Vcpd detection parameters: fre-
quency and amplitude of the electrical excitation: 958 Hz and 600 mV. (c) Corresponding KPFM Vph image obtained by subtracting the Vcpd images
recorded with and without illumination. (d) Vcpd distributions across a 250 × 500 nm2 surface area in the left (ITO area) and right (HHJ area) part of
image (a) and in the right (HHJ area) part of image (c). Gaussian fits have been added for each distribution. (e) and (f) are enlargements of images (a)
and (b), respectively, corresponding to the dashed rectangle. The colour scale contrast is enhanced to highlight the main features.

ture [6,15]) compared to that of TiO2 (around 4.3 eV in litera-

ture [7]).

The data of Figure 3 were compared with the images obtained

on bare nanocolumnar TiO2 (Figure 2). In both measurements,

the ITO electrode was grounded and the same tip was used. The

distribution of Vcpd values on the TiO2/P3HT-COOH area (right

part of Figure 3b) is displayed as the purple curve in Figure 3d;

the corresponding Gaussian fit is centred at −248 mV, with a

FWHM of 30 mV. As seen in Figure 2d, the Vcpd is much more

negative on bare nanocolumnar TiO2, This indicates that: (i) the

P3HT layer induces an up-shift of the Vcpd values, and (ii) this

up-shift occurs over the entire surface, since no values typical

of bare TiO2 are recorded on the polymer-grafted surface. This

indicates that the P3HT covering is complete, with no bare TiO2

area left. The fact that the Vcpd increases upon P3HT grafting

indicates that the surface workfunction of TiO2/P3HT-COOH is

lower than that of bare nanocolumnar TiO2. This can be under-

stood on the basis of the following discussion, which describes

the relative configuration of the electronic levels of the materi-

als within the HHJ.

The covalent bonding between P3HT-COOH and TiO2 creates a

dipole at the interface induced by: (i) the hybridization of the

electronic orbitals of the two components, leading to a rear-

rangement of the charge density at the interface and (ii) the ad-

dition of a net dipole intrinsic to the P3HT-COOH molecule

itself. The first effect was reported previously [25], evidencing

a pinning of the LUMO of P3HT-COOH at the conduction band

of the TiO2 with a net transfer of half an electron per polymer

chain from the LUMO of P3HT into the CB of TiO2. This

results in the formation of a dipole at the P3HT-COOH/TiO2

interface, directed away from TiO2, where the positive (nega-

tive) pole is located in P3HT (TiO2). Previous KPFM studies
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Figure 4: Schematic representation of the electronic band structure of the [TiO2/P3HT-COOH]–[tip] system, in the KPFM measurement configuration
considering no feedback control (right part) and feedback control (left part). The blue (orange) lines correspond to the situation in the dark (under illu-
mination). eΔV (green color) represents the bond dipole in the dark, while eΔVlight (orange color) represents the photovoltage under illumination. Evac,
Ec, Ev, Ef and Φ stand for vacuum level, conduction band, valence band, Fermi level and workfunction, respectively. HOMO and LUMO mean highest
occupied molecular orbital and lowest unoccupied molecular orbital, respectively.

[26-28] confirmed the presence of a dipole directed away from

TiO2 or ITO substrates upon grafting of COOH-containing

organic materials. A dipole directed away from the TiO2 sur-

face (i.e., a negative dipolar moment) means a downshift of the

vacuum level upon grafting [29].

The local variations in the Vcpd values (the FWHM of the distri-

bution is about 30 mV) are probably due to slightly different

densities of grafted P3HT-COOH chains. Indeed, a homoge-

neous P3HT covering would induce a homogeneous up-shift of

the Vcpd across the surface, leading to a variation range of Vcpd

for the TiO2/P3HT-COOH HHJ having the same origin as that

of bare nanocolumnar TiO2. Yet, unlike what was observed for

bare nanocolumnar TiO2, no correlation between the height and

Vcpd images can be seen between Figure 3e and Figure 3f. The

origin of the contrast is therefore not to be linked to the Vcpd

variations in the TiO2 surface, but rather to an inhomogeneous

contribution of the grafted P3HT-COOH.

Figure 4 shows a schematic representation of the band diagram

of the ITO/TiO2/P3HT-COOH/tip electronic system (blue lines)

in a KPFM measurement configuration, i.e., a grounded ITO

electrode and the DC and AC bias applied to the tip. Consid-

ering no floating potential at the [ITO/TiO2/P3HT-COOH] sur-

face (see Supporting Information File 1, Figure S1), a Fermi

level alignment can be assumed across the entire ITO/HHJ

structure. The dipole pointing away from the TiO2 at the

TiO2/P3HT-COOH interface, leading to a partial accumulation

of e− (h+) in the TiO2 (P3HT), will bend the vacuum level

downwards, hence lowering the surface workfunction of the

TiO2 once grafted with P3HT-COOH. The more positive Vcpd

of TiO2/P3HT-COOH compared to bare TiO2 confirms this

mechanism.

Figure 5a shows a KPFM height image obtained on a

TiO2/P3HT-COOH deposit in ambient conditions in the dark.

While the top of the TiO2 columns is visible, topographical fea-

tures cannot be assigned to the presence of P3HT, probably

because the nominal thickness of the P3HT-COOH deposit

(13 nm) is similar to the roughness of the columnar assembly.

No correlation is observed between the columnar topography

and the corresponding surface potential image (Figure 5b),
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Figure 5: (a) 400 × 400 nm2 AFM height image obtained in air on a TiO2/P3HT-COOH HHJ. KPFM height detection parameters: −10 Hz of frequency
shift setpoint and 5 nm of amplitude setpoint. (b) Corresponding KPFM Vcpd image. KPFM Vcpd detection parameters: frequency and amplitude of the
electrical excitation: 80 Hz and 500 mV, respectively.

which shows variations within [260; 500] mV. By comparison

with the data of Figure 2, this confirms that the Vcpd contrast is

ruled by the presence of P3HT-COOH at the surface of TiO2.

The Vcpd contrast in Figure 5b can be explained on the basis of

the bond dipole at the TiO2/P3HT-COOH interface discussed

above. Vcpd can then be expressed as Vcpd = Vcpd TiO2 + eΔV,

Vcpd TiO2 and eΔV being the Vcpd of bare TiO2 and the local

bond dipole amplitude, respectively. The lower (higher) Vcpd

observed in the darker (brighter) zones in Figure 5 (b) corre-

sponds therefore to a lower (higher) eΔV, which could be

related to a lower (higher) P3HT-COOH grafting density.

Variations of Vcpd upon illumination
As a preliminary study, KPFM measurements on bare TiO2

were carried out in the dark and upon illumination (white light).

The results are presented in Supporting Information File 1,

Figure S2. As expected, no photovoltage is observed, TiO2

being transparent in the visible spectrum.

Figure 3c shows the KPFM positive photovoltage across the en-

tire TiO2/P3HT-COOH surface (right-part of the image) upon

illumination. This up-shift of Vcpd upon illumination is better

visualized in the corresponding profiles in Figure 3d. This

photovoltage confirms locally a complete P3HT covering over

the TiO2 surface. The positive photovoltage means an increase

of the Vcpd value, i.e., a decrease of the surface workfunction.

This effect can be understood on the basis of Figure 4. Upon

grafting, it was previously discussed that a dipole is created at

the TiO2/P3HT-COOH interface, with positive (negative)

charges in the P3HT (TiO2) layer. This leads to a Vcpd value

denoted Vcpd dark in Figure 4 and expressed as:

(2)

where Φtip, ΦTiO2 and Φdark are the workfunctions of the tip,

the TiO2 layer and the sample surface, respectively. ΔV repre-

sents the further voltage compensation needed to cancel the

electrostatic forces between the tip and the sample, due to the

excess positive charges present in the P3HT layer, i.e., the bond

dipole. Upon illumination, it is expected that P3HT-COOH

absorbs the incident photons, thus creating excitons. The length

of the P3HT-COOH chains being sufficiently small, irrespec-

tive of the location where the excitons are generated, they will

be able to reach the TiO2/P3HT-COOH interface, and dissoci-

ate by transferring an electron from P3HT into the conduction

band of TiO2. An accumulation of holes in the highest occu-

pied molecular orbital (HOMO) of P3HT and electrons in the

conduction band of TiO2 follows, with the charges remaining

close to the interface due to electrostatic attraction. A steady

state is then reached between the generation and recombination

of charges. The photogeneration of positive charges in the

P3HT layer induces an additional VDC that has to be compen-

sated in the KPFM measurement to nullify the tip–sample elec-

trostatic forces. This compensation is denoted ΔVlight in

Figure 4, and the Vcpd value upon illumination, Vcpd light, is now

expressed as:

(3)

This provides the following expression for the photovoltage:

(4)

ΔVlight is a positive quantity because the DC bias applied to the

tip (VDC tip) (to compensate for positive charges in P3HT) is
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Figure 6: 5 × 5 µm2 (a,b) and 500 × 500 nm2 (c,d) PC-AFM height and photocurrent images of a TiO2/P3HT-COOH HHJ. The images were recorded
upon calibrated illumination (AM 1.5, 100 suns), in short-circuit configuration. (e) Schematic representation of the electronic band structure of the ITO/
TiO2/P3HT-COOH/tip system in short-circuit configuration. eΔV corresponds to the bond dipole.

necessarily positive. The relation between the surface potential

and VDC tip is given by Vcpd = VDC tip. This leads to a positive

value of the photovoltage, as observed experimentally in

Figure 3.

Photoconductive-AFM measurements on the
TiO2/P3HT-COOH hybrid heterojunctions
A 5 × 5 µm2 height image of a TiO2/P3HT-COOH HHJ is

shown in Figure 6a. The corresponding current image in

Figure 6b, obtained in short-circuit configuration upon illumina-

tion, shows values of photocurrent up to 25 pA. This confirms

light absorption by the P3HT-COOH, followed by the genera-

tion of charges at the TiO2/P3HT-COOH interface. The posi-

tive sign of the photocurrent means that the charges collected at

the tip are holes. The generation and collection of charges upon

illumination can be explained on the basis of Figure 6e,

which displays the electronic band structure of the ITO/

TiO2/P3HT-COOH/tip system in short-circuit configuration.

Upon illumination, the photon absorption by P3HT-COOH

leads to the creation of excitons in the polymer. The electrons

are transferred in the conduction band of TiO2 at the
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TiO2/P3HT-COOH interface. As the COOH group contributes

to the LUMO of P3HT-COOH, the transfer of the electron to

the conduction band of TiO2 is favored compared to unsubsti-

tuted P3HT [25]. The photogenerated holes (electrons) are

collected at the tip (ITO), and a positive photocurrent is

measured when probing the P3HT-COOH layer.

However, the photocurrent map of Figure 6b is far from

uniform, with a positive photocurrent reaching 25 pA on the

regions corresponding to the inter-columnar spaces, while it is

14 pA over the top of the columns. These local variations are

highlighted in Figures 6c and 6d.

The origin of those local variations could be due to the differ-

ence in tip–sample contact area between the top of the columns

and the intercolumnar zones. However, it is observed in

Figure 6a and 6b that, while the topographic variations are of

similar amplitude across the entire surface, the intensity of

photocurrent in the areas between columns varies, and is there-

fore not impacted solely by the topographic variations.

We note that the Iph contrast is qualitatively similar to that of

the Vcpd observed in Figure 2, in which the top of the bare TiO2

nanocolumns displays more negative Vcpd values. Iph and Vcpd

quantify two different physical mechanisms, being the amount

of photogenerated charges flowing in the system for the former,

and the sample surface workfunction relatively to that of the tip

for the latter. However, both quantities are influenced by the

electron density in the conduction band of the TiO2 and the

grafting density of P3HT-COOH. These two properties impact

the local conductive properties at the tip–sample contact, thus

the resulting photocurrent. ΦTiO2 and the P3HT-COOH grafting

density are also expected to impact the resulting Vcpd since we

previously expressed the latter as:

where the first and second terms are directly related to ΦTiO2

and the P3HT-COOH density, respectively.

Due to the small thickness of the P3HT-COOH layer on top of

the TiO2 columns, the photocurrent contrast recorded with the

tip in direct contact with the surface is most probably ruled by

the TiO2 electrical properties. This explains why the Iph contrast

shows similarities with the Vcpd contrast of bare TiO2, rather

than with that of the TiO2/P3HT-COOH HHJ. In such a config-

uration, the similarity of contrast between the Iph (Figure 6b,d

and Vcpd (Figure 2b,c) images suggests that the lower photocur-

rent measured on top of the columns might originate from a

locally lower initial (i.e., prior to illumination) electron density

at the TiO2 surface. Among various possible factors, this varia-

tion of electron density might be due to the presence of differ-

ent TiO2 crystal facets, as the latter are shown to influence the

electronic properties of the TiO2 surface [30,31].

Conclusion
Nanocolumnar TiO2 layers were sensitized with a layer of

P3HT-COOH. KPFM surface potential measurements indicate

complete covering of the TiO2 surface by the polymer. A down-

shift of the vacuum level of the sample upon grafting, i.e., an

increase of the surface potential, was measured, due to the for-

mation of a bond dipole at the TiO2/P3HT-COOH interface.

Upon in situ illumination, a positive photovoltage was ob-

served, which is related to the accumulation of photogenerated

holes in the P3HT layer. Along with the surface potential shift,

a positive photocurrent was measured by PC-AFM measure-

ments over the TiO2/P3HT-COOH heterojunction upon illumi-

nation, corresponding to a hole collection at the tip. Lower

photocurrent values measured on top of the TiO2 columns can

be related to the corresponding more negative Vcpd, indicating a

locally lower electron density pre-existing the illumination.

Supporting Information
Supporting Information File 1
Supporting Information.

Figure S1 shows a FM-AFM height image obtained in

UHV astride the step from a nanostructured

TiO2/P3HT-COOH HHJ to the ITO electrode lying below.

The applied DC sample bias was varied during the

measurement, without illumination. This result aims at

demonstrating the absence of floating potential across the

layer composing the sample. Figure S2 shows the

superimposition of FM-KPFM height and Vcpd profiles

over a nanostructured TiO2 film obtained in UHV and

recorded with and without illumination. The result aimed at

demonstrating the absence of light-induced artefact during

the recording of topography, as well as the negligibility of

the photovoltaic effect at the TiO2/ITO interface.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-9-197-S1.pdf]
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