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The twenty-first century is marked by an explosive growth
in the flow of information, which is necessary to process,
archive, and transmit data through communication systems.
For that purpose, big data centers with powerful super-
computers have been created all over the world, consum-
ing a huge amount of electricity. For example, just one
of thousands of big data centers worldwide, located in
the town of Lulea, Sweden [1] consumes 9% of the
electricity of the entire country. On the other hand, during
the last four decades, the triumphal development of
microelectronics and computers, based on traditional semi-
conductor chips, was enabled by the exponential growth
of the number of transistors in chips and the shrinkage of
the size of individual transistors, following the empirical
Moore’s Law, which is now showing slowing-down and failure
signs [2].
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It is evident that a radical reduction in energy consumption
through efficiency improvement is needed and has become one
of the main goals in the development of new supercomputers.
For example, the powerful modern supercomputer TTANHE-2,
a massive system that clocked 33.86 petaflops (i.e., 33.86 thou-
sand trillion floating-point operations per second) has a power
requirement of 17.6 MW (taking into consideration the external
cooling, the power requirement is 24 MW) [3], which is compa-

rable to the power requirement of a city.

To overcome these problems concerning increasing energy
demands, a revolutionary solution is needed with two goals to
be simultaneously reached: energy saving and increase in the
capability of novel computers. The future of high-performance
computing with low energy consumption is clearly associated

with technologies with drastically lower energy dissipation.
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A logical solution and the most promising candidate for radical
reduction in energy consumption is the superconducting digital
technology (SDT) based on Josephson junctions. The intrinsic
Josephson effect, which was first reported by Reinhold Kleiner,
Paul Miiller, and co-workers (see [4,5] and references therein)
has been investigated by many researchers [6-8]. The energy
consumption of the SDT basic element is of the order of
10719 J, corresponding to up to seven orders of magnitude less
energy dissipation than that for their semiconductor analog,
even when the energy for cryogenic cooling of supercon-
ducting circuits is considered [9-12]. Important and promising
applications of the Josephson effect are its implementation in
superconducting high-frequency electronics, spintronics, and
nanostructures for supercomputers. In the last decade, a very
rapid development in superconducting spintronics, based on
functional nanostructures and Josephson junctions, has taken
place [13,14]. The implementation of such devices in building
blocks for quantum computers and for novel computers using
non-von Neumann architecture with brain-like artificial neural

networks (ANN) is a recent important development.

The main goal of this thematic issue is to highlight new
research done in the field of hybrid nanostructures, including
various elements using the Josephson effect and their applica-
tions in quantum electronics, spintronics, and high-frequency
electronics.

The following novelties are presented in the contributed arti-
cles of this volume:

- Novel promising spintronic elements and materials with
controllable switching between stable parallel, orthogonal,
and antiparallel arrangements of magnetic moments of the
epitaxial PdFe films and PdFe/Ag/PdFe heterostructures
[15,16].

- Detection of ultrahigh frequency radiation by new devices:

* Based on Josephson junctions with frequencies of
72-265 GHz using the Josephson grain boundary junc-
tion fabricated in YBaCuO films [17] and broad-band
detectors based on YBaCuO Josephson junctions fabri-
cated on ZrYO bicrystals with a very high responsivity at
77 K (up to 9 kV/W), low noise equivalent power (NEP)
of 3 x 10713 W/Hz"2), and with a wide power dynamic
range equal to 1 x 10° [18].

* Integrating an aluminum Josephson junction, with a size
of a few micrometers, operating as a single photon
counter in the microwave frequency range, switching
from the superconducting to the resistive state due to

absorption of a 10 GHz external signal [19].
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* Achieving a large coherent gain of the receiver, up to a
factor of three, of the emitted power from two simulta-
neously biased arrays of Josephson junctions compared
to that of the sum of the power values from two individu-
ally biased arrays. The detected phenomenon is attri-
buted to the phase locking of Josephson junctions
in different arrays via a common electromagnetic field
[20].

* Modeling of a multi-frequency receiving system based
on an array of dipole antennas with cold-electron
bolometers, with photon NEP of 1.1 x 10716 w/Hz(1/2),
achieved by replacing one of two single supercon-
ductor—insulator-normal (SIN) tunnel junctions with a
single superconductor—normal (SN) contact [21].

* Proposing a new type of cold electron bolometers with
traps and hybrid superconducting/ferromagnetic absorber
with a temperature reduction of the electrons in the
refrigerator junctions down to 25 mK in the idle regime
without an optical power load [22].

- Implementation of Josephson junctions for the design of quan-
tum computers by analyzing the dynamics of a single-junction
superconducting interferometer as an adiabatic neural cell of a
perceptron artificial neural network in the quantum regime (a
hybrid system whose configuration is dynamically adjusted by a

quantum co-processor) [23].

- In several articles of the volume, new phenomena are pre-
dicted and investigated for promising spintronics applications,
such as:

* Plasma modes in capacitively coupled superconducting
nanowires have been predicted [24]. It has been demon-
strated that in the presence of inter-wire coupling plasma
modes, each of the modes get split into two "new"
modes propagating with different velocities across the
system.

* The magnetic proximity effect at a ferromagnetic—insu-

lator—superconductor (FIS) interface was investigated

through combined experimental and theoretical work

[25].

Manifestations of nonlinear features in magnetic dynam-

ics and current—voltage characteristics of the 0 Josephson
junction in superconductor—ferromagnet—supercon-
ductor (SFS) structures have been predicted and calcu-
lated [26].

* A quantitative study of the density of states (DOS) in
bulk superconductor/ferromagnetic (S/F) bilayers in
the diffusive limit has been presented. In addition, an
analysis of the dependencies of DOS on magnetic and

spin—orbit scattering times has been carried out [27].
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In addition, the volume also highlights some other interesting
effects in S/F functional nanostructures, which may be imple-

mented in future spintronics devices.

The concept of this thematic issue was developed during the
International SPINTECH Conference “NANO-2021: The 12th
International Conference on Intrinsic Josephson Effect and
Horizons of Superconducting Spintronics”, which took place in
September 2021 in Chisinau, Moldova. The presentations of the
participants of the conference incorporating new ideas, techno-
logical approaches for the design of functional nanostructures
for superconducting spintronics, quantum electronics, and novel
base elements for superconducting supercomputers became the
core of this volume.

The editors are convinced that this thematic issue will attract the
attention of scientists, technologists, engineers, and IT experts,
and will be useful for a broad readership including students
wishing to extend their knowledge in this new, rapidly devel-

oping, and highly promising area.
Anatolie S. Sidorenko, Horst Hahn, and Vladimir Krasnov
Chisinau, Karlsruhe, and Stockholm, December, 2022.

Acknowledgements

We are thankful to the Production Team of the Beilstein-Institut
for their professional and continuous and friendly editorial
support.

Funding
A.S. thanks the EU-SPINTECH project (G.A. Nr. 810144) and
the RSF project (Grant Nr. 20-62-47009) for the support.

ORCID® iDs

Anatolie S. Sidorenko - https://orcid.org/0000-0001-7433-4140
Horst Hahn - https://orcid.org/0000-0001-9901-3861

References

1. Luled Data Center.
https://www.facebook.com/LuleaDataCenter/photos/a.2866774347342
85/2013978478670830/ (accessed March 15, 2012).

2. Colwell, R. P. The Chip Design Game at the End of Moore’s Law. In
IEEE Hot Chips 25 Symposium (HCS), Stanford, CA, USA, Aug 25-27,
2013; IEEE, 2013; pp 1-16. doi:10.1109/hotchips.2013.7478302

3. Alba, D. China's Tianhe-2 Caps Top 10 Supercomputers: China's
Tianhe-2 outflanks U.S. systems to take No. 1 spot in Top500 list.
http://spectrum.ieee.org/tech-talk/computing/hardware/tianhe2-caps-top
-10-supercomputers (accessed June 17, 2013).

4. Kleiner, R.; Steinmeyer, F.; Kunkel, G.; Miller, P. Phys. Rev. Lett.
1992, 68, 2394. doi:10.1103/physrevlett.68.2394

5. Kleiner, R.; Miller, P. Phys. Rev. B 1994, 49, 1327—-1341.
doi:10.1103/physrevb.49.1327

Beilstein J. Nanotechnol. 2023, 14, 79-82.

6. Ozyuzer, L.; Koshelev, A. E.; Kurter, C.; Gopalsami, N.; Li, Q.;
Tachiki, M.; Kadowaki, K.; Yamamoto, T.; Minami, H.; Yamaguchi, H.;
Tachiki, T.; Gray, K. E.; Kwok, W.-K.; Welp, U. Science 2007, 318,
1291-1293. doi:10.1126/science.1149802

7. Tafuri, F., Ed. Fundamentals and Frontiers of the Josephson Effect, 1st
ed.; Springer Series in Materials Science, Vol. 286; Springer: Cham,
Switzerland, 2019. doi:10.1007/978-3-030-20726-7_1

8. Delfanazari, K.; Klemm, R. A.; Joyce, H. J.; Ritchie, D. A.; Kadowaki, K.
Proc. IEEE 2020, 108, 721-734. doi:10.1109/jproc.2019.2958810

9. Cattaneo, R.; Borodianskyi, E. A.; Kalenyuk, A. A.; Krasnov, V. M.
Phys. Rev. Appl. 2021, 16, L061001.
doi:10.1103/physrevapplied.16.1061001

10.Yurgens, A. A. Supercond. Sci. Technol. 2000, 13, R85-R100.
doi:10.1088/0953-2048/13/8/201

11. Soloviev, I. I.; Klenov, N. V.; Bakurskiy, S. V.; Kupriyanov, M. Y.;
Gudkov, A. L.; Sidorenko, A. S. Beilstein J. Nanotechnol. 2017, 8,
2689-2710. doi:10.3762/bjnano.8.269

12.Xu, Q.; Yamanashi, Y.; Ayala, C. L.; Takeuchi, N.; Ortlepp, T.;
Yoshikawa, N. Design of an Extremely Energy-Efficient Hardware
Algorithm Using Adiabatic Superconductor Logic. In Proceedings of the
15th International Superconductive Electronics Conference, ISEC
2015, Nagoya, Japan, July 6-9, 2015; P21.
doi:10.1109/isec.2015.7383446

13. Sidorenko, A., Ed. Functional Nanostructures and Metamaterials for
Superconducting Spintronics; Springer International Publishing: Cham,
Switzerland, 2018. doi:10.1007/978-3-319-90481-8

14. Sidorenko, A. S. Beilstein J. Nanotechnol. 2020, 11, 1704—1706.
doi:10.3762/bjnano.11.152

15. Yanilkin, I. V.; Gumarov, A. |.; Gizzatullina, G. F.; Yusupov, R. V.;
Tagirov, L. R. Beilstein J. Nanotechnol. 2022, 13, 334-343.
doi:10.3762/bjnano.13.28

16. Petrov, A. V.; Nikitin, S. I.; Tagirov, L. R.; Gumarov, A. L.; Yanilkin, I. V;
Yusupov, R. V. Beilstein J. Nanotechnol. 2022, 13, 836—844.
doi:10.3762/bjnano.13.74

17.Revin, L. S.; Masterov, D. V.; Parafin, A. E.; Pavlov, S. A;
Pankratov, A. L. Beilstein J. Nanotechnol. 2021, 12, 1279-1285.
doi:10.3762/bjnano.12.95

18. Glushkov, E. I.; Chiginev, A. V.; Kuzmin, L. S.; Revin, L. S.
Beilstein J. Nanotechnol. 2022, 13, 325-333. doi:10.3762/bjnano.13.27

19. Pankratov, A. L.; Gordeeva, A. V.; Revin, L. S.; Ladeynov, D. A;
Yablokov, A. A.; Kuzmin, L. S. Beilstein J. Nanotechnol. 2022, 13,
582-589. doi:10.3762/bjnano.13.50

20.Galin, M. A.; Krasnov, V. M.; Shereshevsky, I. A.; Vdovicheva, N. K.;
Kurin, V. V. Beilstein J. Nanotechnol. 2022, 13, 1445-1457.
doi:10.3762/bjnano.13.119

21.Chiginev, A. V.; Blagodatkin, A. V.; Pimanov, D. A.; Matrozova, E. A.;
Gordeeva, A. V.; Pankratov, A. L.; Kuzmin, L. S.
Beilstein J. Nanotechnol. 2022, 13, 865-872. doi:10.3762/bjnano.13.77

22.Pimanov, D. A; Frost, V. A.; Blagodatkin, A. V.; Gordeeva, A. V.;
Pankratov, A. L.; Kuzmin, L. S. Beilstein J. Nanotechnol. 2022, 13,
896—-901. doi:10.3762/bjnano.13.80

23.Bastrakova, M. V.; Pashin, D. S.; Rybin, D. A.; Schegolev, A. E.;
Klenov, N. V.; Soloviev, I. |.; Gorchavkina, A. A.; Satanin, A. M.
Beilstein J. Nanotechnol. 2022, 13, 653-665. doi:10.3762/bjnano.13.57

24.Latyshev, A.; Semenov, A. G.; Zaikin, A. D. Beilstein J. Nanotechnol.
2022, 13, 292-297. doi:10.3762/bjnano.13.24

25.Machon, P.; Wolf, M. J.; Beckmann, D.; Belzig, W.
Beilstein J. Nanotechnol. 2022, 13, 682—-688. doi:10.3762/bjnano.13.60

81


https://orcid.org/0000-0001-7433-4140
https://orcid.org/0000-0001-9901-3861
https://www.facebook.com/LuleaDataCenter/photos/a.286677434734285/2013978478670830/
https://www.facebook.com/LuleaDataCenter/photos/a.286677434734285/2013978478670830/
https://doi.org/10.1109%2Fhotchips.2013.7478302
http://spectrum.ieee.org/tech-talk/computing/hardware/tianhe2-caps-top-10-supercomputers
http://spectrum.ieee.org/tech-talk/computing/hardware/tianhe2-caps-top-10-supercomputers
http://spectrum.ieee.org/tech-talk/computing/hardware/tianhe2-caps-top-10-supercomputers
https://doi.org/10.1103%2Fphysrevlett.68.2394
https://doi.org/10.1103%2Fphysrevb.49.1327
https://doi.org/10.1126%2Fscience.1149802
https://doi.org/10.1007%2F978-3-030-20726-7_1
https://doi.org/10.1109%2Fjproc.2019.2958810
https://doi.org/10.1103%2Fphysrevapplied.16.l061001
https://doi.org/10.1088%2F0953-2048%2F13%2F8%2F201
https://doi.org/10.3762%2Fbjnano.8.269
https://doi.org/10.1109%2Fisec.2015.7383446
https://doi.org/10.1007%2F978-3-319-90481-8
https://doi.org/10.3762%2Fbjnano.11.152
https://doi.org/10.3762%2Fbjnano.13.28
https://doi.org/10.3762%2Fbjnano.13.74
https://doi.org/10.3762%2Fbjnano.12.95
https://doi.org/10.3762%2Fbjnano.13.27
https://doi.org/10.3762%2Fbjnano.13.50
https://doi.org/10.3762%2Fbjnano.13.119
https://doi.org/10.3762%2Fbjnano.13.77
https://doi.org/10.3762%2Fbjnano.13.80
https://doi.org/10.3762%2Fbjnano.13.57
https://doi.org/10.3762%2Fbjnano.13.24
https://doi.org/10.3762%2Fbjnano.13.60

26.Janalizadeh, A.; Rahmonov, I. R.; Abdelmoneim, S. A.;
Shukrinov, Y. M.; Kolahchi, M. R. Beilstein J. Nanotechnol. 2022, 13,
1155-1166. doi:10.3762/bjnano.13.97

27.Karabassov, T.; Pashkovskaia, V. D.; Parkhomenko, N. A.;
Guravova, A. V.; Kazakova, E. A.; Lvov, B. G.; Golubov, A. A.;
Vasenko, A. S. Beilstein J. Nanotechnol. 2022, 13, 1418—1431.
doi:10.3762/bjnano.13.117

License and Terms

This is an open access article licensed under the terms of
the Beilstein-Institut Open Access License Agreement
(https://www.beilstein-journals.org/bjnano/terms), which is
identical to the Creative Commons Attribution 4.0

International License
(https://creativecommons.org/licenses/by/4.0). The reuse of

material under this license requires that the author(s),
source and license are credited. Third-party material in this
article could be subject to other licenses (typically indicated
in the credit line), and in this case, users are required to
obtain permission from the license holder to reuse the

material.

The definitive version of this article is the electronic one
which can be found at:
https://doi.org/10.3762/bjnano.14.9

Beilstein J. Nanotechnol. 2023, 14, 79-82.

82


https://doi.org/10.3762%2Fbjnano.13.97
https://doi.org/10.3762%2Fbjnano.13.117
https://www.beilstein-journals.org/bjnano/terms
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.3762/bjnano.14.9

(J BEILSTEIN JOURNAL OF NANOTECHNOLOGY

Nonmonotonous temperature dependence of Shapiro steps in
YBCO grain boundary junctions

Leonid S. Revin'1:2, Dmitriy V. Masterov!, Alexey E. Parafin!, Sergey A. Pavlov'

and Andrey L. Pankratov!:2:3

Full Research Paper

Address:

TInstitute for Physics of Microstructures of RAS, GSP-105, Nizhny
Novgorod, 603950, Russia, 2Center of Quantum Technologies,
Nizhny Novgorod State Technical University, Nizhny Novgorod,
Russia and 3Lobachevsky State University of Nizhny Novgorod,
Nizhny Novgorod, Russia

Email:
Leonid S. Revin” - ris@ipmras.ru

* Corresponding author
Keywords:

characteristic frequency; Shapiro steps; temperature dependence;
YBaCuO Josephson junction

Abstract

Beilstein J. Nanotechnol. 2021, 12, 1279—-1285.
https://doi.org/10.3762/bjnano.12.95

Received: 08 September 2021
Accepted: 02 November 2021
Published: 23 November 2021

This article is part of the thematic issue "Intrinsic Josephson effect and
prospects of superconducting spintronics".

Guest Editor: A. S. Sidorenko

© 2021 Revin et al.; licensee Beilstein-Institut.
License and terms: see end of document.

The amplitudes of the first Shapiro steps for an external signal with frequencies of 72 and 265 GHz are measured as function of the

temperature from 20 to 80 K for a 6 um Josephson grain boundary junction fabricated by YBaCuO film deposition on an yttria-

stabilized zirconia bicrystal substrate. Non-monotonic dependences of step heights for different external signal frequencies were

found in the limit of a weak driving signal, with the maxima occurring at different points as function of the temperature. The step

heights are in agreement with the calculations based on the resistively—capacitively shunted junction model and Bessel theory. The

emergence of the receiving optima is explained by the mutual influence of the varying critical current and the characteristic fre-

quency.

Introduction

High-temperature superconducting (HTSC) Josephson junc-
tions (JJs) are of great interest since many physical properties
can be observed in dynamics during the changing the tempera-
ture within a wide range from nitrogen temperatures down to
sub-kelvin, such as the phase diffusion regime [1-3], evidence
for a minigap [4], and low-noise nano-junctions [5]. Such abili-
ties raise not only fundamental interest in HTSC JJs but also an

active search for ways to practically use such JJs. In recent

years, the limiting characteristics of detectors and mixers based
on HTSC JJs [6-11] have been actively studied. Josephson junc-
tions have also been used for various spectroscopic applica-
tions [12]. In this area, the AC Josephson effect is utilized for
the Hilbert-transform spectral analysis [13,14].

It should be noted that the simplest marker of the response level

of a Josephson junction to microwave (MW) radiation is the
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magnitude of Shapiro steps. In the majority of works, an
increase in sensitivity at low temperatures has been demon-
strated [15-17], although a part of the papers indicate the
receiver’s operation optimum at intermediate temperatures be-
tween the liquid nitrogen and helium temperatures [18,19]. The
issue of obtaining sharp Shapiro steps is especially important
for the development of HTSC Josephson voltage standards,
consisting of series arrays of up to tens of thousands Josephson
junctions [20,21]. Biased at frequencies in the range of
w/(2m) = 70-90 GHz, such arrays provide accurate quantized
voltages V,, = nfiw/(2e) exceeding 10 V. This accuracy is partic-
ularly determined by the magnitude of the response to external
radiation. The Shapiro step observation can also be used as a
clear probe to the gap symmetry of multigap superconductors
[22].

The heights of the MW-induced voltage steps have been
measured as a function of the MW power for various Josephson
weak links fabricated from high-T, superconductors [16,23,24].
The measured amplitudes are often smaller than those pre-
dicted by the resistively—capacitively shunted-junction (RCSJ)
model [25,26], especially for measurements obtained at high
temperatures. However, taking into account the effect of the
YBCO junction resistance thermal noise [16] makes it possible
to neutralize this difference and obtain a good agreement be-

tween the experiment and the theory.

While for low-temperature JJs the temperature dependence of
the Shapiro steps is weak [27], for HTSC junctions the response
to a MW signal has a general tendency to rise with decreasing
temperature, but may have peculiarities for certain sample pa-

rameters [19].

In this paper, we investigate the temperature dependence of
the first Shapiro step amplitude for an external signal with
frequencies of 72 and 265 GHz acting on YBa,Cu307_5 6 ym
Josephson grain boundary junction. The observed non-monoto-
nous behavior of the step height in the limit of low signal power
is discussed, and the measurement results are compared with the

results of numerical calculations.

Experimental Setup and Numerical
Mode

The samples of grain boundary Josephson junctions were
fabricated by on-axis dc magnetron sputtering [28-31] of
YBa;Cuz07_5 (YBCO) film on the surface of 24°[001]-tilt
Zr;-,Y,O, bicrystal substrates with modification of the sub-
strate surface by preliminary topology masks [29,30]. The junc-
tions with length L = 6 pm along the grain boundary and thick-
ness 0.3 um were integrated into a dipole antenna. The struc-
ture look follows the design from [29]. Based on the analysis of

Beilstein J. Nanotechnol. 2021, 12, 1279-1285.

the transport properties, the best structure was selected and lo-
cated at the center of a Si lens for efficient detection. The sam-
ple was mounted into a dry cryostat allowing for measurements
in a wide temperature range from helium temperatures to
~80 K. An external gigahertz signal was fed through an optical
window with IR filters using a semiconductor synthesizer with
a multiplier (70-78 GHz) or using a backward wave oscillator
(230-370 GHz). The JJ transport properties and the response
were characterized by a precise Keithley low-noise current

source and nanovoltmeter using a standard 4-probe technique.

In the RCSJ model to which we compare our experimental
results, the junction phase ¢ with an ideal critical current /., a
resistance Ry and a capacitance C are described by the
stochastic differential equation [32,33]
I=1, sin¢+RL+C‘Z—I:+ImW sin(2nF, 1) +1g, (1)
N

where the voltage V = dd/dr X 2m/D (D is the magnetic flux
quantum). The thermal fluctuations I are assumed to be a white
Gaussian noise with zero mean and correlation function

(15 () e (1 7)) = 22-5(x).

A simple harmonic signal of the amplitude /,,,,, and the frequen-
cy Wmw = 2mF . describes an external high-frequency radia-
Ry / 2. Its effect on the Josephson
system particularly depends on the characteristic frequency
we = 2el .Rn/h of the JJ.

tion of the power B, = I;f;lw

Results

First, the current—voltage characteristics (IVCs) were measured,
and the value of the critical current as a function of temperature
was found, see Figure 1. The I.(T) dependence is similar to the
experimental observations for other such structures [34-36]. At
the same time, the normal resistance of the JJ remained
virtually constant, that is, Ry was 0.23-0.24 Q within the
whole studied temperature range. For the subsequent analysis
of the results, we used data from the literature about similar
structures of an YBCO bicrystal junction on 24°[001]-tilt
Zr1-,Y O, substrate [37] as the value of the junction capaci-
tance C = 3 x 10 "2 F/m? x 1.8 x 10712 m? = 0.05 pF. This
value, according to [35], remains almost unchanged over a wide

temperature range.

It is important to understand which parameters vary in the
model with the temperature. Figure 1 also shows the change in

the Josephson junction characteristic length L/Ay, where

Ay :J(I)O/(Znqucd) is the Josephson penetration depth,
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Figure 1: The dependence of the critical current (black dots) and the
characteristic length of the Josephson junction (blue diamonds) on the
temperature. The solid curves are spline approximations. The inset
shows F¢ = w¢/(2m) versus T.

which determines the size of a fluxon in the junction. Here py is
the vacuum permeability, J. is the critical current density, and
d =t + 2) is the effective magnetic thickness with the junction
barrier thickness # = 1.5 nm and the London penetration depth
AL = 250-150 nm [38]. It can be seen from the figure that, for
nitrogen temperatures, the Josephson junction can generally be
considered as a short JJ. With the decrease in the temperature,
its characteristic dimension increases, and for 20 K, in the
general case, Equation 1 becomes invalid, that is, the dynamics
of the spatial distribution of the phase and the magnetic field
inside the junction becomes important [39-41]. In the case of
long JJs it is necessary to consider the sine-Gordon equation,
taking into account the non-uniform distribution of currents
flowing through the barrier, which is typical for bicrystal junc-
tions [28,42,43]. However, if the junction length is of the order
of the kink size and there is no external magnetic field, the long
junction dynamics is close to that of a short one [39] and the
used model is qualitatively adequate. This is confirmed in [40],
where the escape time from the superconducting state is investi-
gated, and it is shown that the critical length L/Aj = 5 corre-
sponds to the crossover between two dynamical regimes.
Nevertheless, long HTSC junctions are characterized by such
features as a flux creep and the change in the IVC curvature as-
sociated with the crossover from the flux flow to Josephson
junction behavior [44]. That is why, as it will be shown below,
in the region of low temperatures, the agreement between the
experiment and the numerical calculation is not as good as in

the region of high T values.

The second important parameter is the characteristic frequency
we (or F¢) (see the inset of Figure 1). The change of w, radi-
cally affects the response of the system to an external MW

signal [17]. Essentially, the wyy/w. (or Fpw/F,) ratio deter-

Beilstein J. Nanotechnol. 2021, 12, 1279-1285.

mines if the detection regime is optimal for the junction. This
issue is discussed in more details below.

The third important parameter is the thermal noise magnitude,
kgT, which affects the smearing of the Shapiro steps, and, ac-
cordingly, the decrease in the step size in the region of low radi-
ation power. It is not shown in Figure 1.

Figure 2 shows the IVCs for temperatures of 70 and 50 K in the
absence of a high-frequency signal and in the regime of
detecting external 72 or 265 GHz signals. The measurement
results are in good agreement with the numerical simulations
(the black curves). It should be noted that the radiation power
was the same for the measurements at all temperatures. The
power level of the two signals, 72 and 265 GHz, was chosen to
be near the first minimum of the critical current, and, according-
ly, near the first maximum of the first Shapiro step at high tem-
peratures. This can be seen from the IVC for T = 70 K and
Fiw = 72 GHz: the critical current is nearly zero, the amplitude
of the first step is greater than the amplitude of the second and
the third steps. The same picture is observed for the IVC at
Fnw = 265 GHz. The comparison with the numerical model
gives an estimate of the power absorbed by the Josephson junc-
tion: it is 0.4 uW for 72 GHz, and P, = 3 uW for 265 GHz.

4_I I T I T 5:I | T I T | T
[ 70K E 50K
o 1 4 - A’"
3F 1 F ]
N 1 3k ]
g 2F 7 ]
= 12 ]
T iR :
1§ ]
ol P T N [N U U R i
0 02 04 06 08 0 02 04 06 08

=
3
S

Figure 2: IVCs of a Josephson junction without an MW signal (blue
dots), under the action of an external signal of 72 GHz (green
diamonds) and 265 GHz (red triangles) at temperatures of 70 and
50 K. The black lines are the numerical calculations for each curve
with the experimental parameters and with fitting power Py

Figure 3, essentially the main result of the article, demonstrates
the dependence of the first Shapiro step amplitude on the tem-
perature for 72 and 265 GHz radiation at a constant power. The
dependences are non-monotonic and have a maximum located
at different temperature values for different MW frequencies. In
addition, it can be seen that at high temperatures of approx.
80 K, the amplitudes of the steps are close, while with decreas-
ing temperature in the case of 265 GHz radiation, the Shapiro
steps become significantly higher than for 72 GHz. The numeri-
cal results (the solid curves) based on the experimental data
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describe the experiment at high temperatures well and differ
quantitatively at low temperatures. This may be caused by a
specific dynamics arising with an increase in the characteristic
length of the JJ at low temperatures. Nevertheless, the simula-
tion qualitatively follows the experimental dependence within
the entire temperature range.

N w

1*" Shapiro Amp. [mA]
I 1

o
8 b b by by
o

Figure 3: The dependence of the first Shapiro step amplitude on the
temperature for 72 and 265 GHz radiation at a constant power. The
dots are the experimental values, the lines are the theory for the tem-
peratures at which the measurements were conducted.

The obtained effect of the optimum in the JJ response is associ-
ated with a simultaneous change of several parameters when the
temperature changes. For a qualitative analysis, let us consider
the expression for the first Shapiro step amplitude [33,45,46]:

400
1
Al =1, Z Ji (a)‘]—l—k (a) Ip |:(k_5j(’)mw:| > (2)
k=—0
where J; and J_;_j are Bessel functions at a = ﬁ, I, is
cmw C

a complex function that determines the quadrature components
of the supercurrent depending on the Josephson generation fre-
quency. Although this expression is valid for a voltage-biased
JJ, it is in a good agreement with measurements for the current-
biased regime and RCSJ model [35]. In the case of low signal
power and wpy < W, the maximum height of the first step is
proportional to

maXAIl :Icmmw/mv 3

In the limit of wp,y =~ we, the expression for Al takes the simple
form:

I
AL = 20 |y | —m | 4
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Figure 4 shows the theoretical dependence of maxAl; on the
frequency for various temperatures. According to Equation 3,
the maximum step amplitude increases as the critical current in-
creases and the temperature goes down. At the same time, due
to the change in the critical frequency w (the inset in Figure 1),
the optimal signal detection regime is shifted. That is, for tem-
peratures of 80 K and 70 K and the frequency of 72 GHz, the
condition wy,y ~ w, is satisfied, and the step heights reach =~I
and ~0.9 I, respectively. At 50 K, maxAl| = I 0pyy/0c

I Frw/Fe =3 mA X 72 GHz/330 GHz = 0.65 mA, and at 20 K,
maxAl; = 5 mA X 72 GHz/560 GHz = 0.64 mA. For 265 GHz
signal, the step height almost reaches the limit ~I; at 50 K,
while at 20 K, wp,y is still far from w.. Summarizing, for low-
gigahertz radiation frequencies, lowering the temperature does
not gain the response magnitude due to the non-optimal fre-
quency of signal detection. Whereas, the closer wpy to the
characteristic frequency, the greater the influence of the critical
current increase with the temperature takes place.
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Figure 4: max Al4 as function of F,, at various temperatures. The
dotted lines mark the position of the two frequencies used in the exper-
iment.

In addition to the magnitude of the Shapiro step height
maximum, it is important to take into account the period of the
Bessel function, which, in the first approximation, determines
the response of the JJ to a change in the gigahertz-signal power.
Equation 4 shows that as w. grows, the Bessel function period
increases, that is, the derivative dAl/dP,,, decreases. Figure 5
shows the results of the numerical calculations of the first
Shapiro step height versus the external signal power at the tem-
peratures of 70, 50, and 20 K. The upper panel of Figure 5 cor-
responds to the external signal frequency of 72 GHz. It can be
seen that maxAl; is close for all three temperatures, as ex-
plained earlier, see Figure 4. Nonetheless, due to the shift in the
step maximum position in power, for small signal levels
(marked with a vertical dashed line), Al at 70 K is larger than
at 50 and 20 K. The bottom panel of Figure 5 corresponds to a
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265 GHz external signal. Here, for different temperatures, there
is also a shift in the position of the Shapiro step maximum along
the power axis, but it is smaller in comparison with the previous
case, since wmw/Wc 1s closer to unity. In this case, the increase
in the maximum step height with temperature is also significant.
Nevertheless, there is an optimum Al; in temperature due to
the competition between two effects, namely an increase in
maxA/l; with an increase in the critical current and a decrease in

dAl;/dP,, with an increase in the critical current.
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Figure 5: The first Shapiro step as function of P, at three tempera-
tures and under a signal at 72 GHz (upper graph) and 265 GHz (lower
graph). The black dashed lines indicate the power levels from the ex-
periment.

Conclusion

The response in the form of the amplitudes of the Shapiro steps
to an external signal with frequencies of 72 and 265 GHz was
measured for 6 um YBaCuO bicrystal junctions as a function of
temperature in the range from 20 to 80 K. Nonmonotonic
dependences of the step height were found in the region of a
weak external signal with maxima at various points. The heights
of the steps are consistent with calculations based on the RCSJ
model and are qualitatively described by Bessel functions. The
occurrence of the receiving optima is explained by the mutual
influence of the varying critical current and the characteristic
frequency. The maximum response to a 72 GHz signal has an
optimum at 70 K, while to a 265 GHz signal — at 50 K.

For applied tasks of terahertz imaging [47], mixing [36], and
Hilbert-transform spectral analysis [13] it is not possible to vary
the incident power over a wide range. The power level is set
there by losses, mismatch, and power absorption by the sam-
ples under study. Moreover, in applied problems one has to deal
with low power levels and a linear response of detector [48].
Specifically in this area of the device operation, the effect de-

scribed in the paper can be observed.

Beilstein J. Nanotechnol. 2021, 12, 1279-1285.

The obtained optima arise at certain JJ parameters (Ry;, I.(T), C,
and w.(7)). Depending on these parameters, such maxima may
appear [18,19] or not appear [17] in the measurements at an
intermediate temperature. For specific purposes and operation
regions, it is possible to tune JJ parameters to operate in the
optimal regime [47,49]. In addition to JJ characteristics, the
operating frequency or the frequency range is important. For
low wp,y, the change in the response of the Josephson junction
will be small with the temperature [16] since at these frequen-
cies the detection is not optimal. At the same time, at high tem-
peratures, thermal noise will blur the step more than at low tem-
peratures, and with increasing /.. the step height will increase.
This also applies to high frequencies close or greater than the
gap. Non-monotonous peculiarities in the response will occur at
intermediate frequencies at, in fact, the most interesting range
from a practical point of view. The same optima of the response
can be achieved in the operation temperature range at a low
power of the external signal with a higher normal resistance and
critical current of the sample.

Therefore, lowering the temperature for the HTSC does not nec-
essarily lead to an improvement in the detection properties of
the Josephson junctions. An interesting question for further in-
vestigation is the search for an analytical expression for the
optimal temperature of receiving an external signal of a given

power and frequency for given JJ parameters.
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Abstract

Impedance matching and heat management are important factors influencing the performance of terahertz sources. In this work we
analyze thermal and radiative properties of such devices based on mesa structures of a layered high-temperature superconductor
BiySryCaCuy0g45. Two types of devices are considered containing either a conventional large single crystal or a whisker. We
perform numerical simulations for various geometrical configurations and parameters and make a comparison with experimental
data for the two types of devices. It is demonstrated that the structure and the geometry of both the superconductor and the elec-
trodes play important roles. In crystal-based devices an overlap between the crystal and the electrode leads to appearance of a large
parasitic capacitance, which shunts terahertz emission and prevents impedance matching with open space. The overlap is avoided in
whisker-based devices. Furthermore, the whisker and the electrodes form a turnstile (crossed-dipole) antenna facilitating good
impedance matching. This leads to more than an order of magnitude enhancement of the radiation power efficiency in whisker-

based, compared to crystal-based, devices. These results are in good agreement with presented experimental data.

Introduction
Tunable, monochromatic, continuous-wave (CW), compact, and  [1]. However, the key obstacle, colloquially known as “the THz
power-efficient terahertz (THz) sources of electromagnetic  gap” [1], is caused by a low radiation power efficiency (RPE) of

waves (EMW) are required for a broad variety of applications THz sources. Despite a remarkable progress achieved by semi-
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conducting quantum cascade lasers (QCL’s) [2,3], their RPE
drops well below the percent level at low THz frequencies
[4-6]. Furthermore, operation of QCLs is limited by the thermal
smearing of quantum levels, which becomes significant at
frequencies ' < kgT/h, where kg and & are the Boltzmann and
the Planck constant, respectively, and T is the operation temper-
ature. For room temperature, 7 = 300 K, this happens at
f=6.25 THz. QCLs have to be cooled down in order to operate
at significantly lower primary frequencies [4-6]. Although room
temperature operation of QCLs at low frequencies can be
achieved via mixing and down conversion of higher primary
frequencies, this comes at the expense of dramatic reduction of
RPE [2,3,5,7,8].

The layered high-temperature superconductor Bi-2212
(BipSryCaCu;0g.5) may provide an alternative possibility for
the creation of cryogenic CW THz sources [9-22]. Bi-2212
represents a natural stack of atomic scale intrinsic Josephson
junctions (1JJs) [23-26]. Josephson junctions have an inherently
tunable oscillation frequency, fj = (2e/h)V, where e is electron
charge and V is the bias voltage per junction. The frequency is
limited only by the superconducting energy gap, which can be
in excess of 30 THz for Bi-2212 [27,28]. A broad range
tunability of emission in the whole THz range 1-11 THz has
been demonstrated for small Bi-2212 mesa structures [14].

The operation of Josephson emitters is limited by two primary
obstacles: self-heating and impedance mismatch. Josephson
devices stop operating when their temperature exceeds the
superconducting critical temperature 7. Self-heating in Bi-2212
mesa structures has been extensively studied [28-39]. Although
T. of Bi-2212 may be quite high, up to =95 K [28], self-heating
is substantial due to the low heat conductance of superconduc-
tors. Self-heating limits the maximum bias voltage that can be
reached without critical overheating of a mesa and, therefore,
the maximum achievable frequency and emission power.
Furthermore, as pointed out in [40], self-heating creates a
general limitation for the maximal achievable emission power
for any cryogenic device (not only superconducting). Taking
into account the limited cooling power of compact cryorefriger-
ators (sub-watt at low T), a device with RPE ~ 1% would not be
able to emit significantly more than 1 mW. Therefore, larger
emission power from cryogenic sources may only be achieved
via enhancement of the RPE. The maximum achievable RPE is
50% in the case of perfect match between the device micro-
wave impedance and that of open space [41]. However, the re-
ported RPE of Bi-2212 THz sources is much smaller [14] due to
a significant impedance mismatch. Therefore, improvement of
THz sources requires a proper design of cooling elements, to
handle self-heating, and impedance matching microwave

antennas, to improve RPE.
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In this work we analyze design aspects of THz sources based on
Bi-2212 mesa structures. Thermal and radiative properties are
studied for two types of devices containing either a conven-
tional large single crystal or a needle-like whisker. We present
numerical simulations for various geometrical configurations
and parameters and make a comparison with experimental data.
It is demonstrated that the structure and the geometry of both
the superconductor and the electrodes play important roles.
Electrodes provide an effective heat sink channel and help in
the reduction of self-heating. They also influence radiative
properties. However, this influence is opposite for crystal-based
(worsening) and whisker-based (improvement) devices. The
superconductor geometry is also crucial. Devices based on large
crystals suffer from a large parasitic capacitance at the overlap
between the crystal and the electrodes. It prevents good imped-
ance matching and reduces RPE. The overlap is avoided in
whisker-based devices. Moreover, the whisker itself, together
with the electrodes, forms a turnstile (crossed-dipole) antenna,
facilitating good impedance matching. We show that this can
lead to more than an order of magnitude enhancement of RPE,
compared to crystal-based devices. Those results are in good
agreement with experimental data, which demonstrate that THz
emission from whisker-based devices is much larger than from
crystal-based devices with the same geometry.

Experimental Results

Figure 1a,b show optical images of two studied devices. They
have a similar geometry and were fabricated using the same
procedure. The main difference is that the device in panel (a)
was made using a whisker while that in panel (b) was made
using a conventional single crystal. Figure 1c shows sketches of
both devices. Bi-2212 whiskers have typical aspect ratios of
100:10:1 in the a, b, and c crystallographic directions, respec-
tively [42]. Our whiskers have typical dimensions of several
hundreds of micrometers along a, 20—40 pm along b, and just a
few micrometers along c. The conventional single crystal is
much larger with sizes of almost a square millimeter in the
ab-plane and several hundreds of micrometers in the c-direc-

tion.

The fabrication process starts by gluing a corresponding crystal
on a 5 x 5 mm?2 sapphire substrate using epoxy glue. The crystal
is cleaved under ambient conditions. After that the sample is
immediately put into a deposition chamber and a protective
gold layer of 60—80 nm is deposited to avoid surface passiva-
tion. Next, a line pattern of photoresist is written with a length
of 100200 ym and a width of 5-15 um on a flat portion of
Bi-2212 surface, followed by argon-ion etching of the unpro-
tected parts of Au and Bi-2212, the deposition of insulating
SiO; or CaF; layers and a lift-off of the photoresist at the line.
The depth of Bi-2212 etching at this stage (dy, = 200-400 nm)
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Figure 1: Optical images of (a) a whisker and (b) a crystal-based device with similar electrode geometries. (c) A sketch of both devices.

defines the height of mesas and the number of 1JJ in the device,
N =d/s, where s = 1.5 nm is the interlayer spacing between
double CuO, layers in Bi-2212. After that a top Ti/Au layer
with a total thickness of approx. 200 nm is deposited. Finally,
several electrodes, crossing the line in a perpendicular direction,
are made by photolithography and argon-ion etching. Mesa
structures are formed at the overlap between the line and the
electrodes, as indicated in Figure 1la.

Figure 2a,b shows current—voltage (/-V) characteristics of
mesas of whisker- and crystal-based devices, respectively. The
I-V curves are fairly similar. They contain multiple branches
due to one-by-one switching of 1JJs from the superconducting
to the resistive state. The are N = 200 and =300 1JJs in whisker
and crystal mesas, respectively. Both the whisker and the
crystal have a similar suppressed 7, = 65-70 K and low critical
current densities of IJJs, J, ~ 100 A/cm?, indicating a strongly
underdoped state of Bi-2212 [43].

Radiative properties of our whisker-based devices were
analyzed in [40]. A significant EMW emission at f =~ 4.2 THz
with a record-high RPE reaching 12% was reported. The emis-
sion occurs at the step in the /-V marked in Figure 2a. In
Figure 2c we show results of in situ THz generation-detection
experiment on a whisker-based device. We follow the proce-
dure developed in [14], where details of the technique can be
found. We use one mesa with the /-V like in Figure 2a as a
generator, and another mesa on the same device as a switching
current detector. The detector mesa is biased by a small alter-
nating current and the generator by a direct current in the same
range as in Figure 2a. Figure 2c shows the ac resistance of the
detector mesa, R, as a function of dissipation power in the
generator mesa, Pgen = [genVgen- It is anticipated that self-
heating is monotonic (approximately linear) with the dissipa-
tion power, while the emission is nonmonotonic [14,40]
because it occurs at certain bias voltages, corresponding to

geometrical resonances in the mesa [14,16,24,26]. From

1394



T T T T T T T ! T
(@) rof . ;
[ emission step — ]
— [ ]
< 05 ]
- oof s == ]

b X

3 : . "/‘/ :
05p ]
f whisker |
1or ]

1 1 1 1 1

-2 1 0 1 2

whisker

—~ 4 —
g 1 7 _
4
S— 3L _
g L |
o 2t i
1k 4
0 . 1 . 1 . 1 ) 1 . 1 . 1

0.0 0.2 0.4 0.6 0.8 1.0 1.2

P (mW)

gen

Beilstein J. Nanotechnol. 2021, 12, 1392-1403.

F T T T T T T T T T T T 7]

(b) st :
2 1.0 — —
05 F 3

£ : ]
~  oof .
C E ]

S b ]
~P 05} =
1ok ]

45 E

(d) 400 T T T T T T T T
crystal
S e
B 200 —;_\ s ,;,-f,-r"' ) .
o’ - = —
f ]
0 ) | ) | ! | ! |
0 1 2 3 4
P (mW)

gen

Figure 2: Current—voltage characteristics of mesa structures on (a) whisker- and (b) crystal-based devices. (c, d) On-chip generation—detection exper-
iment for (c) whisker- and (d) crystal-based devices. Here, the ac resistance of the detector mesa is shown as function of the total dc dissipation
power, Pgen, Of the generator mesa. For the whisker-based device (c) a profound emission occurs at the step in the /-V marked in panel (a). For the
crystal-based device (d) only a small monotonic increment of Rget VS Pgen is observed, caused by gradual self-heating.

Figure 2c it is seen that a profound EMW emission occurs in a
whisker-based mesa, leading to more than an order of magni-
tude enhancement of R4e;. The emission occurs in a specific
bias range, corresponding to the step in the /-V marked in
Figure 2a. To avoid repetitions we address the reader to [40] for
more details.

In Figure 2d we show similar generation—detection data for the
crystal-based device from Figure 1b and Figure 2b. In contrast
to the whisker-based device, here we observe only a small
monotonic increment of Rge; With increasing Pger, which is the
consequence of self-heating. On top of it there may be a small
non-monotonic signal at 0.5 mW < Pgen < 1.5 mW, which can
be attributed to THz emission. This is qualitatively similar to
results reported earlier for small mesas on crystal-based devices
[14]. For whisker-based mesas the ratio between emission and
self-heating responses is quantitatively different: The emission
peak Rget(Pger) is much larger than the monotonic self-heating
background. This indicates a much larger RPE in whisker-based
devices [40].

Numerical Results

To understand the reported difference between crystal- and
whisker-based devices and to suggest possible optimizations of
THz sources, we performed numerical modelling using the 3D
finite element software Comsol Multiphysics. Below, we
present simulations of thermal and radiative properties calcu-
lated using “Heat Transfer” and “RF” modules, respectively.
The presented simulations contain several simplifications and,
therefore, are not aiming to self-consistently predict the extent
of self-heating, AT, or the radiative power. Their goal is to
reveal general trends and geometrical factors contributing to
design aspects of Bi-2212 THz sources.

Modelling of heat transfer

Accurate analysis of self-heating in Bi-2212 mesas is a com-
plex non-linear problem [28,30-32,36,38]. Simulations
presented below are made for the base temperature 7 = 10 K
and for sizes similar to the actual devices, shown in Figure 1:
substrate 5 X 5 x 0.3 mm3, crystal 1 X 1 x 0.3 mm3, whisker
300 x 30 x 3 um?> and mesa 30 x 30 x 0.3 um?. The thickness
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of gold electrode is 200 nm. The thickness of epoxy layer, d,,
depends on the quantity of applied glue, area of the crystal,
experience, and luck. For whisker devices we managed to
reduce it to d. < 1 pm. To do so we use a tiny amount of epoxy
and also squeeze it out by pressing the whisker upon gluing.
This procedure is effective for whiskers due to their small area.
For large crystals, requiring more epoxy, this is more difficult
and the remaining epoxy layer is usually thicker. For this reason
we assume the epoxy thickness d. = 1 um for whisker and

de = 5 um for crystal-based devices.

The monocrystalline sapphire substrate has a very good ther-
mal conductivity, «, at low 7. The substrate is thermally well
anchored with the boundary condition at the bottom surface
T = Ty. Due to the large k, temperature variation in the
substrate is negligible. Therefore, we use a constant
& = 3000 W-K~1.m™! for the substrate, corresponding to a
monocrystalline sapphire at 7 = 10 K [44]. In contrast, the
epoxy used for gluing Bi-2212 crystals has a poor heat conduc-
tance at low 7. We do not consider its 7-dependence because it
acts just as a heat blocking layer, which we assume to have

ke = 0.0025 W-K~1.m™!. However, it is necessary to take into

Beilstein J. Nanotechnol. 2021, 12, 1392-1403.

account actual k(7)) dependencies of the other two materials,
namely Bi-2212 and polycrystalline gold electrodes. At
low T both have linear k(7). For Bi-2212 we assume
kgp(T) = 0.1 T(K) W-K~L-m~! [45] with an anisotropy k/k. = 8
[46]. For a polycrystalline gold thin film we use
«(T) = 3 T(K) W-K~.m~! [32]. The heat is produced in the
mesa volume with a total power of 1 mW and uniform density.

Figure 3 represents heat transfer simulations for a whisker with-
out an electrode. Figure 3a,b shows sketches of the device and
the x— cross-section through the mesa (not to scale), respective-
ly. Figure 3c—e shows the temperature distribution for the case
when the sample is placed in vacuum. Figure 3c shows the top
view, Figure 3d the x—z cross section through the mesa
(stretched by a factor of three in the vertical direction), and
Figure 3e shows the temperature distribution in the mesa
(stretched by a factor of 50 in the vertical direction). In this case
the heat can only sink into the substrate. As seen from
Figure 3d, the epoxy layer between the substrate and the
whisker blocks heat flow into the substrate and causes substan-
tial heating of the whole whisker with the maximum tempera-

ture in the center of the mesa reaching Ty,,x = 85.2 K.

| ey

sapphire
substrate

() T,=10K
Toax= 85.2K

max—

/ |

-

L in vacuum

f) T,=10K

T..=56.7K ’
/
o

in He gas

in vacuum

Figure 3: Heat transport in a whisker-based device without electrodes. (a) A sketch of the device and (b) a cross section through the mesa (not to
scale). (c—e) Calculated temperature distribution for the device in vacuum. (f-h) The same for the device in exchange He gas.
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Figure 3f~h show simulations for the same device in exchange
4He gas. Clearly, it helps to cool down the device, although

self-heating still remains substantial, T,x = 56.7 K.

Figure 4 shows simulations for the whisker-based device with a
top Au electrode. Outside the whisker the electrode is in a direct
contact with the sapphire substrate (no epoxy). This creates a
good thermal sink and, as a result, Ty, falls to =23 K. Addi-
tion of an exchange gas does not play a major role in this case
because the main heat sink channel is provided by the electrode
[33,34] acting as a heat spreading layer [29].

Figure 5 shows the temperature distribution in a crystal-based
device in vacuum without electrodes (Figure 5a) and with elec-
trodes (Figure 5b). The main difference is that unlike in the
whisker-device, Figure 3, there is no major temperature jump in
the epoxy layer between the crystal and the substrate. This
occurs because the heat resistance, Ry, = d/(xA), is inversely
proportional to the area A. Due to a much larger crystal area, R,
of epoxy is negligible despite a low k and larger d. = 5 pym.

Adding an electrode and He exchange gas further reduces self-

(@) (b)
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heating, but their effect is not as profound as for the whisker-
device, Figure 4, due to the effective heat sink channel into the

substrate.

In many cases, self-heating is dominated by some bottlenecks.
The origin of blocks to the heat flow is clearly revealed from
inspection of the thermal gradients in the mesa where the heat is
produced and by estimation of heat resistances of different ele-
ments. For example, from Figure 3e it is seen that for a bare
mesa on a whisker the heat is flowing along the whisker. This
occurs because the epoxy layer with a large Ry, = 44.4 K/mW
blocks direct (vertical) heat flow into the substrate. However,
the maximal self-heating, AT = 75.2 K, is almost two times
larger, implying that there is yet another bottleneck. It is caused
by a small bc (yz) cross sectional area of the whisker. This addi-
tional in-plane heat resistance, Ry ~ 30 K/mW, corresponds to
the effective length of heat spreading along the whisker compa-
rable to the size of the mesa, as can be seen from Figure 3d. For
a whisker mesa with an electrode the thermal gradient changes
the direction, see Figure 4e, indicating that the heat is flowing

predominantly along the electrode. For comparison, the c-axis

electrodes
mesa
Whisker—l

sapphire
substrate

In vacuum 750

| o S

To=10K, Tpau=22.7K

Figure 4: Heat transport in a whisker-based device with an electrode. (a) A sketch of the device and (b) a cross section through the mesa (not to
scale). (c—e) Calculated temperature distribution for the device in vacuum. (f-h) The same for the device in exchange He gas.
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Figure 5: Heat transport in a crystal-based device in vacuum (a) without electrodes, (b) with electrodes. The left panels represent top views, the
middle panels the x—z cross section through the mesa, and the right panels the mesa (expanded by factor of 50 in the z-direction).

heat resistance of the mesa and the whisker are only 1.3 K/mW
at T = 20 K. This implies that a significant reduction of self-
heating in whisker devices could be achieved by replacing
epoxy with a better heat-conducting material, for example, by
soldering [10].

For a mesa on a crystal, Figure 5, the thermal gradient is fairly
spherical (taking into account the anisotropy k,p/k. = 8). In this
case self-heating is dominated by the spreading heat resistance
in the crystal [29,31], Ry = 1/2L[xpx, = 23.6 K/mW at
T =20 K, where L = 30 um is the in-plane size of the mesa. For
comparison, the heat resistance of epoxy is only 2 K/mW for
de = 5 um. Consequently, epoxy is not the major problem for
crystal devices (unless it is very thick d, > 50 pm). For a real
device self-heating will depend on the actual geometry, thick-
nesses, and material parameters. However, our analysis indi-
cates that the optimization is much more important and effi-
cient for whisker devices. This is caused by the low intrinsic

c-axis heat resistance of whiskers due to the small thickness.

Modelling of radiative properties

For the calculation of THz properties, a mesa (the source) is
modelled as a lumped port with a fixed voltage amplitude.
Unlike the heat transfer problem, this problem is linear so that
the results directly scale with the source amplitude. To ease the

understanding, we use an amplitude of 1 V. Simulations are

made in a sphere with the radius R, which is chosen to be at
least two times larger than the largest device size and the wave-
length in vacuum. A perfectly matching layer with the thick-
ness 0.1R is added outside the sphere to avoid reflections. We
checked that the presented results do not depend on R and,
therefore, properly describe far-field characteristics.

Figure 6 shows radiative characteristics for three device geome-
tries, sketched in the leftmost panels: Figure 6a shows a mesa
(red) on a large crystal (black) with an attached metallic elec-
trode (yellow), mounted on a dielectric substrate; Figure 6b
shows a mesa on a large crystal with a capping metallic layer,
without electrode; Figure 6¢ shows a mesa on a thin whisker
(black) with an attached electrode. Simulations are performed
for f =1 THz and the sizes are selected relative to the wave-
length in vacuum, A; = 300 um: the substrate and the in-plane
crystal size as well as whisker and electrode lengths are
A1/2 = 150 pm; the substrate height is A{/4 = 75 um; the
in-plane mesa size, as well as whisker and electrode widths are
A1/8 = 37.5 um; the crystal height is A;/10 = 30 um; mesa and
whisker heights and the electrode thickness are A1/100 = 3 pm;
the simulation sphere radius is R = 2A; and the perfectly
matching layer thickness is 0.2 . The sizes and parameters are
chosen to be similar (but not identical) to studied samples in
order to optimize the mesh size and the calculation time. There-

fore, such simulations serve for a qualitative illustration of the
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device. Left panels show sketches of devices; middle panels — electric field amplitudes in the x-z cross-section through the mesa; right panels repre-
sent radiation patterns for the electric field amplitude in the far-field (outside the simulation sphere). Note a strong field concentration between the

crystal and the electrode in (a).

difference between crystal- and whisker-based devices and the
role of the electrodes. The conductivity of electrode and
whisker is set to =6 x 105 (Q-m)~! and the relative dielectric
permittivity of the substrate is €, = 10. First we consider the
case without dielectric losses, tan(d) = 0. The middle panels in
Figure 6 show the local distributions of electric field ampli-
tudes in the xz crosssection through the mesa. The same color
scale is used, indicated in the middle panel of Figure 6b. The
rightmost panels represent far-field radiation patterns (direction-
ality diagrams) of the electric field amplitude outside the simu-

lation sphere.

From comparison of the middle panels in Figure 6a,b it can be
seen that the electric field distribution is significantly different.
In the crystal-based device the field is locked between the elec-
trode and the crystal. This occurs because the electrode is laying

on top of the crystal, forming together a parallel plate capacitor.

The field is trapped inside this capacitor and goes neither in the
substrate, nor into open space in the top hemisphere (with the
exception of small edge fields). If we take a realistic specific ca-
pacitance of C, ~ 0.1-1 fF/um? and an electrode area of
37.5 x 150 um?, we obtain for f = 1 THz that the capacitive
impedance is very small |Z¢| = 1/2afC = 0.03-0.3 Q, much
smaller than the wave impedance of the free space,
Zoy =4+[Ho/€g = 377 Q. This leads to trapping of EMW in the
electrode/crystal capacitance, which shunts open space and

prevents emission.

To the contrary, for the whisker-based device, Figure 6¢c, the
field goes out of the mesa as can be seen from the brighter
overall tone of the pattern in the middle panel. The EMW prop-
agation is particularly well seen in the bottom hemisphere due
to formation of a standing wave pattern in the substrate. It is in-

duced by reflections at the substrate/vacuum interfaces caused
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by a significant difference in refractive indices. Emission of
EMW is associated with a cross-like structure of the whisker
device, as sketched in the leftmost panel of Figure 6c. It obvi-
ates direct overlap of the whisker and the electrode and prevents
the appearance of the large parasitic capacitance. This cross-like
structure resembles the turnstile (crossed-dipole) antenna geom-
etry, which facilitates good impedance matching with open

space.

The difference between crystal- and whisker-based devices is
also reflected in the far-field characteristics, shown in the right-
most panels of Figure 6a and Figure 6¢c. The maximum field
amplitudes, E,«, given in the bottom-right corners, are signifi-
cantly different: 0.13 V/m for crystal- and 0.69 V/m for
whisker-based device. Since the emitted power is proportional
to Erznax, the RPE of the whisker-based device is almost
30 times larger than that of the crystal-based device. This indi-
cates a good impedance matching for the whisker device and a
poor matching for the crystal device. To further demonstrate the
detrimental role of the parasitic electrode/crystal capacitor, in
Figure 6b we considered the case with a mesa on a crystal with-
out electrode and only with a capping top layer on the mesa.
Such configuration is relevant for large mesas, contacted by a

(a) Crystal, 1 THz
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bonding wire [9]. Remarkably, the far-field emission is larger,
Enax = 0.19 V/m, in the absence of the electrode. This clearly
shows that the electrode on top of the crystal does not help in
impedance matching. To the contrary, it makes things worse
due to formation of the large parasitic capacitance shunting the
EMW.

Simulations presented in Figure 6 are made for ideal dielectrics
with tan(d) = 0. The detrimental role of the parasitic crystal/
electrode capacitance becomes much more pronounced if we
take into account dielectric losses, which can be significant at
THz frequencies. In Figure 7 we show the variation of radiative
properties of crystal-based (Figure 7a) and whisker-based
devices (Figure 7b) upon increasing dielectric losses in the insu-
lating layer between the crystal and the electrode for the crystal-
based device and between substrate and electrode for the
whisker-based device: tan(d) = 0 (top), tan(d) = 1 (middle), and
tan(8) = 2 (bottom row of panels). It is seen that for the
whisker-based device dielectric losses only slightly reduce E .«
from 0.69 V/m for tan(d) = 0 to 0.55 V/m for tan(8) = 2. For the
crystal-based device the relative reduction is significantly
larger, from 0.13 V/m for tan(d) = 0 to 0.06 V/m for tan(d) = 2.
As a result, the ratio of RPE for whisker and crystal devices in-

(b) Whisker, 1 THz
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Figure 7: Variation of radiative properties with increasing dielectric losses tan(d) = 0 (top row), 1 (middle row), and 2 (bottom row) for (a) crystal-
based (two leftmost columns) and (b) whisker-based devices (two rightmost columns). Simulations are made at f = 1 THz. Note a rapid suppression of

the far-field amplitudes in crystal-based devices.
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creases from =28 for tan(d) = 0, to ~39 for tan(d) = 1 and ~84
for tan(d) = 2. This is a direct consequence of the electric field
concentration in the parasitic crystal/electrode capacitance of

crystal-based devices.

Discussion

Josephson oscillators can provide unprecedented tunability in
the whole THz range at a primary frequency [14]. However,
being cryogenic devices, they are susceptible to self-heating,
which limits both the achievable frequency range and the emis-
sion power. As pointed out in [40], the maximum emission
power is limited by the cooling power of the device and the ra-
diation power efficiency:

PTHZ <PCO x RPE. (1)

oling

Enhancement of the effective cooling power requires imple-
mentation of special cooling elements in the device. Despite a
significant progress in this direction [10,12,13,35,36,38,47], it is
unlikely that a single emitter would be able to sustain the dissi-
pation power above few tens of milliwatts. The tolerable dissi-
pation power can be significantly enhanced by spreading it be-
tween several smaller emitters [10,19] because smaller mesa
structures are less prone to self-heating [14,28,29,31]. Such a
strategy has been successfully proved for arrays of Josephson
junctions [48-50], for which coherent emission from up to 9000
synchronized junctions was reported [49]. Yet, the ultimate
dissipation power is limited by the cooling power of the cryo-
stat itself. For compact cryorefrigerators it is in the range of
100 mW. As follows from Equation 1, a source with RPE = 1%
(which is good for THz sources) would not be able to emit more
than Py, = 1 mW. Therefore, further enhancement of the emis-
sion power requires enhancement of RPE. This, in turn, requires
proper microwave design to facilitate impedance matching with
open space. The maximum RPE in case of perfect matching is
50% [41], implying that up to 50 mW emitted THz power could
be achieved.

Above we considered design aspects of THz sources, which
contribute to obviation of self-heating and improvement of
impedance matching. Several geometries of Bi-2212 devices
were analyzed. It is shown that geometries of both the Bi-2212
crystal and the electrodes play important roles. Their effect,

however, depends on the device type.

For crystal-based devices with large crystals of approx.
1 x 1 mm? in the ab-plane, see Figure 1b, the size of the crystal
plays contradicting roles in device operation. On the one hand, a
large ab-plane area helps to spread heat into the substrate and
reduces self-heating of the device, as seen from Figure 5. On

the other hand, it leads to a large overlap area between the

Beilstein J. Nanotechnol. 2021, 12, 1392-1403.

crystal and the top electrode. This creates a large parasitic ca-

pacitance that shunts THz emission and suppresses RPE.

In whisker-based devices the situation is different. Here the
electrode provides the main heat sink channel, as shown in
Figure 4. In general, our analysis indicated that self-heating op-
timization is much more important and efficient for whisker
devices due to the low intrinsic c-axis heat resistance (caused by
the small thickness of the whisker). Furthermore, the cross-like
geometry prevents an overlap between the whisker and the elec-
trode, thus obviating the parasitic capacitance. Moreover, the
long whisker and the electrode act as two arms of a turnstile
(crossed-dipole) antenna, facilitating good impedance matching
with open space. Operation of whisker-based devices [22,40]
and devices based on stand-alone mesas with similar cross-like

electrodes [16] has been demonstrated by several groups.

The role of the substrate is also different. In crystal-based
devices the large superconducting crystal screens the EMW, so
that there is practically no field in the substrate, see Figure 6a,b.
In this case, the substrate does not influence radiative proper-
ties. To the contrary, for a whisker-based device a significant
fraction of EMW is going into the substrate due to its larger
dielectric constant. The difference of dielectric constants of the
substrate and vacuum leads to internal reflections and the for-
mation of standing waves in the substrate, see Figure 6¢. There-
fore, the substrate acts as a dielectric resonator and may

strongly affect the radiation pattern of the device.

The presented numerical simulations provide a qualitative ex-
planation of the reported difference in radiative properties of
whisker- and crystal-based devices, shown in Figure 1a,b. They
explain why the RPE of whisker-based devices is much larger
(by more than an order of magnitude, as follows from Figure 7).
Those conclusions are in agreement with experimentally re-
ported RPE values, which are in the range of <1% for crystal-
based [10,14] and up to 12% for whisker-based [40] devices.

Conclusion

To conclude, intrinsic Josephson junctions in the layered high-
temperature superconductor Bi-2212 can provide an alternative
technology for the creation of tunable, CW THz sources. In this
work we analyzed two main phenomena that limit performance
of such devices: self-heating and low RPE caused by imped-
ance mismatch. We presented numerical simulations of thermal
and radiative properties of Bi-2212 THz sources based on
conventional large single crystals and needle-like whiskers.
Simulations are performed for various geometrical configura-
tions and parameters. A comparison with experimental data for
crystal- and whisker-based devices is made. It is demonstrated

that the structure and the geometry of both the superconductor
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and the electrodes play important roles. Crystal-based devices
suffer from a large parasitic capacitance due to an overlap be-
tween the crystal and the electrodes. This prevents good imped-
ance matching and reduces RPE. The overlap is avoided in
whisker-based devices. Moreover, the whisker and the elec-
trodes form a turnstile (crossed-dipole) antenna facilitating
good impedance matching with open space. Our simulations
demonstrate that this may enhance the radiation power effi-
ciency in whisker-based devices by more than an order of mag-
nitude compared to crystal-based devices, which is consistent
with experimental data.
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We investigate plasma oscillations in long electromagnetically coupled superconducting nanowires. We demonstrate that in the

presence of inter-wire coupling plasma modes in each of the wires get split into two “new”” modes propagating with different veloc-

ities across the system. These plasma modes form an effective dissipative quantum environment interacting with electrons inside

both wires and causing a number of significant implications for the low-temperature behavior of the systems under consideration.

Introduction

Physical properties of ultrathin superconducting nanowires
differ strongly from those of bulk superconductors owing to a
prominent role of fluctuation effects in a reduced dimension
[1-3]. Such fluctuations cause a reduction of the supercon-
ducting critical temperature [4] and yield a negative correction
to the mean field value of the order parameter A(. In particular,
at T—0 for the absolute value of the order parameter |A| in

superconducting nanowires one finds [5]:

A Ay Re
|A|—A0 3A, y R

q

€]

where Rg is the normal-state resistance of the wire segment of
length equal to the superconducting coherence length & and
Rq= 2m/e? ~ 25.8 kQ is the quantum resistance unit. For generic

metallic nanowires one typically has Rg « Rg, implying that
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fluctuation correction to the mean value of the superconducting
order parameter (Equation 1) remains weak and in the majority

of cases can be neglected.

Is the condition Rg/Rq <« 1 sufficient to disregard fluctuation
effects in superconducting nanowires? The answer to this ques-
tion is obviously negative since even in this limit fluctuations of
the phase ¢(x,r) of the order parameter A = |Alexp(ip) survive
being essentially decoupled from those of the absolute value |A|.
Such phase fluctuations are intimately related to sound-like
plasma modes [6,7] (the so-called Mooij—Schon modes), which
can propagate along the wire playing the role of an effective
quantum dissipative environment for electrons inside the wire.
The frequency spectrum of this effective environment is similar
to that of the celebrated Caldeira—Leggett model [8], which is
widely employed in order to account for both quantum dissipa-
tion and quantum decoherence in normal [9,10] and supercon-
ducting [11,12] metallic structures, see also the book [1] for an
extensive review on this issue.

The presence of Mooij—Schon plasma modes is an important
feature inherent to long superconducting nanowires that leads to
a number of interesting effects. One of them is the theoretically
predicted [13,14] and experimentally observed [15,16] smearing
of the square-root singularity in the density of states (DOS) near
the superconducting gap accompanied by a non-vanishing tail in
DOS at subgap energies. Mooij—Schon plasmons also mediate
the interaction between quantum phase slips (QPS) [1,2,17,18]
causing Berezinskii—Kosterlitz—Thouless-like [17] and Schmid-
like [19-21] quantum phase transitions in structures involving
superconducting nanowires.

In this work we are going to investigate propagation of plasma
modes in a system of two long capacitively coupled supercon-
ducting nanowires. We are going to demonstrate that in the
presence of electromagnetic interaction between the wires their
plasma modes get split into a pair of “new” modes propagating
along the system with two different velocities. This effect may
have various implications for the low-temperature behavior of

the structures under consideration.

Results and Discussion

Consider a system composed of two long parallel to each other
superconducting nanowires. This structure is schematically
depicted in Figure 1. The wires are characterized by kinetic
inductances £; and £, (times unit wire length) and geometric
capacitances C| and C, (per unit length). In the absence of any
interaction between the wires they represent two independent
transmission lines where low-energy plasma excitations propa-

gate with velocities v =1/\[[,1C1 and v, =1/\/LZC , respec-

tively, in the first and the second wires.
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C.%,

Figure 1: The system of two capacitively coupled superconducting
nanowires.

Note that the wires can be treated as independent only provided
that they are located far from each other. If, on the contrary, the
distance between the wires becomes sufficiently short they
develop electromagnetic coupling even though there exists no
direct electric contact between them. In this case each fluctua-
tion associated with an electromagnetic pulse in the first wire
induces an electromagnetic perturbation in the second one and
vice versa. Accordingly, propagation of plasma modes along the
wires gets modified and is not anymore described by two inde-
pendent velocities v; and v,. The task at hand is to investigate
the effect of electromagnetic coupling on plasma excitations in
the system of two superconducting nanowires.

To this end, we will routinely model electromagnetic coupling
between the wires by introducing mutual geometric inductance
L., and capacitance Cy, for these wires. All geometric induc-
tances for ultrathin superconducting wires are typically much
smaller than kinetic ones and, hence, £, can be safely
neglected as compared to £; 5. On the contrary, the mutual ca-
pacitance Cy, can easily reach values comparable with C; , and
for this reason it needs to be explicitly accounted for within the

framework of our consideration.

As a result, making use of the microscopic effective action anal-
ysis [17,18,22] we arrive at the following Hamiltonian that
includes both electric and magnetic energies of our supercon-

ducting nanowires [23,24]

fipe =5 % Jax[ 4 (x)®; ()

i,j=1,2 2
(170 )65 (Vi (+) v, (x))}
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where x denotes the coordinate along the nanowires,
. | L 0 v ¢ C
0 £ C, G

(Cm < Cy,2) are the inductance and capacitance matrices and
®( = m/e is the superconducting flux quantum (here and below
we set Planck constant 7, speed of light ¢ and Boltzmann con-

stant kg equal to unity).
The Hamiltonian in Equation 2 is expressed in terms of the dual

operators % (x) and @ (x) [25] obeying the canonical commuta-
tion relation

[(i)(x),f((x')]:—id)OS(x—x') )

and are linked to the charge density and the phase operators
Q(x) and ¢(x) as

A 1 ~ ~ T 15 ’
Q(x)=q)—0Vx(x), (p=2€_[dx CD(x). (5)
0

Physically, d)i (x) represents the magnetic flux operator, while
the operator )Zi(x) is proportional to that for the total charge
q; (x) that has passed through the point x of the i-th wire up to
the same time moment 7, that is, §; (x)=—%;(x)/®,.

As we already pointed out above, in the case of two capaci-
tively coupled wires any perturbation that occurs in one of the
wires generates charge redistribution and voltage pulses in both
wires. The corresponding voltage drop in these wires 1}1’2 can
be expressed in terms of the local charge operators by means of
the following equation [23]:

i) =5-

1 ~ N .o
S G (ij (xl,t)—VXj (xz,t)), i,j=12. (6)
0 j=12
In what follows, it will be convenient for us to go over to the
phase representation and to express the equation of motion for
the phase perturbations ¢ » in both wires in the form of

<o o\ @e(nr) |
(1at -y ax)L)z (x’t)}_o ™

that follows directly from the Hzamiltonian for our structure
SN

(Equation 2). Here Vz(CC) is the velocity matrix that

accounts for plasma modes propagating along the wires.
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In order to evaluate the velocities of plasma modes in the pres-
ence of electromagnetic coupling between the wires it is neces-
sary to diagonalize the velocity matrix ' and to determine its

eigenvalues v+. Making use of Equation 3 after a trivial algebra

we obtain
2 402,22
J(Vlz —v%) +7Cr1“2 &)
_ L [ 2 4 16
vy —X Vi +Vvy + 2y Kt , (8)

\/vlz + v% +2v»pK

where we defined « = ,H—Ci/(ClCz).

Equation 8 represents the central result of our present work. It
demonstrates that in the presence of electromagnetic coupling
plasma modes in each of the wires are split into two “new”
modes being common for both wires and propagating along
them with velocities v.. As we expected, no independent
plasma modes in each of the wires could exist in this case.
Only in the absence of inter-wire interaction (i.e., for k = 1)

Equation 8 yields vy = v{ and v_ = vj.

In the case of identical wires with C1 =C, = C, L1 =L, =L and
v1 = vo = v the result (Equation 8) reduces to a particularly

simple form
v =1/\JL(C*Cp) =v/{TF Cp/C. ©)

Provided the parameters of both wires differ in such a way that
one of the unperturbed velocities strongly exceeds the other

one, v| >» vj, Equation 8 yields

ve=n/k, vo= vy, (10)
Equation 8§-Equation 10 demonstrate that one of the plasma
modes may propagate much faster than any of such modes in
the absence of inter-wire interaction. This situation can be real-
ized provided the wires are located close enough to each other
in which case the cross-capacitance C,, may become of the

same order as Cp, implying x < 1.

Provided the wires are thick enough, the low-energy Hamil-
tonian in Equation 2 is sufficient. However, for thinner wires
one should also take into account the effect of quantum phase
slips [1,2,17,18], which correspond to a fluctuation-induced
local temporal suppression of the superconducting order param-
eter inside the wire accompanied by the phase slippage process
and quantum fluctuations of the voltage in the form of pulses.

Here, it will be sufficient for our purposes to account for QPS
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effects only in the first wire and ignore these effects in the
second one. In this case, the Hamiltonian in Equation 2 should

be replaced by that for an effective sine-Gordon model [25]

H=Hgy, —yljdxcos(kl(x)), (11)

where the last term describes QPS effects in the first wire and y;
defines the QPS amplitude (per unit wire length) in this wire. In
simple terms, the last term in Equation 11 can be treated as a
linear combination of creation (eif(l) and annihilation (efif“)
operators for the flux quantum @ and accounts for tunneling of
such flux quanta @ across the first wire.

It is well known that any QPS event causes redistribution of
charges inside the wire and generates a pair of voltage pulses
propagating simultaneously in opposite directions along the
wire. Assume that a QPS event occurs at the initial time
moment ¢ = 0 at the point x = 0 inside the first wire. This event
corresponds to the phase jump by 2, as it is shown in Figure 2.
Provided the first wire is electromagnetically decoupled from
the second one, at ¢ > 0, voltage pulses originating from this
QPS event will propagate with the velocity v; = 1/ m along
the first wire, see Figure 2. Obviously, the second wire remains
unaffected.

Beilstein J. Nanotechnol. 2022, 13, 292-297.

Let us now “turn on” capacitive coupling between the wires. In
this case, quantum phase slips in one of the wires generate
voltage pulses already in both wires. Resolving Equation 7
together with proper initial conditions corresponding to a QPS
event, we arrive at the following picture, summarized in
Figure 3 and Figure 4. In the first wire each of the two voltage
pulses propagating in opposite directions is now, in turn, split
into two pulses of the same sign moving with different veloci-
ties v4 and v_, as it is illustrated in Figure 3. Voltage pulses
generated in the second wire by a QPS event in the first one
have a different form. There are also two pairs of pulses propa-
gating in opposite directions with velocities v, and v_ along the
second wire. However, the signs of voltage pulses moving in
the same direction are now opposite to each other, cf. Figure 4.
This result clearly illustrates specific features of voltage fluctua-
tions induced in the second wire by a QPS event in the first
wire: Such fluctuations are characterized by zero average
voltage and non-vanishing voltage noise [24].

Conclusion

In this work we have investigated plasma oscillations in capaci-
tively coupled superconducting nanowires. We have shown that
in such structures there exist two plasma modes propagating
with different velocities along the wires. We have explicitly
evaluated these velocities and demonstrated that these plasma

A% 0

T

Voltage pulse

Figure 2: Time-dependent phase configurations describing a QPS event att = 0 (red) and t > 0 (blue) together with propagating voltage pulses gener-

ated by this QPS event in a single superconducting nanowire.
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e

Figure 3: The same as in Figure 1 in the first of the two capacitively coupled superconducting nanowires. Each of the voltage pulses is split into two
propagating with different velocities v.

A%(X’ )

Figure 4: Time-dependent phase configurations att = 0 (red) and t > 0 (blue) together with propagating voltage pulses in the second of the two capac-
itively coupled superconducting nanowires generated by a QPS event in the first one.
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modes are the same for both wires forming a single effective
dissipative quantum environment interacting with electrons
inside the structure. Our results might have significant implica-
tions for the low-temperature behavior of coupled supercon-
ducting nanowires. For instance, electron DOS in each of the
wires can be affected by fluctuations in a somewhat different
manner as compared to the noninteracting case [13-16]. Like-
wise, the logarithmic interaction between different quantum
phase slips mediated by such plasma modes gets modified,
implying a shift of the superconductor—insulator quantum phase
transition in a way to increase the tendency towards localiza-
tion of Cooper pairs [23]. Further interesting effects are ex-
pected that can be related to the correlated behavior of quantum
phase slips in different superconducting nanowires. This prob-
lem, however, goes beyond the scope of the present paper and

will be studied elsewhere.
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Modeling of a broadband receiving system based on a meander series of Josephson YBaCuO grain boundary junctions integrated

into a log-periodic antenna was carried out. The electromagnetic properties of the system, namely amplitude—frequency character-

istic, beam pattern, and fraction of the absorbed power in each Josephson junction were investigated. Based on the obtained results,

a numerical simulation of one-dimensional arrays was carried out. The dc characteristics of the detector were calculated, that is,

current—voltage characteristic, responsivity, noise, and noise-equivalent power (NEP) for a 250 GHz external signal. The optimal

number of junctions to obtain the minimum NEP was found. The use of a series of junctions allows one to increase the responsivity

by a factor of 2.5, the NEP value by a factor of 1.5, and the power dynamic range by a factor of 5. For typical YBaCuO Josephson

junctions fabricated on a ZrYO bicrystal substrate by magnetron deposition, the following parameters were obtained at a tempera-
ture of 77 K: responsivity = 9 kV/W; NEP = 3.10713 W/Hz/2); power dynamic range = 1-10°.

Introduction

High-temperature superconducting (HTSC) Josephson junc-
tions (JJs) have great potential as promising materials for
creating high-frequency devices, such as microwave generators
[1,2], sensitive detectors or mixers [3,4], and voltage standards
[5-7]. Recent impressive developments in this area make this
possible [8-10].

The advantage of HTSCs lies not only in the ability to operate
at liquid-nitrogen temperature, but also in a wide temperature
range. For instance, an YBaCuO Josephson detector was
applied to detect a small signal from a BiSrCaCuO mesa struc-
ture at an operating temperature of 25 K [11]. A HTSC JJ has

also analyzed pulsed terahertz radiation from quantum cascade
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lasers located in the same cryogenic environment at 50 K [12].
Another important advantage of HTSCs is a wide frequency
range from tens of gigahertz to several terahertz [13,14], which
exceeds the gap limitation of low-T, detectors. So, in [12] the
spectrum of a quantum cascade laser emission has been recov-
ered by an YBaCuO detector at a central frequency around
2.2 THz.

However, for some applications the performance of the HTSC
devices is limited by the fairly low impedance of the JJ. It leads
to moderate conversion efficiency in Josephson mixers [15,16]
and reduced absorbed power in JJ detectors [17]. One possible
way to solve this problem is to replace a single JJ by a chain or
an array of JJs combined with planar coupling structures. The
task of developing and calculating such systems is quite com-
plex and faced with obscures such as unresolved Shapiro steps
[18,19] and parasitic resonances [3].

To effectively match JJs with open space and the incoming
external signal, dipole antennas for each junction can be used
[20], but the development of a broadband detector requires the
use of spiral [4], log-periodic [3], or other types of broadband
antennas. In this case JJs are integrated into the single receiving
system. This is the case considered in our article.

The aim of this work is the electromagnetic analysis and numer-
ical simulation of the broadband detector based on a series of

Beilstein J. Nanotechnol. 2022, 13, 325-333.

HTSC bicrystal Josephson junctions to maximize response,
power dynamic range, and noise-equivalent power.

Electromagnetic Simulation

Figure 1a—c shows options for the geometry of a log-periodic
antenna. Its main advantage is a wide frequency band. The basic
formulas and parameters that define this type of antenna are the
angles o and f, determining the length of the teeth, the number
of teeth n and their radii [21,22]:

n_lJ
R 21( 2, M

_.n
Tus1 =T

For the geometry in Figure 1c with a sinuous modulation of the
antenna edges, additional expressions were used [23].

The tool used for the simulation was time domain solver of CST
Microwave Studio. Two methods for calculating the receiving
characteristics of the antenna were used. In the first method,
microwave (MW) currents and voltages excited in each
receiving element (port) were calculated for the case that a
plane wave was incident on the structure through the lens. In the
second method, the full matrix of the antenna input impedance
Z was calculated for all ports in the emission regime. The first
calculation method is well applicable for low frequencies, while
for high frequencies the duration of calculations increases sig-
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Figure 1: (a—c) Three log-periodic antennas of various geometries; (d) system with a lens (d) and (e) beam pattern at 250 GHz.
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nificantly with a decrease in the step of the computation grid.
The second method works well for a small number of ports;
with an increase in the number of receiving elements, the com-
putation time for the complete Z-matrix increases. Both
methods give similar results with acceptable accuracy.

Figure 1 shows a complete modeling system with lens
(Figure 1d) and calculated beam pattern at 250 GHz
(Figure le). The obtained values of 15.7 dBi main lobe magni-
tude with 15° angular width demonstrate good receiving charac-
teristics. A port with an impedance of 5 Q was used as an ele-
ment simulating the Josephson junction. It is known [17,24] that
the impedance of the HTSC 1] is low, which makes the devel-
opment of HTSC detectors and mixers difficult in comparison
with low-temperature superconductor Josephson junction ana-
logues. Figure 2 shows the dependence of the received power
P apsorbed’Pincident @ function of the frequency for the three dif-
ferent antenna geometries from Figure 1. It can be seen that this
value does not reach 1 due to the mismatch of the antenna
impedance (about 50 Q) and the port impedance. The differ-
ences in the results for the three antenna geometries are ex-
plained by the influence of the antenna parameters on the S-pa-
rameters. T affects the frequency distance between resonances,
and the length of the teeth (combination of o and B) affects the
depth of the resonances. For the antennas in Figure 1b,c 7 is
smaller than for the antenna in Figure 1a. Therefore, more reso-
nances are within the range of 50 to 800 GHz. In addition, the
teeth for these two designs are longer, so the maxima of the
absorbed power at the resonant frequencies are greater. At the

Beilstein J. Nanotechnol. 2022, 13, 325-333.

same time, the power drops at non-resonant frequencies
increase, making the amplitude—frequency characteristic (AFC)
less smooth. Since the purpose of the current work was to
develop a broadband system, for further consideration we chose
an antenna with the most uniform AFC, sacrificing the
maximum absorbed power in resonances. This is the antenna in
Figure 1a with the parameters o = 30°, = 60°, r; =28 uym, T =
2,andn =5.

0.8 1 1 I I
- B Antenna geometry from
N Figure la E
~n Al —— Figure 1b E
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Figure 2: Normalized level of absorbed power in the port for the three
antenna geometries in Figure 1.

To improve the match between receiving system and antenna,
designs with series of up to eleven Josephson junctions were
considered. In this case, there are two possible ways to imple-
ment the geometry (Figure 3a,b). The fabrication of bicrystal

Figure 3: Geometry of log-periodic antennas with a meander series of Josephson YBaCuO grain boundary junctions. (a) Displaced geometry with
three ports; (b) unchanged antenna with long meander and three ports; (c, d) antennas with five and seven ports, respectively.
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junctions requires the use of a meander-type microstrip since,
for the formation of a weak link, it is necessary for the super-
conducting film to cross the grain boundary. In the first case
implemented in [3], the length of the meander is minimal
(Figure 3a). To minimize this length, the two parts of the
antenna are displaced vertically relative to each other. The
disadvantage of this approach is that with an increase in the
number of ports and, accordingly, an increase in the meander
length, the vertical displacement of the antenna parts becomes
noticeable, which is detrimental to its receiving properties. In
the case of the geometry in Figure 3b, the antenna itself remains
unchanged, and the meander becomes longer compared with the
first case. This design will not violate the concept of a log-peri-
odic antenna, but due to the proximity of the meander
microstripes to the tooth with n = 1, it may lead to distortion of
the AFC at high frequencies. Figure 3c,d shows antennas with
five and seven ports, respectively. Due to the central symmetry
of such a geometry, the receiving properties of the ports above
and below the central one will be the same, thus, ports 2 and 3
in a three-port antenna will be equally excited. For an antenna

with five ports, Syp = S44, S33 = S55 and so on.

Figure 4 shows a comparison of the simulation results for one
receiving element and three receiving elements in series. It can
be seen that the integral power absorbed in three ports (blue
curve) is greater than the power absorbed in one port (black
curve). For low frequencies, the power received by three ports
with an impedance of 5 Q is equal to the power received by one
port in the antenna with an impedance of 5 x 3 = 15 Q since for
these wavelengths three ports “act” like one. For higher
frequencies, the geometry of the meander begins to influence
the AFC and to distort it. It is obvious that a decrease in the
meander dimensions L, Ly, and L3 leads to a decrease in the
described effect. But, in our case, these dimensions were chosen
based on the maximum resolution of the standard technology of
alignment and magnetron deposition of YBaCuO films on a
bicrystal substrate [25]. This problem can be mitigated by using
ion irradiation [4,18,26] or step-edge junction technology [19],
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which will significantly increase the receiving properties and
efficiency of the JJ series at high frequencies. While the inte-
gral received power of the three-port configuration increases
due to better antenna matching, each individual port in the array
receives less power than in the case of a single port in the
antenna. Due to the serial connection of the JJs into a common
receiving system, the elements share the power among them.
The more elements there are, the less power goes to each indi-

vidual port.

o
(o)

o o
N S
|III|IIII|III||IIII

P absorbed/ P incident

o

Figure 4: Integral absorbed power for two different cases. Black curve:
a single port in an antenna; blue curve: three ports in series. Green
dashed line: Papsorbed i the central port of the three-port configuration.
Red dotted line: Papsorbed in port 2 and port 3.

Table 1 shows the proportion of absorbed power for each ele-
ment and the total value depending on the number of junctions
in the antenna for a frequency of 250 GHz. Note that the port
numbering such that port number 1 is always assigned to the
central port and ascending port numbers correspond to ports
with increasing distance from the center (see Figure 3). The ta-
ble shows values for only half of the ports plus the center one
because, as discussed earlier, the result for the rest of the ports
are identical.

Table 1: Absorbed power for different configurations of JJs series integrated into the same log-periodic antenna.

Total number of ports in series
power

0.36
0.65
0.81
0.82
0.75
0.70

- © N 0o W =

—_

Total absorbed power/incident

Power absorbed in each port/incident power, p;

P1 P2 P3 P4 Ps Pe
0.36
0.24 0.20
0.16 0.18 0.14
0.13 0.11 0.12 0.10
0.08 0.09 0.08 0.09 0.07
0.08 0.06 0.07 0.06 0.07 0.05
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It can be shown that for the case of a strong mismatch between
the impedance of the antenna and the receiving elements, an
increase in the series ports number leads to an increase in the
total absorbed power as Pyoa) = NPper_ports While the power per
port Pper_port remains constant. For the case of matched imped-
ances with an increase in the number of JJs, the total power
Pioa1 remains constant and is divided between all elements such
that Pper_port = Protal/N. The situation considered in this work is
in the middle between the two cases, that is, the total absorbed
power increases with the number of junctions, but Pper port
decreases. Starting from five JJs in series, Py, reaches satura-
tion with a level below 1. This is due to the fact that the length
of the meander becomes so large that it begins to affect the
absorption at a given frequency and cross resonances reduce the

receiving properties of the system.

Numerical Modeling

Let us now consider a model of an underdamped Josephson
junction series array shunted by a load with inductance L,
resistance Ry, and capacitance Cp, and exposed to an external
high-frequency radiation with power Pyw = Ipw?-Rn/2 and
frequency Fyiw = wpmw/2m. This model consists of a circuit in
which there are N junctions connected in series one after
another with a common load in parallel to all junctions (see
Figure 5, left). The circuit equations describing the

current—voltage relation are [27-29]:

. Ch no . -
I+ A1 sin(oywt)=—0¢;, +———; + I, sind,; + I + O,
Iniw sin (Oyw?) 264’; zeRN¢’ csing; +1p +0
withi=1,...,N )
N h
V=>—b;.

where ¢; is the Josephson phase in the i-th junction, and the
overdot denotes differentiation with respect to time. [ is the dc
current through the junctions, and V is the voltage drop across
the entire array of series junctions. The amplitude Ippw of a
simple harmonic signal describes the external high-frequency
radiation. This signal is multiplied by the coefficient 4; = \/p_, ,
which determines how much of the power received by the
antenna is absorbed in a particular JJ (according to Table 1). In
Equation 2, the first three terms on the right represent, respec-
tively, the displacement current, the normal current, and the
supercurrent with junction critical current /., capacitance C, and
normal resistance Ry set the same for all JJs in series. Thermal
fluctuations I are treated as white Gaussian noise with zero

mean and the correlation function

(Ie () Ig (t+7)) =

kT

TCRN

8(1).
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Q is the charge on the load capacitor calculated from the equa-

tion for the oscillatory circuit:

LLO+R.O+0/C =V. (3)

The described model is not complete. To simulate a log-peri-
odic antenna, it is necessary to use an additional system of K
equations, where K is the number of antenna resonances in the
frequency range under consideration [30]. Nevertheless, in the
described model, the Josephson junctions are connected to each
other through the resonant circuit while the electrodynamics is
taken into account through the amplitudes of the external signal
A; followed from the previous section. A complete model of the
antenna interacting with the nonlinear resonance circuit
(Josephson junction) through the Y-matrix is currently being
developed. This model will allow one to dynamically calculate
the MW current flowing in each of the junctions at a given total
high-frequency current in the antenna.

As previously mentioned, the junctions parameters were set the
same for all JJs. Although there is always a parameter spread in
fabrication, for high temperatures of the order of 70 K this
difference is insignificant [3]. Thus, the parameters of the
junctions were chosen as typical for bicrystal JJs fabricated
by magnetron deposition [24,25,31-33]: I. = 100 pA, Ry =5 Q,
C = 0.02 pF. The antenna parameters were chosen based
on the impedance calculation using the relations
Re(Z) = Ry, dIm(Z)/dw = 2Ly, and F =1/ (2n,/L; C}). For the
serial resonance at 250 GHz, Ry, =43 Q, Ly = 500 pH, and Cy, =
0.8 fF.

Figure 5, right, shows the current—voltage characteristics (IVCs)

of a single junction with the antenna under the influence of an

I+ I, Sinoywt

0 04 0.8 1.2
V [mV]

Figure 5: Left: circuit schematic of JJs in a series array interacting via
a common RLC load. Right: current—voltage characteristics of a single
junction in the absence and under the influence of an external

250 GHz signal, from bottom to top: Ppyw = 250, 50, and 0 nW. The
dotted line is the optimal bias current.
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external signal. A bias current regime with the optimum oper-
ating point near the critical current (dashed line) is selected for
broadband detection. The response is determined by the voltage,
which increases with increasing power until it reaches the
voltage V' = fioyy / 2e at the Shapiro step. For this regime, the
use of serial JJs can be beneficial since the total voltage in-
creases in proportion to the number of junctions.

The first important feature for the characterization of a
Josephson junction as a direct detector is the voltage response
AV, that is, the voltage difference between the absence and the
presence of an external signal. Figure 6a shows the response as
function of the bias current for several power levels Pypw. Qual-
itatively, the response dependencies coincide with the measured
ones in [17]. The dependencies have two maxima, which merge
into one with increasing power. The right peak corresponds to
the frequency-selective response at a constant voltage of the
Shapiro step. The left peak is a classical response with a bias
current near the critical one. The inset of Figure 6a shows the
AV(Pyw) dependence at the optimal bias I = 98 puA. The
response amplitude is a linear function of the radiation power at
low values of Pypw and saturates for Pypw = 1077 W [17,33,34].
The responsivity ry, which is a derivative of the AV(Pyqw) de-
pendence, will be discussed later.

The second important parameter is the output voltage noise dV.
The theoretical estimation of 8V according to the Nyquist
formula gives a discrepancy with the experimental values by
two orders of magnitude [34,35]. It does not take into account
the increase in output noise due to the influence of low-frequen-
cy noise spectra of the critical current fluctuations 8/, and
normal resistance fluctuations dRy associated with the trans-
port mechanisms of the Cooper pairs and quasiparticles, respec-
tively [36,37]. For a Josephson junction having a non-hysteretic
IVC, the output voltage spectrum at a fixed bias current is
defined as [38]:

Sy (F)=(V =Ryl )’ 5, (F)+ VS (F), )

where Ry is the differential resistance; S; =‘8IC /Ic‘2 and
Sg = ‘SRN / RN‘2 depend on the nature of the junction barrier.
For the considered structures, S; = 107!2 was chosen as a typical
value of the current fluctuations at a frequency of 100 Hz
[39,40]. For fluctuations of bicrystal YBCO junctions, SRy are
mostly insignificant [31,41,42]. In the considered case of the
operating point near zero voltage, they do not play a role and
are assumed equal to zero Sg = 0. The model also takes into
account the amplifier noise, which has a typical value of
8V amp =2nV/+/Hz [43]. Thus, the total output noise for N
Josephson junctions is
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Figure 6: (a) Response AV versus dc current / for different MW
signals, from bottom to top: Pyw = 5, 20, 40, 60, and 80 nW. The
dotted line represents the optimal detection regime for the bias current
I =98 pA. The inset shows the dependence of the response at the
operating point on the magnitude of the external signal. (b) Total output
voltage noise of the Josephson junction versus bias current for

Pnyw = 0 W (solid curve) and Py = 10 nW (dashed curve).

8V = \[8Vymp + NSy, (5)

and the dV(I) dependence is shown in Figure 6b for two power

levels.

Now let us consider the receiving characteristics of structures
depending on the number of JJs. Figure 7a shows the
current—voltage characteristics for a signal power level
Pyw = 3 uW and different numbers of junctions in series. With
an increase in the number of junctions, the Shapiro steps are
blurred. This is due to an increase in the spread of the ampli-
tudes A; in different junctions according to Table 1.

As discussed earlier, the Josephson junction has a constant
responsivity for low signal levels. Figure 7b shows the depen-
dence of ry = dV/dPyqw on the power for the optimal operating
current. For a single junction (bottom blue curve) ry reaches the
typical 4000 V/W [34,43,44]. The voltage responsivity can be
approximately expressed as [43]

=Ry, -Alz/(zlcRNQz), (6)
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Figure 7: (a) IVCs for different numbers of JJs from one to eleven under a MW signal with power Pyw = 3 yW and frequency Fyw = 250 GHz.
(b) Responsivity, (c) output voltage noise, and (d) NEP are shown depending on the power of the external signal at an operating point / = 98 pA.

where €Q is the normalized frequency,
Q= Fyw / (I Ry - 2e/ h). For a single junction with Ry = 12 Q,
A2 =0.36 (Table 1), Q = 1.04 the approximate value ry =
4025 V/W is close to the numerical one. It is also possible to
estimate the response for N Josephson junctions according to

the additive law:

N
=Ry Akz/(zlcRNQZ) ~ NR, <A2>/(ZICRNQZ).
k=1

The 8V(Pyw) dependence in Figure 7c, which is proportional to
Rﬁ (Equation 4), has a maximum for the highest responsivity
and falls to the minimum noise level at the Shapiro step. The
receiving system is most comprehensively characterized by the

noise-equivalent power

NEP =&V /r . 7

Its value (Figure 7d) for a single JJ of about 5- 10713 W/@
is in agreement with the experimental values [17,34,43,44]. For
a configuration of three JJs in series, the responsivity increased
by 1.8 times compared to a single junction, and the noise in-
creased by 1.2 times. As a result, the NEP fell by 1.5 times.
Note that despite the fact that the responsivity decreases with
increasing power, the NEP remains almost unchanged over a
wide range of Pyiwy.

Another important characteristic is the power dynamic range
D = Pg/P. Here Pg is the upper limit for which the detector

response deviates from linearity. The 3 dB criterion is also used

as a definition, that is, Pg is the level of input radiation power,
at which the detector responsivity decreases by a factor of two.
P is the bottom limit determined by the noise equivalent power
and the frequency band AF of the detection system,
I =NEPVAF . For a single junction the upper limit of the
power dynamic range is Pg = 110 nW. For eleven JJs in series
Pg =555 nW. That is, the Josephson junctions in series share
the total power among themselves and do not saturate. The
power dynamic range D increases with an increase in the num-
ber of junctions. For 11 JJs, D increased by 5.6 times compared
to a single junction. This is possible due to the mismatch of the
impedances of JJs and antenna. As a result, with an increase in
the number of junctions in a chain, the total absorbed power in-
creases and is divided between the JJs.

Conclusion

The technique for calculating the receiving properties of JJs in
the broadband detection regime was developed and applied. At
the first stage, electromagnetic modeling of several geometries
of antennas was carried out for effective receiving in the fre-
quency range of 50-800 GHz. The electromagnetic properties
of the systems were investigated, namely the amplitude—fre-
quency characteristic and the beam pattern. For the chosen
antenna geometry, different cases of a series of junctions inte-
grated as a receiving element were considered; the fraction of
the absorbed power in each JJ was investigated and it was
shown that the use of seven junctions makes it possible to
increase the total absorbed power at a fixed frequency of
250 GHz by a factor of 2.3. At the second stage, by solving a

system of second-order differential equations related through
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the equation for the antenna, the characteristics of the detector
in the bias current regime were calculated, namely
current—voltage characteristic, responsivity, voltage noise, and
noise equivalent power. It was shown that the use of a series
chain of junctions improves the responsivity by a factor of 2.5,
the NEP value by a factor of 1.5, and the dynamic range by a
factor of 5. As a result, for the standard technology of YBaCuO
magnetron sputtering on a bicrystal substrate for a temperature
of 77 K, a NEP in the region of 3.1073 W /+/Hz can be ob-
tained.

It is possible to improve the match between the Josephson junc-
tion chain and the antenna of the receiving system by reducing
the size of the JJs and the meander-type microstrip. This will
avoid the observed effect of a decrease in the absorbed power in
each junction at high frequencies. In addition, reducing the cur-
rent noise of JJs can improve NEP and increase the benefit from
linking junctions into a series chain. For this it is necessary,
first, to perform synchronous detection at frequencies higher
than 100 Hz, where the noise falls [45], and second, to reduce
the noise by annealing the YBCO bicrystal junction in atomic

oxygen [39].
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We have investigated the low-temperature magnetoresistive properties of a thin epitaxial Pdg goFe( g film at different directions of

the current and the applied magnetic field. The obtained experimental results are well described within an assumption of a single-

domain magnetic state of the film. In a wide range of the appled field directions, the magnetization reversal proceeds in two steps

via the intermediate easy axis. An epitaxial heterostructure of two magnetically separated ferromagnetic layers, Pdg 9oFeq gg/Ag/

Pdj 96Feq g4, was synthesized and studied with dc magnetometry. Its magnetic configuration diagram has been constructed and the

conditions have been determined for a controllable switching between stable parallel, orthogonal, and antiparallel arrangements of

magnetic moments of the layers.

Introduction

The generation of the long-range triplet component of the
superconducting pairing at noncollinear orientations of magneti-
zation in ferromagnetic layered systems is extensively studied
in the framework of magnetic Josephson junctions (MJJs) ([1-3]

for early works, and [4,5] for very recent papers), and supercon-

ductive spin valves (SSVs) [6-9]. The key points of the under-
lying physics are non-uniform magnetic configurations in the
system that mix singlet and triplet superconducting pairing
channels. As a result, at collinear magnetic configurations,

short-range singlet and zero-spin-projection triplet pairings
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carry the Josephson supercurrent in MJJs. At non-collinear
magnetic configurations, on the contrary, long-range equal-spin
pairings can conduct the supercurrent in MJJs with much
thicker or long narrow weak links. This gives additional degrees
of freedom to control the critical current of MJJs [10] or SSVs
[6], or current—phase relations in MJJs [11,12]. In particular, the
spin-valve structure embedded into a MJJ can serve as an actu-
ator for switching the MJJ between critical current modes or
flipping its current—phase relation, thus, extending its function-

ality.

Palladium—iron alloys Pd;_.Fe, with x < 0.10 are of strong
practical interest for such MJJ and SSV structures [13-17] as a
material for weak ferromagnetic links with tunable magnetic
properties [18]. Epitaxial films of Pd;_,Fe, alloys with low iron
content x are easy-plane ferromagnets with four-fold anisotropy
in the film plane [18,19]. Our conjecture is a possibility to
switch the magnetic moment of a Pd;_,Fe, alloy film between
the steady directions (90° apart) as it had been done with
epitaxial iron films [20-22]. To realize this idea, it is necessary
to find the particular angle of the applied magnetic field direc-
tion with respect to the in-plane four-fold easy axes. Once the
conditions of magnetization rotation by 90° are found, the addi-
tion of the second, magnetically more hard ferromagnetic layer
with properly aligned in-plane easy axes makes it possible to
achieve parallel, orthogonal, and antiparallel configurations of
their magnetic moments. Such a heterostructure can serve as a
magnetic actuator for switching the MJJ from the singlet
conduction mode to the triplet conduction mode and vice versa.

The experimental rotation of the magnetic moment by 90° in
epitaxial Pd;_,Fe, films has not been yet explored. In [18,19],
based on magnetometry data, it was assumed that magnetiza-
tion reversal occurs as a result of the coherent rotation of the
magnetic moment by 180°; and in the study of the Pdy ggFeg o4/
VN/Pdj gpFeq g structure [23], stable parallel and antiparallel
configurations of magnetic moments were obtained. However,
the maximum amplitude of the triplet pairing component in the
PdFel/N/PdFe2 bilayer structure is achieved near the orthogo-
nal magnetic configuration of the ferromagnetic layers PdFel
and PdFe2 [6]. Therefore, it is instructive to investigate the
switching properties of Pd;_,Fe, films and heterostructures
based on this alloy targeting the controllable non-collinear mag-

netic configurations in the bilayer structure.

Experimental

An epitaxial film of the Pdg goFeq og alloy with a thickness
of 20 nm and an epitaxial thin-film heterostructure
Pd0.92F60.08(20 nm)/Ag(ZO Hm)/Pd0_96F60_04(20 nm) were
grown in an ultrahigh-vacuum (UHV) apparatus (SPECS,

Germany) by molecular beam deposition. Epi-polished

Beilstein J. Nanotechnol. 2022, 13, 334-343.

MgO(100) single-crystal plates (Crystal GmbH, Germany) were
used as substrates. The deposition routine and structural studies
of similar films are described in [24], the magnetic properties
measured by ferromagnetic resonance (FMR) and vibrating
sample magnetometry (VSM) in magnetic fields along the easy
and hard magnetic axes are presented in [18,19].

In this paper, the magnetization reversal in the Pdg goFe( g film
at different in-plane orientations of the magnetic field was
studied by measuring the anisotropic magnetoresistance (AMR)
using the four-probe method. For this purpose, the Pdg goFeq og
film was cut with a diamond saw into stripe-like pieces. In the
first sample the current flowed along the {(100) direction of the
Pd 9oFe( og film (sample S00), in the second sample at an angle
of 25° with respect to the (100) direction (sample S25). The
current contacts were ultrasonically welded at several locations
in a line across the width of the sample to ensure a uniform cur-
rent distribution throughout the core part of the sample supplied
with the potential terminals.

The magnetic hysteresis loops for the Pdg 9oFeq 0g(20 nm)/
Ag(20 nm)/Pdg ggFeq.04(20 nm) heterostructure were obtained
via vibrational sample magnetometry since the AMR measure-
ment for this system is useless due to a short cut by the silver
layer. All AMR and VSM experiments were carried out with
the PPMS-9 system (Quantum Design).

Results

Current along the [100] direction

We start with the presentation of the results for a sample SO0 of
the Pdg goFeq gg film where the electrical current flowed along
the [100] direction of the film (and the substrate). The refer-
ence frame orientation with respect to the sample is shown in
the insets in Figure 1. When measuring the magnetoresistance,
the magnetic field was applied at different angles in three main
planes as shown in Figure 1. At any orientation, on approaching
zero field, the resistivity returns to a common value of approx.
15.8 uQ-cm, corresponding to the magnetic moment along the
easy axes (see more details below). The resistivities hierarchy
for the magnetic moment oriented along the X-, Y-, and Z-axes,
Px > Py > p;, is typical for ferromagnetic films of comparable
thickness [25]. The difference in resistances p, and p, (magnet-
ic field perpendicular to the current) is usually associated with
the geometrical size effect [26]. A detailed study of the size
effect for the Pd() gpFe g film is beyond the scope of this study.

In addition to the anisotropic magnetoresistance associated with
the mutual orientations of the magnetic moment and the direc-
tion of the current, there is a resistance drop with an increase of
the magnetic field strength, that is, the negative magnetoresis-

tance. The latter effect is related to a decrease in electron-
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Figure 1: Dependence of the resistivity on the magnetic field at its different orientations, T = 5 K. The field is varied from its maximum value to zero.
Circles indicate the experimental data, lines indicate the results of the modeling following Equation 2.

magnon scattering due to the suppression of spin waves in high
magnetic fields [27]. At low temperatures, this effect is usually
small, and a positive magnetoresistance caused by the action of
the Lorentz force dominates [27,28]. However, in the
Pdj 9oFeq og epitaxial film, the electron mean free path is small
even at low temperatures and is determined by the mean dis-
tance between the iron atoms. Therefore, the Lorentzian contri-
bution is small, and even at 5 K, the negative magnetoresis-
tance is observed. As the temperature is increased, the number
of magnons grows, thereby leading to a larger negative slope
Ap/AH (Figure 2a). A theoretical description of this process for
elemental 3d ferromagnets was proposed in [27]. The depen-
dence of the resistance on a magnetic field up to 100 T is de-
scribed by the expression:

BT . (ugB

where D(T) =~ Dy — AT? determines the increase in the effective
mass of magnons with increasing the temperature. The depen-
dence Ap, (H) =ApAMR * AP, is shown in Figure 2a, where
ApamRr is the contribution from the anisotropic magnetoresis-
tance. It is seen that Equation 1 describes the experimental
results quite well. In the inset of Figure 2a, the variation of the
slope of Ap, with temperature is shown. It reaches the
maximum value at the Curie temperature T¢ = 230 K according
to the magnetometry data.

At a fixed magnetic field and temperature, the resistance value
reflects the direction of the magnetic moment in space. In a
spherical coordinate system, the resistance is described by the
following expression [29]:

2 2 ;2
P((PM=9M>H)=(P;CCOS Py TPy SN (PM)Sln Om
@3
+p, cos? 0y, +Ap,, (H),
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Figure 2: (a) Dependence of the resistivity Ap, on the magnetic field strength at different temperatures. Inset: a variation of the (py(10 kOe) —
px(0.5 kOe))/9.5 kOe slope with temperature. Lines are drawn using the model of Equation 1. (b) Dependence of the resistance on the orientation of
the magnetic field at T = 5 K. The contribution from the electron—magnon scattering is subtracted. Lines are drawn using the model of Equation 2.

where py, py, and p; are the resistivities for the cases of the mag-
netic moment oriented along the X-, Y-, and Z-axes, respective-
ly. The contribution from the electron—magnon scattering is
subtracted for each of py, py, and p,. Angles 6y and @y are
referenced relative to the [001] and [100] axes, respectively.

For a theoretical description of the dependencies p(H),
p(¢y, Of) presented in Figure 1 and Figure 2b, we used an ap-
proach similar to the Stoner—Wolfarth one for a single-domain
magnetic system. According to [18], the Pdy goFeq og epitaxial
film is the easy-plane system; the magnetocrystaline energy of
the film can be written in terms of the cubic anisotropy with
small tetragonal distortion. In addition, based on the guess
simulations, an importance of the uniaxial anisotropy in the film
plane became obvious:

E=-M-H+2tMJo3 - K 03 - K07

3)
1 4 4 4 1 4 (
_EKl(al +(X2 +(X3)_§K2(13 .

where o; are directional cosines for the magnetic M with respect
to crystallographic axes [100], [010], [001] of the film, o, is the
cosine of the angle between M and the direction of the uniaxial
anisotropy axis, K, is the in-plane uniaxial anisotropy constant.
As a result of the parameter adjustment, a good agreement of
the theoretical dependences with the experimental data was
achieved (Figure 1 and Figure 2b), indicating correctness of
the models, Equation 2 and Equation 3. The values of the
anisotropy constants, obtained by the fitting, are K, =
-190 kerg/cm? for the perpendicular anisotropy term, K; =

~20 kerg/cm? for the cubic term, and K, = —20 kerg/cm? for the
tetragonal term, in good agreement with the values obtained
from the FMR data analysis [18]. The uniaxial anisotropy is
directed along [100], and its magnitude is K, = 5 kerg/cm3. It
should be noted that the occurrence of uniaxial anisotropy is not
related to the shape of the samples. We further explored this by
measuring the AMR and FMR of different square Pdg goFe( og
samples and obtained the uniaxial anisotropy both along the
[100] and [-110] axes. The origin of the uniaxial anisotropy
term is not clear at the moment. Based on the values of the
anisotropy constants, we can conclude that our film is a system
with easy axes lying in the plane of the film and close to [110]
({110)) (approx. 38° relative to [100], see Figure 3b).

In the following, we denote the measured resistivity by pyy, pxz,
and Pyzs with the magnetic field applied in the XY-, XZ-, and
YZ-planes, respectively. The angles are defined in the top insets
in Figure 1. Let us consider in more detail the dependence of py,
on the magnetic field applied at g = 6° (Figure 3a). The mea-
surement started from the saturation in the positive direction of
the field (not shown). This direction is close to the hard axis;
therefore, on the field value decrease, at its certain value of
approx. 300 Oe, the magnetic moment starts to rotate coher-
ently from the direction of the field towards the easy axis (see
Figure 3a,b). At zero field, the moment is oriented along the
easy axis. At small negative fields, the resistance experiences
two abrupt jumps at —20 Oe and at —67 Oe. Such double jumps
were observed in the p,,(H) dependence for a wide range of
angles @y of the applied magnetic field. The magnitude of the

magnetic field, at which the jumps occur, depends on the direc-
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Figure 3: Dependences of the resistivity on the applied magnetic field for (a) gy = 6°, 8y = 90° and (c) ¢y = 0°, By = 7°; points: experimental data,
lines: results of the modelling with Equation 2 and Equation 3. (b) Rotation of the magnetic moment of the film (within the same model) for ¢y = 6°,
By = 90°; the vectors show the direction of the moment at different values of the magnetic field (for the black vectors, the step is 100 Oe, while for the
red ones it is —20 Oe); insert: the geometry of the experiment. (d) Rotation of the magnetic moment of the film (within the model) in space at ¢y = 0°,
By = 7°; (for the black vectors the step is 2 kOe, while for the red ones -0.2 kOe). Green arrows in all figures denote a smooth change in the direc-

tion of the magnetic moment, brown: magnetization direction jumps.

tion of the field. Modeling of such a scenario (Figure 3a) brings
us to the conclusion that these jumps in p,,(H) originate from
two successive turns between the directions adjacent to the easy
axes, as shown in Figure 3b.

The double jump also manifests itself in the dependences of
pxz(H) and py,(H). As an example, the dependence of py; on the
magnetic field applied at 6y = 7° and a modelled process of the
magnetization reversal are shown in Figure 3c and 3d, respec-
tively. Since the projection of the magnetic field onto the film
plane is small (H, ~ 0.12H,,), the coercive field values are in-

creased and the double jumps becomes smeared.

Current at an angle to [100] direction, field H
in the XY plane

For the sample S25, with a current directed at an angle of
approx. 25° to the [100] axis, the double jumps are manifested
much brighter (Figure 4a), since in this case, the easy axes are
not equivalent in terms of the measured resistance. At the same
time, the relative magnitude of the AMR effect (Apyy/pyy)-100%
turns out to be less pronounced than with the current along the
hard axis [100], that is, 0.45% and 1.22%, respectively. This is
in a qualitative agreement with the experiments on AMR of
epitaxial iron films, where the AMR effect was also maximal

when the current direction was along the hard axis [30].
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step of 20 Oe for ¢y = 90.5° under the field variation from +500 Oe to -500 Oe; insert: the geometry of the experiment. (c) Dependence of the resis-
tance at zero fields on the direction of the applied field; insert: the calculated fraction of the film material with the magnetic moment rotated clockwise

to a semi-easy axis.

For the theoretical description of the p,y(H) dependences, the
constant of the in-plane uniaxial anisotropy K, and its direction
were adjusted (leaving all the other parameters the same as for
the previous sample). The easy axis of the uniaxial anisotropy
was found along the [—-110] direction (see the inset to
Figure 4b) with K, = 1 kerg/cm?. The model of the single-
domain equilibrium state of the system describes well the ex-
perimental py,(H) dependences (Figure 4a), except for the
angles adjacent to the hard axis (see more details below).

A superimposed uniaxial anisotropy makes the [-110] direction
easier than the [110] one. Therefore we call the latter the semi-
easy axis. This significantly modifies the process of the magne-
tization reversal (compared with the first sample, where the
easy axes were equivalent) when the magnetic field is applied
along the easy axes. If the field is applied along the semi-easy
axis, the magnetization reversal occurs in two jumps (Figure 4a,
¢y = 42.5°), in the other case, the magnetization reversal occurs
in one jump (Figure 4a, ¢y = 132.5°). Recall that for AMR, the
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magnetic moment rotation by 180° does not lead to any change
in resistance, therefore, a one-jump magnetization reversal

manifests itself in an absence or only a small drop in resistance.

By measuring the residual resistance (after field removal), it is
possible to realize which easy axis was chosen by a system
(Figure 4c). Near the direction of the heavy axis, there is a tran-
sition from the counter-clockwise rotation to the clockwise one.
This transition spans over a notable range of angles. For exam-
ple, within the angle range of 82-90°, in the course of the mag-
netization reversal, one fraction of the film rotates its moment
clockwise, while the other rotates counter-clockwise (Figure 4c,
inset).

As follows from Figure 4a, the coercive fields corresponding to
the first step of the reversal (H.;) and, especially, to the second
one (Hp) depend significantly on the direction of the applied
field. Figure Sa illustrates this relationship. A detailed explana-
tion of this behavior was proposed in [21]. It suggested the
successive movements of two 90° domain walls. The values of
the coercive fields are determined by the conditions when the
energy gain due to a moment rotation overcomes the wall
pinning energy:

8‘)Odeg s Ku

Heer = M(icos((PH _%)iSin((PH _%))

C)

For the Pdy g Feq g film, this model describes well the depen-
dence of H¢1(¢g) at €gpgeg = 6 kerg/cm3. However, for the

values of H,, the 90° domain wall model is not suitable. This is

O Invisible one jump
¢ Visible one jump

90 135 180

¢y (degree)
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because at the second jump the domain wall, in fact, is not the
90° type, the difference in the angles in the wall Ay, is much
smaller than 90° (see Figure 4b). Moreover, it depends on the
angle of the applied field. Based on the experimental data for
H»(op), this dependence can be calculated. Figure 5Sb shows
the obtained dependences A@ys(¢g). It can be seen that as the
hard axis is approached, the amplitude of the rotation angle of
the moment in the domain wall decreases. In this situation, it is
no longer possible to assert that the pinning energy is constant
since it decreases with decreasing the angle difference in the

domain wall.

For the field directions close to the hard axis (for example, at
¢y = 87-90°), it is generally difficult to describe the magnetiza-
tion reversal, since the volume of the material is divided into
two fractions that rotate their moments in opposite directions. In
addition, at the field strengths of the second jump in magnetiza-
tion, the height of the barrier for the coherent rotation also
becomes insignificant. Therefore, in this range of angles, mag-
netization reversal is potentially possible by the macroscopic

coherent rotation of the magnetic moment of the film.

Discussion

The dependences of Hj ¢2(¢g) obtained in this work for the
Pdj 9oFeq og film confirm the conjecture that three steady mag-
netic configurations, parallel (P), anti-parallel (AP), and orthog-
onal (OG) can be realized in the epitaxial PdFel/N/PdFe2
heterostructure by choosing the appropriate magnetic field
direction and varying the applied magnetic field pulse ampli-
tude. An important condition for this is an absence of a substan-
tial magnetic interaction between the PdFel and PdFe2 layers.

It is achieved by introducing the non-magnetic spacer layer N of

90  CCCCCCCCCTCTCCCCCCCCCTCoooooeeeooeeeeeeeo
)
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Figure 5: (a) Dependences of the coercive fields of the two jumps (H¢1 and Hcp) on the direction of the applied magnetic field at T = 5 K; lines: the
model of Equation 4. (b) Dependence of the magnetic moment rotation angle within the particular jump on the direction of the applied field.
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silver satisfying the epitaxial growth conditions. The different
coercive fields were obtained choosing the Pd g,Feq g and
Pdg.9gFep g4 compositions for the ferromagnetic PdFel and
PdFe2 layers [18]. Figure 6 shows magnetic hysteresis loops of
the Pdg goFeq gg/Ag/Pdg 9Feq 04 heterostructure for magnetic
field angles of 40°, 30°, and —30° degrees relative to the [100]
direction. For an angle of 40°, the minor loops show the
switching sequence of P - OG — AP, for 30°, P — OG, and
for =30°, P —» AP. The analysis of the magnetic hysteresis

1.0
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loops at different angles of the applied magnetic field makes it
possible to build a magnetic configuration diagram for this
heterostructure (Figure 7a). As one can see, there are quite large

regions of various stable P, OG, and AP states.

An analysis of the angular dependences of H.(¢g), Figure 7a,
allows us to conclude that the pinning energy for the
Pdy.94Feg 04 film is much lower (about €9pgeg ~ 1.8 kerg/cm?)
than for the Pdg g5Fe( g film (g9pdeg = 6 kerg/cm3). Moreover,

Figure 6: Magnetic hysteresis loops for the Pdg goFeg.0s/Ag/Pdo.gsFe0.04 heterostructure at T = 5 K at an angle of 40° with respect to [100] (inset: the

same for angles of 30° and -30°).
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Figure 7: (a) Dependences of the coercive fields of the Pdg goFeg.0s/Ag/Pdg.gsFeq.04 heterostructure on the angle of the applied magnetic field rela-
tive to the [100] axis at T = 5 K. The symbols are experimental values (red: Pdg gsFeg.04, blue: Pdg goFeq os, solid: Hc1, open: Hep), the lines represent
the calculations. (b) Time dependence of the reduced moment for a magnetic field at an angle of 40° to [100]; arrows in the inset show the path from

point A (P) to points B (OG) further to C (mixed AP+0OG).
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in our Pdg gpFeq gg/Ag/Pdg g¢Feq.04 heterostructure, the
Pdg g¢Feg o4 layer has a significant uniaxial anisotropy
Ky =1 kerg/cm3) along the [-110] direction, while in the
Pdg 9pFeq gg layer it is practically absent.

Low temperatures and single-domain state (or bi-domain at
magnetization reversal along a hard axis) of the magnetic film
ensure the stability of the obtained magnetic configurations.
Figure 7b shows the time evolution of the reduced moment
depending on the history of the evolution of the applied magnet-
ic field (inset to Figure 7b). The system was brought to point B
(OG state) by sweeping the magnetic field in the following
order: 50 Oe — -5 Oe — 0 Oe; to point C (mixed AP+OG
state): 0 Oe — —36 Oe. In both cases, on a time scale of approx.
1000 s, there are no noticeable changes in the magnetic moment
of the steady states of the heterostructure. This is fundamen-
tally different from the dynamics of the magnetization of the
polycrystalline Pdg ggFe o1 film, in which significant demagne-
tization occurred on a time scale of approx. 100 s [31].

Conclusion

Detailed measurements of the magnetoresistance have shown
that the Pdg goFeq og epitaxial film, being an easy-plane ferro-
magnet with a pronounced in-plane anisotropy, undergoes mag-
netization switching between two (with collinear magnetization
directions) or three (including orthogonal to the previously indi-
cated two directions) single-domain states depending on the
direction of the applied magnetic field. In the latter case, the
magnetization reversal proceeds in two distinct stages, the first
stage being the motion of the 90° domain wall, and the second
one is the motion of the angle-¢ domain wall, where the angle ¢
depends on the angle of the applied field relative to crystallo-
graphic axes. The pinning energy of the 90° domain wall is
approx. 6 kerg/cm3 for the Pdg g9oFeq og film, and approx.
1.8 kerg/cm? for the Pdg gsFeq g4 film. The use of two magnetic
layers PdFel and PdFe2 with different coercive fields, separat-
ed by a nonmagnetic spacer N, makes it possible to realize
parallel, orthogonal, and antiparallel configurations of magnet-
ic moments. It has been experimentally demonstrated that the
Pdg 9oFeq gg/Ag/Pdg 96Feg g4 heterostructure can switch be-
tween P, OG, and AP steady magnetic configurations in the film
plane by rotating the magnetic moment of the soft magnetic
layer with respect to the magnetically harder layer.
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Abstract

The hardware implementation of signal microprocessors based on superconducting technologies seems relevant for a number of
niche tasks where performance and energy efficiency are critically important. In this paper, we consider the basic elements for
superconducting neural networks on radial basis functions. We examine the static and dynamic activation functions of the proposed
neuron. Special attention is paid to tuning the activation functions to a Gaussian form with relatively large amplitude. For the prac-
tical implementation of the required tunability, we proposed and investigated heterostructures designed for the implementation of

adjustable inductors that consist of superconducting, ferromagnetic, and normal layers.

Introduction
For modern telecommunications, probabilistic identification of  stochastic processes [1-4], as a popular machine learning
various sources in a broadband group signal is extremely impor- method for spatial interpolation of non-stationary and non-

tant. Also, probabilistic analysis is used in the consideration of ~ Gaussian data [5], as a central part of a compensation block to
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enhance the tracking performance in control systems for a class
of nonlinear and non-Gaussian stochastic dynamic processes

[6].

An important example for this work is the cognitive radio,
which is able to receive information about the features of the
“radio environment” and adjust its operating parameters based
on this data [7-13]. Similar problems arise nowadays when
reading data in superconducting noisy intermediate-scale quan-
tum (NISQ) computers [14-17]. Here again, we need real-time
identification and classification of varying signals from multiple
sources (qubits) in a narrow frequency range. When working
with large data, it is necessary to create specialized neural
networks at the hardware level to effectively solve such prob-

lems.

Josephson digital circuits and analog receivers have been used
for a long time to create software-defined radio-systems [18-25]
as well as read-out circuits for quantum computing [26-33].
They realize a unique combination of a wide dynamic range and
high sensitivity when receiving signals, with high performance
and energy efficiency at the stage of the processing. It seems
reasonable to implement additional processing of incoming data
inside the cryosystem using the capabilities of neural network
computing [34-43]. The creation of an extremely low-dissi-
pating element base for such systems is a very actual scientific
and technical task, which requires theoretical and experimental
studies of the features of macroscopic quantum interference in
the complex Josephson circuits.

The direct use of the previously proposed superconducting adia-
batic neural network (ANN) based on the perceptron [44-48] for
probabilistic identification is not possible. In particular, during
the formation of the output signal in the ANN, the so-called
global approximation of the input signal is implemented
[11,12], in which almost all neurons are included in signal pro-
cessing. In addition, the perceptron is a fully connected
network, which means an abundance of synaptic connections
between neurons. These circumstances suppose a highly
resource-intensive learning of the network for signal analysis.
There is an alternative approach with a representation of the
input set of data into the set of output values by using only one
hidden layer of neurons. Each of these neurons is responsible
for its own area of the parameter space of incoming data. This is
the probabilistic or Bayesian approach, where radial basis func-
tions (for example, Gaussian-like functions) are used as neuron

activation functions.

The most common networks operating on this principle are
radial basis function networks (RBFNs) (also known as

Bayesian networks). When using such a network, objects are

Beilstein J. Nanotechnol. 2022, 13, 444—454.

classified on the basis of assessments of their proximity to
neighboring samples. For each sample, a decision can be made
based on the selection of the most likely class from those to
which the sample could belong. Such a solution requires an esti-
mate of the probability density function for each class. This
score is obtained by consideration of training data. The formal
rule is that the class with the tightest distribution in the scope of
the unknown instance will take precedence over other classes.
The traditional approach for estimating the probability density
for each class is to assume that the density has some definite
form. The normal distribution is the most preferred since it
allows one to estimate such parameters of the model as the
mean and standard deviation analytically. The superconducting
implementation of the key elements of the discussed neural

networks is the focus of this work.

Results and Discussion
Model of tunable Gauss-neuron: numerical
simulations

A common architecture of the considered RBFNs [49] is
presented in Figure la. These networks have only one hidden
layer of neurons on which components of the input vector x are
fed. Every neuron of the hidden layer calculates the values of
the 1D function /(x).

(=)’

h (X)=exp
k( ) 20]2{

> (1)

where x;, is the k-th reference point and oy, is the scattering pa-

rameter for the one-dimensional function 7 (X).

In this paper, we propose a modified tunable neuron circuit [44]
for RBFNs (see Figure 1b), with a Gaussian-like activation
function. It consists of two identical Josephson junctions JJ; and
JJ, in the shoulders with input inductances, L, and output induc-
tance L. It is also used to set an additional bias magnetic flux,
®y,. Flux biasing is used to provide a suitable transfer function
for asynchronous circulation of currents in the connected
circuits. In the following, we will call such a cell a “Gauss-
neuron” or a “G-cell/neuron”.

Hereinafter, we use normalized values for typical parameters of
the circuit. All fluxes (input ®;, and output @, and bias Oy)
are normalized to the flux quantum ®g; currents are normalized
to the critical current of the Josephson junctions /¢; induc-
tances are normalized to the characteristic inductance 2rLIc/®y,
times are normalised to the characteristic time t¢c = ®y/(2nV )

(Vc is the characteristic voltage of a Josephson junction).
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Figure 1: (a) Schematic illustration of a RBF network. (b) Schematic representation of a Gauss-neuron ensuring a Gauss-like transfer function.

Equations of motion were obtained in terms of half-sum and
half-difference of Josephson phases ¢, ¢ (0 = (¢ + ¢2)/2 and
P = (@ — ¢2)/2), a detailed derivation of the equations is given

in the Appendix section:

6=—2_———sin0Ocosy,
[+21 5, v @
" :_M—Sin\ycose. 3)

The output magnetic flux obeys the following equation:

2

out
=_Zout_.(g_g,).
Qo = 7 (6-9p) )

Figure 2a,b shows the families of transfer functions of a Gauss-
neuron at different bias fluxes. They are compared with the
radial basis function taken in the form g(x) = exp(—xz/(202))
(dashed line). All transfer functions were normalized to their
maximum value, since at the first stage we were interested in
the shape of the curve itself. It can be seen that the shape of the
response meets the requirements; in addition, it can be adjusted
using a bias magnetic flux @p. An important feature of the
system is that it also allows for non-volatile tuning with
memory using tunable inductances / and /[, see Figure 2c—e.
Estimations for different values of @, show that the best match
(with Gauss-like radial basis function) can be achieved with
¢p = 0.05m and inductance values of / = 0.1 and /oy = 0.1. Also
the investigation of the full width at half maximum (FWHM)
and of the amplitude of the transfer functions of the Gauss-
neuron was carried out for different values of ¢y, (Figure 2¢,d)

and inductance / (Figure 2e). It can be seen that an increase in
the value of the inductance / decreases the FWHM of the
transfer function and increases its amplitude. The bias flux is a
convenient adjustment of the transfer function of the tunable
Gauss-neuron; the bias flux should vary in the [0...0.5]7 range
to save the proper form of the transfer function. The mean of
the transfer function can be controlled by an additional constant
component in the input flux. By selecting the parameters of a
configurable G-neuron, we can make the effective field period
for the activation function (resulting from the ®(-periodicity of
all flux dependencies for the interferometer-based structures)
large enough for practical use in real neural networks
(Figure 2e).

We calculated the standard deviation (SD) of the transfer func-
tion from the Gaussian-like function g(x) with fixed amplitude.
The obtained results are presented in the {/, [oy¢} plane. This vi-
sualization allows one to find the most proper operating param-
eters for the considered element. The magnitude of the ampli-
tude of the transfer function is also presented (Figure 3a,b). The
optimal values of inductance corresponding to the minimum
of SD lies in the hollow of the surface, see Figure 3b. The
minimum SD value is reached at [ = 0.1, /oy = 0.1. The
position of the hollow in Figure 3b could be expressed as
(loupsp = 0.8 = 0.55())sp. At the same time, for relatively small
@®p, the transfer function amplitude increases with increase of
the output and shoulder inductances, [y, and /. Thus, the choice
between the proximity of the transfer function to a Gaussian-
like form and the maximization of the response amplitude is de-
termined by the specifics of the network when solving a specif-
ic problem. Once again, we emphasize that variations in the pa-
rameters of the circuit within a fairly wide range allow one to
change the amplitude and width of the activation function,

while maintaining its Gaussian-like shape.
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Figure 2: Transfer functions (normalized) and their main characteristics for the Gauss-neuron. (a, b) Families of the normalised transfer functions
depending on the magnitude of the bias flux @y, for various pairs of inductances / and Ioyt: (@) / = 0.1, Iyt = 0.1; (b) / = 0.9, /oyt = 0.1. (c) Dependencies
of FWHM and amplitude on the bias flux ¢y, of transfer functions for / = 0.1, 0.5, and 0.9 with /o, = 0.1. (d) Dependencies of FWHM and amplitude on

the inductance / for transfer functions of the Gauss-neuron at /oy = 0.1 and @y, = 0.05m.
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Figure 3: (a) Amplitude of the transfer function and (b) its standard deviation from the Gaussian-like function depending on the inductances / and /oyt

of the G-cell. The bias flux is equal to 0.05m.
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The dynamic transfer functions (i.e., the dependencies of the
output current on the time-varying input flux) were also calcu-
lated, see Figure 4a. The input magnetic signal is a smoothed
trapezoidal function of time with a rise/fall time fgf, see the
inset in Figure 4b. It can be seen that the dynamic activation
function of the required type without hysteresis can be obtained
with adiabatic operation of the cell (frg up to 8000¢c, where #¢
is the characteristic time for the Josephson junction). The dissi-
pation during the operation of the Gauss-neuron remains small,
which justifies classifying the proposed cell as adiabatic
(Figure 4b).

Realization of tunability: adjustable kinetic
inductance

For neural networks based on the considered G-neurons,
tunable elements with linear current-to-flux transformation
(linear inductors) and memory properties are extremely impor-
tant [50,51]. Tunability of the inductance / in Figure 1b allows
for an in situ switching between operating modes directly on the

chip.

In thin layers of superconductors used to create parts of a
neuron, the kinetic inductance is relatively large compared to
the geometric one [52]. This is important for us since one can
change the kinetic inductance relatively simply by controlling
the concentration of superconducting charge carriers (Cooper
pairs or superconducting correlations). This approach is the
basis of the concept of our tunable in situ Gauss-neuron. A sim-
ilar idea is used in kinetic inductance devices, which are based
on thin superconducting strips [53,54]. They are commonly
used for the design of photon detectors and parametric ampli-

fiers. But these devices use nonlinear properties of thin super-
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conducting films at large values of carrying currents compa-
rable to the critical current. However, for our purposes, linear
inductors are required. So we consider only the case of a small
current in comparison with the depairing current of the super-
conductor.

In this paper, we propose a tunable kinetic inductance with inte-
grated spin-valve structure [46]. A superconducting spin valve
is a device that can control the propagation of the supercon-
ducting charge carriers, induced from the superconducting layer
via the proximity effect. The typical spin valve [55-57] is a
hybrid structure containing at least a pair of ferromagnetic (FM)
layers with different coercive forces. Variations in the relative
orientation of their magnetizations change the spatial distribu-
tion of the superconducting order parameter. In the case of
parallel magnetization of the FM layers the Cooper pairs are
effectively depairing inside them (closed spin valve). For the
antiparallel orientation, the effective exchange energy of the
magnetic layers is averaged and suppression of the supercon-
ducting order parameter is weaker (open spin valve), providing
a propagation of Cooper pairs to the outlying layers of the
hybrid structure. The switching between the open and closed
states of the valve leads to a noticeable change in the spatial dis-
tribution of Cooper pairs. The implementation of a thin super-
conducting spacer (s) between the FM layers supports the
superconducting order parameter and increases the efficiency of
the spin valve effect [58]. Here, we propose a development of
this approach, allowing one to significantly increase the effec-

tive variations in the kinetic inductance.

We study proximity effect and electronic transport in the multi-
layer hybrid structures in the frame of Usadel equations [59]:

0.07 100
8000,
(@) 6l (b)

§ 0.05 10
5 o0af
= 1L
5_ 0.03
=
© oot o1l

0.01

Input flux, ¢,, Rise/Fall time, 55
0.00 : : : 0.01 b ' -
0.00 1.57 3.14 4.71 6.28 10 100 1000 10000

Figure 4: (a) Dynamic transfer function of a Gauss-neuron for a trapezoidal external signal for different values of the rise/fall times of the signal tgg
and (b) energy dissipation, normalised to the characteristic energy Eq = ®g/c/2m, as function of the rise/fall time of the input signal for different bias
fluxes: @p = {0.01, 0.05, 0.1}r1. The insert demonstrates the form of temporal dynamic for input flux and dissipation. If the critical current for Josephson

junctions /¢ is equal to 100 pA and ¢, = 0.05m than Egjs ~ 0.01 aJ for trF =

6 ns (corresponds to approx. 1700tc).
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2 d’G .
Gd—f—F L -8F =-GA, Gg + FyFly =1, (5)
dx dx

mkpTce?

T X A
Aln— + ks T ——F |=0, (6)
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with Kupriyanov—Lukichev boundary conditions [60],

dF  F dG, G,
S W B Y R O 7
YBﬁl[dX G, dx] r 1G1 @)

at the S/FM interfaces. Here G and F are normal and anom-
alous Green's functions, A is a pair potential (superconducting
order parameter), w = mkgT (2n + 1), where n is a natural num-
ber, T is the temperature, kg is Boltzmann’s constant,
®= o+ iH, where H is the exchange energy (H = 0in S and N
layers). The indexes “1” and “r” denote the materials at, respec-
tively, the left and right side of an interface, £ is the coherence
length, p is the resistivity of the material (in the following, € and
p will also will be mentioned with indexes that denote the layer
of these parameters), T is the critical temperature of the super-
conductor, and yg = (RgA)/(pi&)) is the interface parameter,
where RgA is the resistance per square of the interface

The calculated distribution of the anomalous Green function, F,
permits one to estimate the ability to influence the propagation
of the superconducting correlations (screening properties) for

(@)

Beilstein J. Nanotechnol. 2022, 13, 444-454.

the hybrid structure. The spatial distribution of the screening
length A(x) directly depends on the proximization of the super-
conducting order parameter in the system [61,62]:

A(x) 2 =22 % Z‘;)Re(F(x)z); a2 = 2tokelc ;:;TC . (8)
®>!

where pg is the resistivity of the superconducting material, ) is
the vacuum permeability and 7 is Planck’s constant. For
instance, for a homogeneous niobium film, the estimate for the
constant Aq is around 100 nm, while experimentally measured
values of the screening length A at 7 = 4.2 K are around 150 nm.
The expression for the kinetic inductance of the structure is
directly correlated with screening length [52,63],

d -1
1 =B D] ]| ©
0

where X is the length of the strip, W is the width, and d is the
thickness of the multilayer. In our calculations, we assume that
the currents in the system are weak, and the structure thickness
is much smaller than the screening length.

We propose a hybrid structure (see Figure 5) consisting of three
parts, namely a pairing source, a spin valve, and a current-
carrying layer of normal metal with low-resistivity. The general
principle of operation is the following: The pairing source
generates Cooper pairs and the spin valve controls their propa-
gation to the layer von low inductance. If the valve is open

\\4
AX
Current-carrying dy
layer d,
dFMZ
Spin-valve d,
Closed Open
dFMl
: (0 Pairing Source
S Aj S

(b) X

Figure 5: Sketch of the tunable kinetic inductance based on multilayer structure in the (a) closed and (b) open states. Blue solid arrows reveal magne-
tization orientation of FM¢ and FM;, layers, and dashed yellow arrows demonstrate direction and localization of the supercurrent /g.
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(Figure 5b), the normal metal is repleted with Cooper pairs, and
the biggest part of the supercurrent /g is flowing along the struc-
ture through the metallic layer (N) with relatively low induc-
tance. In the case of the closed valve (Figure 5a), pairs are
locked up in the source layer, and the supercurrent /g is limited
to this highly inductive part of the structure. The redistribution
of the current flowing along the multilayer is associated with a

change of the total kinetic inductance.

For a quantitative model, we choose the following components
of the structure: The pairing source is a superconductor layer
slightly thicker than the critical value at which the pair poten-
tial appears. During calculations we suppose its thickness

dg = 3&g.

The spin valve can be implemented as a multilayer structure
FM—s—-FM,—s-FM |—s—FM, with several ferromagnetic layers
FM; and FM, of different thicknesses dgmyp 2 (dpm1 = 0.158,
denvp = 0.1E, exchange energy H = 100 kgT¢ in calculations,
separated by thin spacers of a superconductor or normal metal
(N) (dg = 0.5 for example).

The control of the spin valve is operated by turning the FM
layers into states with parallel (P) and antiparallel (AP) mutual
orientations of their magnetizations. This process can be real-
ized by application of the finite external magnetic field or by
injection of the spin current due to the spin torque effect [56].
For the proposed design of the Gauss-neuron, it is suitable to
change magnetizations in the tunable inductance [ with the
control currents in the input circuits, see Figure 1b. Earlier we
experimentally demonstrated [58] that for such a control it is
sufficient to create a magnetic field strength of the order of

30 Oe. Note that after the control current is turned off, the valve

S FM, FM, FM, FM, N
(a) 07 F=AP--ceo____ lx -S s
P -
0.6 |, ~
53
%
0.5 —.5
k3]
04
4=
w2
03 rg
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&
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remains in the open/closed state, since the direction of magneti-

zations in the FM layers is preserved.

The current-carrying layer is a thin strip of normal metal with
thickness dy = 2€ and small resistivity py < ps, which ensures
its lower kinetic inductance relative to the rest of the structure.
This leads to a flow of the current mostly through this layer in

the case of the open valve.

Figure 6a shows the spatial distributions of the pairing ampli-
tude F(x) in the cross section of this structure for parallel (blue
solid line) and antiparallel (red dashed line) orientations of the
magnetization of the FM; and FM, layers. The pairing ampli-
tude F significantly drops in the spin valve region for both
cases. However, the residual level of proximization (value of F)
in the N layer is five times larger for the AP orientation than for
the P orientation.

To enhance the effect, we propose to add an additional super-
conductor layer s; (Figure 6b). In the case of the closed valve,
the s; layer is in the normal state, and the superconducting
correlations in the N layer are negligible. If the valve is open,
the s; layer goes into a superconducting state with an increase
of the pairing amplitude F in the N layer up to two times (see
Figure 6a).

Figure 7 demonstrates the dependence of the kinetic inductance
of the structure shown in Figure 6b versus as a function of the
thickness of the intermediate s or n layers. At large thicknesses
of the intermediate layers, the valve loses efficiency. In the case
of normal spacers, the transition occurs to a completely normal
state, where the kinetic inductance of the entire structure coin-

cides with the kinetic inductance of the source layer S. With a

(b) 0.7 F--AP
P
0.6 ~
£
05| &
.2
k31
04} <
2
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03F g
[}
e
02FO
0.1
x/&
0.0 u .
0 2 4 6 8

Figure 6: Spatial distribution of the pair amplitude F in the hybrid structures (a) S—-FM{—s—FMy—s—FM;—-s—FMx>—N without additional s layer and
(b) S-FM{—s—FMx—s—FM;—s—FMx>—s1—N with an additional superconducting layer for parallel (blue solid line) and antiparallel (red dashed line) mutual

orientations of magnetization between FMy and FMy layers.
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large thickness of superconducting spacers s, the valve system
also loses efficiency, transferring the entire structure to a com-
pletely superconducting state. However, at thicknesses of the
order of (0.5...1)&, the maximum spin-valve effect appears, and
the total kinetic inductance of the structure changes several
times during switching between states with parallel and antipar-
allel magnetization orientations.

4 . S-FM -n-FMyn-FM-n-FM,-S,N_

0.8 -~

0.4 F |85

02}

0.0

Figure 7: Kinetic inductance of the hybrid structures
S—FM{—s—FMo—s—FM—s—FMo—s—N and
S—FM{—n—-FMz—n—-FMy—n—-FMx—s{—N for parallel (dark blue solid line
and long dashed green line) and antiparallel (red dashed line and
orange dash—dot line) mutual orientations of magnetization between
FM; and FM layers as functions of the spacer thickness.

We also made some estimates for the quantitative value of the
kinetic inductance of the structure shown in Figure 7 based on
niobium technology. The inductance of the strip with width
W =100 nm, length X = 1 um, and total thickness d = 80 nm
(this corresponds to the spacer thickness dg =5 nm) the esti-
mated kinetic inductance is about 7 pH in the closed state and
about 15 pH in the open state. For comparison, the geometric

inductance of such a strip is of the order of 1 pH.

Conclusion

We have considered a basic cell for superconducting signal
neurocomputers designed for the fast processing of a group
signal with extremely low energy dissipation. It turned out that
for this purpose it is possible to modify the previously dis-
cussed element of adiabatic superconducting neural networks.
The ability to adjust the parameters of the studied Gauss-cell
(with Gaussian-like activation function) is very important for in
situ switching between operating modes. Using microscopic
modeling, we have shown that the desired compact tunable
passive element can be implemented in the form of a control-

lable kinetic inductance. An example is a multilayer structure
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consisting of a superconducting “source”, a current-carrying
layer and a spin valve with at least two magnetic layers with
different thicknesses. The proposed tunable inductance does not
require suppression of superconductivity in the source layer. In
this case, the spin-valve effect determines the efficiency of
penetration of superconducting correlations into the current-
carrying layer, which is the reason for the change in inductance.

Appendix

We present the derivation of Equation 2-Equation 4 in the
framework of the resistively shunted junction (RSJ) model. A
typical approach to obtain the equations of motion for
Josephson systems is to write the Kirchhoff and phase

constraints. From Figure 1b), it follows:

i1+i2 +i0ut ZO,
Qp +ip L+ @iy =gyt Lout + P>
P +ip L =Py = gyt *Lout + P

(10)

Let us sum up the second and third equations of the system in
Equation 10, taking into account the first equation, and dividing
the left and right sides by 2:

-
6+%-(1+2lout):(pb. an

As the current through the Josephson junction has a form
iy = @ +sin@, Equation 11 gives us the first equation of motion
(Equation 2) for the Gauss-neuron:

_ P~

=—2———sinBOcosy.
14215, v

(12)

Similar operations should be conducted for the difference be-
tween the second and third equations of the system in

Equation 10:

h=h

+
v 2

="Pin> 13)

and the second equation of motion (Equation 3) for the system

is obtained:

A4 —siny cos®. (14)

To obtain Equation 4, we have to convert Equation 11 accord-

ing to the expression i + iy = —igyt = ~(Qout/lout):
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Here, we experimentally test the applicability of an aluminium Josephson junction of a few micrometers size as a single photon

counter in the microwave frequency range. We have measured the switching from the superconducting to the resistive state through

the absorption of 10 GHz photons. The dependence of the switching probability on the signal power suggests that the switching is

initiated by the simultaneous absorption of three and more photons, with a dark count time above 0.01 s.

Introduction

The development of a single photon counter (SPC) for micro-
wave frequencies of tens of gigahertz has been required for
several applications at least for the last two decades. The diffi-
culty of this development is in the small energy scale: The
energy of a photon of 10 GHz is just 7 yoctojoule (7 x 10724 ).
To realize the detection, the photon must trigger a process
whose energy is of the order of this value (the difference be-
tween initial and excited states). There are not many examples

in solid-state physics with such energy scales. Another diffi-

culty is that a spontaneous change of the state must be signifi-
cantly less probable so that the detector could be in a waiting

mode for a significant amount of time.

Superconductor—insulator—superconductor (SIS) junctions have
not been seriously considered previously for the role of detec-
tors of single photons in the microwave range, despite sporadic
works showing such a possibility [1-7]. Recently, the interest in

microwave SPCs has been increased [8,9] due to new experi-
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ments of dark matter search [10-12] and the corresponding
program initiated by INFN in Italy [13-22].

Our experiments show that typical aluminium Josephson junc-
tions (JJs) can indeed have a few-photon sensitivity in the
microwave frequency range, and a photon counter can be made
on their basis. We use the metastable quasi-equilibrium state of
a Josephson junction, which, at low temperatures, is stable
enough for thermal fluctuations and quantum tunneling, but can
be easily destroyed by absorption of a single photon. We
demonstrate few-photon sensitivity of our samples in a single-
shot regime and outline the junction parameter range where
approaching single photon sensitivity is possible.

Results and Discussion

In this section, we describe our experimental setup, as well as
the measurement results and comparison with theory. To study
the dynamics of a SIS tunnel junction, we have thermally
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anchored the sample to the mixing chamber of a He3/He4 dilu-
tion refrigerator Triton 200 from Oxford Instruments. A block
diagram of the experimental setup, including filtering and
room-temperature electronics, is shown in Figure 1a. The sam-
ple (Figure 1b) was mounted in an RF-tight box with a super-
conducting shielding on the coldest plate. The dc bias wires
were filtered with feedthrough capacitors at room temperature
and RC filters at the 10 mK cryostat plate, minimizing the effect

of unwanted low-frequency noise.

For an experiment with microwave radiation, we used phos-
phor bronze twisted pairs with an attenuation of —15 dB/m at
10 GHz to provide the radiation to the sample in the cryostat.
The twisted pair ended with a loop antenna near the JJ, see
[7,23] for the setup description. As any in-stock microwave
synthesizer would produce a far too powerful signal, in our
setup, we used constant attenuators from 2 dB to 30 dB and a
voltage-controlled room-temperature attenuator, preliminarily

current
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Figure 1: (a) Scheme of the measurement electronics with thermal anchoring and various filtering stages. (b) SEM image of the SIS junction. The top
electrode is highlighted in magenta color, the bottom electrode (blue color) has the same shape as the top one in the area of the tunnel barrier.
(c) Time diagram of the channels: current through the JJ, initial pulse modulation of the microwave signal (assuming front smoothing due to twisted

pairs) and voltage across the JJ.

583



calibrated with a spectrum analyzer. We altered the power of
the signal from high power, at which the photon-assisted tunnel-
ing steps are well pronounced in the I/V curve [23], to low
power, whose presence can be observed only in the switching
distributions and in the shorter lifetime of the superconducting
state.

The used experimental setup is the same as in [7], except for the
measured sample. In [7], the critical current of the sample was
very low, and the phase diffusion regime was noticeably pro-
nounced. The sample considered here has a much higher criti-
cal current, and the phase diffusion does not appear. As a result,
the theoretical estimates based on the BCS theory for critical
currents and Kramers’ theory for escape times are well applic-
able. Furthermore, the analysis of the experiment is done with a
more general theory, which considers the absorption probabili-
ties of different numbers of photons.

The time traces of setting a current and an external microwave
signal to measure the switching probability as a function of

power are shown in Figure lc. First, the current through the

Beilstein J. Nanotechnol. 2022, 13, 582-589.

junction is increased up to the required value by a sin? law [24]
to realize a quasi-adiabatic ramping, then the microwave signal
is turned on for a fixed time slot, assuming significant
smoothing of pulse fronts due to transfer via twisted pairs. Due
to strong attenuation of the harmonic signal, the microwave
pulse represents a sequence of single photons, pairs, triples, and
so on, which obey a Poisson distribution [25,26]. After turning
off the signal, the state of the JJ is checked. Depending on
whether the JJ is in the resistive or superconducting state, unity

or zero is added to the switching probability, respectively.

We begin our consideration of the Josephson junction as a
photon counter with its current—voltage characteristic (see
Figure 2a) and the determination of the critical current. All
further analysis of experimental results and understanding of the
energy relations of the JJ in comparison with the energy of
photons (see Figure 2b) depends on the accuracy of deter-
mining the critical current. An area of 60 um?2 and a critical cur-
rent I, =~ 8.6 uA have been measured for the Al JJ, see the SEM
image of the sample in Figure 1b. Due to rather low-noise

measuring environment, used before for terahertz receiver ap-
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Figure 2: (a) The current—voltage characteristics of the Josephson junction with /; = 8.6 pA at 50 mK. The red point indicates the state of JJ in a
“waiting” mode, the arrow shows a jump to the resistive state after absorption of photons. (b) The potential profile at the bias current of 8.15 pA. The
energies of one and five photons are shown by lines relative to the minimum energy level. Under these conditions, the JJ switches with a probability of
1 when five photons are absorbed simultaneously (g[5] = 1), and with a probability of 0.13 when four photons are absorbed (g[4] = 0.13). These prob-
abilities are obtained from fitting experimental data, see Figure 5 below. The scale of the effective thermal fluctuation energy is given by black arrows

for T = 265 mK (see the main text).
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plications [27,28], in Figure 2a one can see a typical
current—voltage characteristics (IVC) with the critical current
close to the theoretical value [29]. Besides, a subgap structure is
visible at the inverse branch of the IVC. Such a structure with
peculiarities in the differential resistance at voltages 2A/n was
calculated theoretically for normal metal links between two
superconductors as multiple Andreev reflections [30] and ob-
served in experiment both for superconductor—normal

metal-superconductor and SIS junctions [31].

In contrast to smaller junctions [7], where the phase-diffusion
regime is possible [32-37], the analyzed junction demonstrates a
typical behavior [4,38], that is, a monotonic increase in the
switching current distribution width with the rise of the temper-
ature, see Figure 3. For the switching current measurements, the
bias current of the junction was ramped up at a constant rate.
The voltage was measured using a low-noise room-temperature
differential amplifier AD745 and was fed to a high-speed NI
ADC card. The switching current histograms were collected in
the temperature range between 1 K and 30 mK. The depen-
dence of their width on the temperature is shown in Figure 3. It
is interesting to note the crossover temperature to the quantum
regime of about 250 mK, which is somewhat lower than in [38]
for junctions with larger critical currents.

50

40

o, nA

30

20
10 100

T, mK

Figure 3: Width of the switching current distribution of the Josephson
junction. One can see a standard behavior when the distribution width
grows monotonically with increase of the temperature. Here, the violet
dashed line shows the quantum regime and the red solid curve shows
the thermal activation regime.

The switching current to the resistive state depends on the
sweep rate. Therefore, its value is underestimated in dc mea-
surements. The upper limit is given by the BCS expression
1.75kT /(eRN) [29], which depends on the critical temperature
of the electrodes and the normal resistance of the tunnel barrier
only. This maximum possible critical current is difficult to

achieve in real junctions. In our opinion, the most reliable way

Beilstein J. Nanotechnol. 2022, 13, 582-589.

to determine the critical current is to compare the experimental
lifetime as a function of the current with the lifetime calculated
using numerical simulations [39-41] in the frame of the resis-
tively—capacitively shunted junction (RCSJ) model with addi-
tive noise [29]. It is important to use the RCSJ model in the
temperature range in which it is valid, that is, above the
crossover temperature in the quantum regime.

The lifetime (dark count time) measurements are organized as
follows. The current through the junction is quasi-adiabatically
ramped up to a given value. After reaching the required bias
current, the countdown of lifetimes begins until the moment of
jumping to the resistive branch. This cycle is repeated
100-200 times to collect statistics, after which the average
value of the switching time and its standard deviation are calcu-
lated.

Since the considered Josephson junction is standard and there is
no phase-diffusion regime observed (see Figure 3), there is no
mixed mode of operation, in which a part of the time there are
short voltage pulses due to escapes to the adjacent potential
minima and a part of the time the voltage is zero. This makes it
easier to determine the lifetime in the numerical model. In this
case, the JJ is considered to be switched if the phase exceeds a
certain threshold value, usually chosen to the right of the posi-
tion of the nearest maximum of the potential for a given bias

current.

There is a need to use numerical simulations since, in the exper-
iment, we are limited by the time constant of the filters that
provide suppression of external interferences. As a result, we
cannot measure switching times faster than the time constant,
which in our case is about 1 ms. To obtain shorter times, we
numerically solve the Langevin equation with noise source
[39,40] in the frame of the RCSJ model, which has been proven
for classical JJs in the thermal regime [29]. Its applicability is
also confirmed for our case by a good overlap with the experi-
mental data.

It is seen from Figure 4 that the experimental points at 300 and
600 mK agree well with the simulation results if the parameters
for numerical calculations are 401 mK, /. = 8.536 pA and
575 mK, I, = 8.51 pA, respectively. The normal resistance and
the capacitance are Ry = 29 Q and C = 2700 fF.

It is interesting to note that even the curve for 50 mK is well-
fitted if the critical current is set to 8.586 pA and the tempera-
ture is 265 mK, which is close to the crossover temperature
deduced from Figure 3. For the same parameters, the lifetime
was calculated with the well-known Kramers’ formula [42-47],

modified for intermediate damping values [48,49]:
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Figure 4: The lifetime of the junction as a function of the bias current
at temperatures of 50 mK (green), 300 mK (orange), 600 mK (red).
Here, fitting is performed using the approximate Kramers’ formula in
Equation 1 (dashed curve) and using the numerical solution of the
Langevin equation with noise (solid curve). In the latter case, the
agreement is rather good.

L exp(Au/y)

(1—1'2)1/4 ’

The used notations are the following: i = Iy;,¢/I is the dimen-

sionless bias current with the bias current Iy, and the critical
current I, Au= 2@+2i(arcsin(z’)—n/2) is the potential
barrier height, y = IT/I. is the noise intensity, and IT = 2¢kT/h
is the fluctuational current which can be calculated as:
I7 [uA] =0.042 T [K] [29] for a given temperature 7. Note that,
the thermal current is 2.1 nA for 50 mK and 21 nA for 500 mK,
respectively.

The investigated junction also demonstrates a typical Kramers’
dependence of the lifetime, see Figure 4, but the analytical esti-
mates from Equation 1 give an underestimated lifetime com-

pared to a more accurate numerical calculation.

Thus, the critical current at a temperature of 50 mK was deter-
mined as 8.586 pA. For this /. value, the tunneling time as a
function of the bias current was calculated, which is believed to
be the reason that, below the crossover temperature, the life-
time stops changing. The results are shown as a solid blue curve
if the tunneling occurs from the minimum of the potential
profile [49], and as a dotted blue curve if it occurs from the
zero-energy level [50]. As can be seen, these curves have a

steeper slope than the experimental lifetime at 50 mK. This may
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indicate that we do not reach the true quantum regime, and the
lifetime stops changing with decreasing temperature due to
either residual low-frequency interference or overheating. Addi-

tional experiments are planned to determine this issue.

The absorption of a photon increases the energy of a JJ by a
certain value and may result in switching into the resistive state.
Several frequency ranges of effective detection may exist [39]
due to resonant activation, and the most efficient switching
occurs at signal frequencies of 0.6 from w,, = (2el./C) 2 1401,
which is fully consistent with the parameters of the considered
experiment. In the current work, we measure the probability of
switching initiated by a 10 GHz signal with a fixed duration
tsw = 0.05 s. The plasma frequency of the junction is 15.6 GHz,
while at the bias current of 815 pA, where we presumably see
three-photon sensitivity, the resonant frequency w, of the
Josephson junction oscillation circuit v, = wp(l - 214 is
8.8 GHz.

The statistics of switching as function of the absorbed power is
illustrated in Figure 5a,b for several bias currents and tempera-
tures of 50 and 500 mK, respectively. Each curve in Figure 5
has been collected with (200 to 10%) averages of switching

events.

The experimental results in Figure 5a,b can be reproduced using
the Poisson distribution of photons and the fitting procedure
from [23]. To take into account that there may be several
switching attempts during the pulse, for the fitting procedure,
the signal with duration t,, is divided into M shorter pulses 0z,
each of which contains only one group of photons, and we can
assume only one switching attempt. The average number of
photons N in each group is determined by the Poisson distribu-
tion. The switching probability in &f is the sum of the products
of the Poisson distributions that photons are contained in the
signal and the switching probabilities g[i] due to absorption of i
photons. The switching probability pg,, is the result of M

switching attempts over time dt:

Psw :1_(1_p8t)M’

_ 2
Ps=e N(q[0]+q[l]N+q[2]N2—!2+q[3]N3—!3+ ),

where g[0] is the probability of the erroneous detection without
a photon, and ¢[1], g[2], ¢[3], ... are the detection efficiencies
for one, two, three, ... photons, respectively.

The slope of the fitting curves is set by the number of photons,

triggering the switching. The position on the power axis is de-

termined by the effective system response time d¢ and by the
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efficiency of switching ¢. The fitting curves in Figure 5a are ob-
tained with & = 0.3 ns for slope 3 and 8¢ = 5.7 ns for slope 15.

The curve with slope 3 fits the experimental data for the bias
current of 8.15 uA quite well if the g-array is [5 x 10710,
5% 107195 x 10719, 0.002, 0.13, 1, 1, ...]. Therefore, the prob-
ability of switching due to the absorption of 3 photons is 0.002.
In Figure 2b the barrier height is compared with the energy of
one photon. The potential profile is calculated for the critical
current of 8.586 uA. Photon frequency and energy are, respec-
tively, 10 GHz and 6.8 x 10724 J. The energies of three and
even five photons are smaller than the barrier height. However,
switching may still occur due to either resonant tunneling or
resonant activation effects [22,39,40,49,51].

With the critical current of 8.586 pA, the barrier height for bias
currents in the range of 7.5-8.08 uA equals to the energy of 35
to 11 photons. This number is quite close to the number we get
from the fit of probability versus power slopes, that is, 15 to 3.
Even if the total energy of absorbed photons is less than the
barrier height, the probability to switch to the resistive state by

tunneling increases significantly.

In Figure 5, one can see how the switching probability evolves
with increasing temperature from 50 to 500 mK. The difference
is not very large because at 50 mK the effective temperature
was rather 265 mK, according to numerical simulations, and the
thermal current at 500 mK is much smaller than the critical cur-
rent. There is still three-photon sensitivity with efficiency 0.01,

2
= 017 .
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but for a slightly lower bias current of 8 pA. Curves for other
bias currents can be fitted with slopes 4, 5, 6, 9, and 12.

The small difference between the results at 50 mK (265 mK)
and 500 mK can be understood from Figure 2b. The supercon-
ducting gap decreases by a few percent due to the temperature
increase from 265 to 500 mK according to the BCS model. It
leads to a minor decrease in the JJ critical current. Thus, the
qualitative picture remains the same for 265 and 500 mK: The
height of the potential barrier is still several times larger than
the thermal energy and the energy of a single 10 GHz photon.

Conclusion

We have presented an experimental study of a Josephson junc-
tion with an area of 60 um? and a critical current of 8.6 pA for
application as a single photon counter in the microwave fre-
quency range. Using a strongly attenuated 10 GHz harmonic
signal with Poisson distribution of photons as the photon
source, three-photon sensitivity with an efficiency of 0.002 and
a dark count time of 0.02 s has been shown.

From the analysis of the lifetime, we see that there is a room for
improvement of the sensitivity if residual low-frequency noise
or overheating of the junction could be decreased. The source of
the issue and the way of its suppression need to be investigated

in further experiments.

Comparing the obtained results for the considered sample with
other small-area junctions [7,23], we can conclude that the

>
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<}
o
2
£ 7.7%9)
£ 0.01 E
2 ]
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Figure 5: The switching probability of the JJ as a function of the power of the signal (with duration 50 ms) for different bias currents. The dots with
error bars are experimental data. For each switching event, the system was first prepared in the initial state by quasi-adiabatically ramping the bias
current over 50 ms. If the microwave signal caused a switching to the finite-voltage state during the driving pulse, such event was counted as 1, and 0
otherwise. (a) T = 50 mK. The orange dots represent a bias of 8.15 pA. The red fit curves are obtained with the formula in Equation 2. (b) T = 500 mK.

The green fit curves are obtained with the formula in Equation 2.
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optimal critical current range, allowing for improvement of both
sensitivity and dark count time, is about hundreds of nanoam-
peres as predicted in [6]. Such junctions are currently being

measured.
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We explore the dynamics of an adiabatic neural cell of a perceptron artificial neural network in a quantum regime. This mode of

cell operation is assumed for a hybrid system of a classical neural network whose configuration is dynamically adjusted by a quan-

tum co-processor. Analytical and numerical studies take into account non-adiabatic processes as well as dissipation, which leads to

smoothing of quantum coherent oscillations. The obtained results indicate the conditions under which the neuron possesses the re-

quired sigmoid activation function.

Introduction

The implementation of machine learning algorithms is one of
the main applications of modern quantum processors [1-9]. It
has been shown that a relatively small quantum circuit may be
capable of searching for a large number of synaptic weights of
an artificial neural network (ANN) [10-13]. The rate of the
weight adjustment is an important parameter that determines the

possibility of the ANN dynamic adaptation. Such tunability is

required when working with rapidly changing content. The cor-
responding information flow naturally arises, for example,
within the framework of novel telecommunication paradigms,
such as software-defined radio [14,15] implying the change of
signal frequency and modulation. An efficient architecture of a
flexible hybrid system requires a close spatial arrangement of

the classical ANN with its control quantum co-processor, see
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Figure 1a. Superconductor technology is a promising platform
for such a solution since both superconducting quantum
machine learning circuits [16-22] and superconducting ANNs

[23-37] are rapidly developed nowadays.

Robust implementation of the considered quantum-classical
system would benefit from the utilization of a single technolo-
gy suitable for superconducting qubits. In this case, the clas-
sical part can operate in an adiabatic mode ensuring minimal
impact on quantum circuits. However, quantum effects, in turn,
can significantly affect the operation of neuromorphic elements.
In this work, we account for this by considering the neuron cell
operation in a quantum regime. We investigate the dynamics of
this cell in search of conditions that provide the required
sigmoid activation function (conversion of the input magnetic
flux into the average output current), suitable for the operation
of the ANN as a perceptron [4]. The studied cell is called a
quantum neuron or Sq neuron. Its closest analogue is the flux
qubit used by D-Wave Systems in quantum annealers [38-41].

An important incentive for this work are the previously ob-
tained results on classical adiabatic neurons with extremely
small energy dissipation [42-45]. We especially note the
demonstrated possibility of the adiabatic evolution of the state
for a neuron in a multilayer perceptron with Josephson junc-
tions without resistive shunting [46]. It is precisely such a
heterostructure without resistive shunting that is used in the

implementation of a quantum neuron based on a flux qubit.

The article is organized as follows. First, we present the scheme
of the proposed quantum neuron and also investigate the spec-

trum of the Hamilton operator for such a system. Next, on the

V"
b

—>
layer

quantum

information E\

processing

hidden
layer
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basis of the numerical solution of the Schrodinger equation, we
investigate dynamic processes in a quantum neuron. We pay
special attention to the analysis of the activation function of the
cell for two main modes (with one and two minima of the
potential energy of the system). We use Wigner functions for a
visual interpretation of the dynamics of the neuron. The range
of the operating parameters for the proposed neuron circuit
under the action of unipolar magnetic flux pulses is found.
Finally, the influence of the dissipation on the features of the

dynamic processes and characteristics of the cell is revealed.

Methods
Neuron model and basic equations

A single-junction superconducting interferometer with normal-
ized inductance /, a Josephson junction without resistive
shunting (JJ), an additional inductance /,, and an output induc-
tance /o, (see Figure 1b) are the basis of the quantum neuron.
This circuit has been presented before as a classic super-
conducting neuron for an adiabatic perceptron [42,46].

The classical dynamics of the system under consideration is de-

scribed using the equation for the dynamics of the Josephson

phase:

m;2(p+0);1(b+sin(p:b(pin (t)—ao, (1)
where the coefficients are determined by the expressions

ly + oy Ly + 2oy =141,

a= ,b=
I, + gy (1+1,) 2[11a o (141, )]

superconducting
adiabatic

neuron

Figure 1: (a) Sketch of a flexible hybrid system consisting of a classical ANN having its configuration (synaptic weights) dynamically adjusted by a
quantum co-processor. (b) Schematic representation of the Sq neuron providing nonlinear magnetic flux transformation.
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These coefficients were introduced in [46] when considering the
classical mode of this system. Inductances are normalized to
(2ml/®g), where I, is the critical current of the Josephson junc-
tion and @ is the magnetic flux quantum. The inertial proper-
ties of the system are due to the junction capacitance, which,
along with the critical current /., determines the plasma fre-

2el
w,, = .
P\ he

In this case, the dissipative properties of the system are deter-

quency of the JJ,

mined by the Josephson characteristic frequency w, = 2¢RI #
(here, R and C are the normal state resistance and capacitance of

the Josephson junction, respectively).

Dynamic control of the system states is carried out by a
changing external magnetic flux, ¢;j,(#), normalized to the mag-
netic flux quantum ®g:

®in (1) = A{(l 1o 2P(n) )1 n (1 4+ 2PU0) )l}—A, @)

where A is the normalised amplitude of the external action, 7,
and ) = 3¢1 are the characteristic rise/fall times of the control
signal, whose steepness is determined by the parameter D. The
phase of the Josephson junction, ¢, obeys Equation 1. The acti-
vation function of the neuron is determined by the dependence
of the output current iy, on the input flux @;,:

. (pin - 2lal .
1 =, 1= b s —adQ@.
out 2(13 i lout) Pin P 3)

Spectrum of the neuron Hamiltonian

The quantum regime manifests itself through a discrete spec-
trum of allowed values for the total energy of the system. The
characteristic gaps in the spectrum of the effective Hamiltonian
are significantly larger than the thermal smearing in the studied
case. Also, the level broadening due to the influence of the
environment is relatively small. The described features affect
the neuron ability to non-linearly transform the magnetic signal.
In order to describe the quantum mechanical behavior of the
system (Equation 1), we start from the case of a Josephson junc-
tion with a large shunted resistance (wc_] —0). In this case,
Equation 1 can be interpreted as the equation of motion for a
particle with mass M = #2/2E, (charge energy E, = (2¢)%/2C) in

potential

Beilstein J. Nanotechnol. 2022, 13, 653-665.

2
bo.. (t)—
U[(p,(pin(t)]zEJM+EJ(1—COSQ),
a “

1,®
with £ == 0
s

The dynamics of the system is governed by the Hamilton func-

tion,

HLp0s0n (0] =20 0,03 1]

The canonical quantization procedure leads to the Hamiltonian:

. 22 bo (1)—ai T
H[f”‘ba(Pin(f)]=E;§ +E; b0 (1) -ab] .

2a

(1-cos) ¢, (5)

where the operators p and ¢ obey the commutative relation
[, p]=ih.

The form of the potential from Equation 4 in each moment of
time, and hence the dynamic behavior of the system, is deter-
mined by the physical parameters of the circuit shown in
Figure 1. There is a range of inductance values where the poten-
tial profile from Equation 4 has a double-well shape under the
action of the input flux (Equation 2). Their values can be ob-

tained from solution of the transcendental equation

oUu
—((P) =a@—bo;, (t) +sine =0.
2y
The potential has more than one extremum in the case that

a < 1 and ,therefore,

[>T =12, +1-1,.

Note that for the classical regime the sigmoidal shape of the ac-

tivation function is possible only when [ < " [46].

One of the goals of this work is to determine the parameters of
the adiabatic switching of the quantum neuron for [ < [* (single-
well mode) and [ > [* (double-well mode). Within the adiabatic
approach it is possible to numerically solve the time-indepen-
dent Schrodinger equation (see Appendix 1) for each moment
of time to find “instantaneous energy levels”, E,(f), and “instan-
taneous wave functions” of the system, (o, 7):

H[ p.6.05 (1) [w, (0:) = E, (£)w,, (0:2). ©)
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Figure 2 demonstrates the spectrum of instantaneous energy
levels and wave functions of the system at the initial moment of
time (Figure 2a,c) and at the moment 7, when the input magnet-
ic flux (Equation 2) is equal to ¢;, = 27 (Figure 2b,d). Note that
for the case [ < [ (Figure 2a,b), the form of the potential can be
approximated by a parabolic function (single-well mode). The
symmetry of the potential under external influence does not
change, and only a shift in the energy levels with preservation
of the interlevel distance is observed during the rise/fall periods
of the signal. A different behavior is observed for [ > [* where
during the rise/fall periods of the signal, a double-well potential
appears (Figure 2d). Here, the two lowest close energy levels
are separated by an energy gap from the rest of the level struc-
ture. This resembles the formation of the flux qubit spectrum
[47].

Results and Discussion

Dynamics of the quantum neuron without
dissipation

The dynamics (evolution of the states of the system, W(r))
of the quantum neuron (Equation 5) is associated with
the nonlinear transformation of the input magnetic flux (Equa-
tion 2). We describe it using the time-dependent Schrédinger
equation:

Beilstein J. Nanotechnol. 2022, 13, 653-665.

i (1) = F1 0 (1) ]9 (1) ™

Eigenvectors of the system are found by numerical solution of
Equation 7 (see details in Appendix 2). Thereafter, from the
evolution of average values of the phase and current operators
we found the transfer characteristic iou(¢in) of the Sq neuron
Equation 3, that is, its activation function. Let us explain the
idea of our calculations. We assume that the system is initial-
ized at the initial moment of time. At cryogenic temperatures
(millikelvin range) the system states are localised at lower
energy levels.

According to Equation 3, the dependence of the average value
of the output current i, on the input magnetic flux ¢;, is calcu-
lated:

We use the Wigner functions in order to visualize the adiabatic
dynamics in the “phase-conjugate momentum” space [48]. This
function is determined by the Fourier transform of a bilinear

combination of the wave functions:

o U/ES

o]

[\

271

3n - 0

0 L
2n 3n

"

Figure 2: The energy spectrum and adiabatic (instantaneous) wave functions are represented at the initial time ¢ = 0 (a, c) and at the rise of the
applied flux, ty = 500 (b, d) for the inductance values / = 0.1 (a, b) and / = 2.5 (c, d). The parameters of the system and the input magnetic flux are:

Ec=05Ey, Iy=1+1,lou=0.1,D=0.008, A = 4.
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W (g, pt)=-— f Ee h W (9+8/2,0)¥ (0-&/2,1). 9)

The wave function W(¢,r) can be expanded in terms of the in-
stantaneous eigenvectors g, (@,1):

t

¥ (p.1) =D c, (1), (9.t)exp —%IEn ()dr |, o)

0

where the coefficients ¢,(0) are determined from the initial
conditions for the wave function W(¢,0). Changes of the coeffi-

cients ¢,(t) in time are determined by the system of N coupled

equations
l.dcn (t) _t do;, (t)
dt dr

h
N1 (oA . ~ 41 b
' z {wn,m (Z) (6(%1],1 m o 2 exp|:l.[0w”’m (t)dt :‘}’

where the time-dependent matrix elements appear. Their rate of
change is given by o, (1) = E,(t) - E, (¢). Note that if the

adiabaticity condition,

;( oH ] <1 (12)
h(,l)n’m (f) 8(pin nm ’

is satisfied for pairs of levels, then transitions between them
become improbable.

We consider the case where only the two lowest levels are taken
into account. In this case, the remaining energy levels lie notice-
ably higher than the selected doublet. In addition, adiabaticity
conditions (Equation 12) should be satisfied. When these condi-
tions are met, the following expression can be written to ap-
proximate the wave function:

it
¥ (@.1)=co(t)wo (9.1)exp _%.[EO (¢")dt’
0
i
+cp (1) wy (@.1)exp —EJ.El(t’)dt' ,
0

13)
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and we can get the expression for the Wigner function:

W (0, p.) = o () Koo (0 pt)+|er () Ky (9. p0t)
a0 ks (op e o 00|
e (1) (1)Ko (9.0 )exp[—fiwo,l (f)dt}
where
won (01,1 —jd&e’ﬂiwn(mé/z D (9-8/2.1). (15)

Further we demonstrate two effects in this approximation:
(1) One can construct a superposition of the basis states and
observe the manifestation of the interference of quantum states
in the oscillations of the output characteristic; (2) there are
oscillations of the output characteristic due to the influence of

nonadibaticity.

Single-well potential

Figure 3 demonstrates the calculated activation functions of the
S neuron operating in the quantum regime in single-well mode
(I < I") for three different initial states of the system.

Numerical analysis has shown that the activation functions for
the quantum neuron, initialised in the basic states, takes a
sigmoidal shape (black and red curves in Figure 3). This is in a

good agreement with the classical regime of operation [46].

i()lll
6 -
4 F
2 F
4z
Pin
or 2
2+ 0o 1 1 t
0 2 4 6 gy, 8 10 12

Figure 3: The neuron activation functions for / = 0.1 and different initial
states: The black curve corresponds to the ground initial state yo(,0),
the red curve to the first excited state y1(¢,0), and green curve corre-
sponds to the superposition of states ([yq(¢,0)+ Lp1((p,0)]/\/§. Param-
eters of the input magnetic flux are D = 0.008, A = 4m, and t; = 500.
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Note that when the input flux (Equation 2) changes from 0 to
41, the phase ¢ on the Josephson junction changes from 0 to 27

and vice versa.

The complete coincidence of the two paths of the system evolu-
tion occurs with a significant increase in the rise time “ T~
(¢ = 0—2m) and the fall time “ | ” (¢ = 2r—0) of the input
signal. For the superposition of the basic states, as seen in
Figure 3, oscillations are observed in the shape of the activation
function. In this regard, for clarity of interpretation of the ob-
tained results of the quantum dynamics, we consider the evolu-
tion of the system in the phase space.

If the adiabaticity condition (Equation 12) is satisfied and the
system was initially at the lowest level |c0(0)|2 =1 (see
Figure 4a), then the dynamics of the Wigner function reflects
the distribution in phase and conjugate momentum related to
this level. Similar reasoning can be given for the case when the
first excited level (Figure 3b) is populated. Here, the center of
the probability density I‘I’(q),z‘)l2 and the distribution of the
Wigner function (Figure 4a,b) shift smoothly, from ¢ = 0 to 2m,
when the cell is exposed to the input magnetic flux. The system
remains localized in the initial state, and as a result, the activa-
tion function takes a sigmoidal form without any oscillations
(black and red curves in Figure 3). If the system is initialised in

e, p,0) _a W, p, 0)

)

Beilstein J. Nanotechnol. 2022, 13, 653-665.

the superposition of the lowest states (Figure 4c) then the inter-
ference term in the Wigner function emerges, see the last two
terms in Equation 14. This is expressed as oscillations on the
Wigner function between the maximum (red area) and
minimum (blue area), see Figure 5. Coherent oscillations on the
current—flux dependence are also the evidence of this phenome-
non (see the green curve in Figure 3).

Double-well potential

For the double-well potential, when [ > [*, the problem of quan-
tum dynamics and the formation of the sigmoidal activation
function have also been studied. We start with the parameters of
the input flux as presented in Figure 3. Numerical simulations
demonstrate a distortion of the sigmoidal form of the activation
function even when the Sq neuron is initialized in the ground

state, see Figure 6.

In the process of evolution, a significant rearrangement occurs
in the spectrum of energy levels (anti-crossing between the
ground and the first excited levels) during the formation of a
double-well potential (see Figure 2). This corresponds to the
rise period of the signal along the path ¢ = 0—2m. Note that, in
this case, the adiabaticity condition (Equation 12) is violated.
This is a consequence of the increase in the input flux @iy,
which leads to the excitation of the overlying states. In this

Figure 4: The Wigner functions W(®, p, t = 0) of the considered system initialized at the initial moment of time ¢t = 0 (a) in the ground state wo(,0),
(b) in the first excited state y4(¢,0) and (c) in the superposition of the lowest states [y (¢,0)+ L|J1((|),0)]/\/§ for / = 0.1. Other parameters are similar to

those shown in Figure 3.

3 a |3 b |3 c 3 )
P »
0 0 0 0
o G ?. .
VAW, VW ‘ t
-3 0 ) ) -3 1000 ) ) -3 1500 -3 2000
—Tt 0 ) T T 271 ) 3t 0 L) 2T —T 0 ) T

Figure 5: The evolution of the Wigner function under the influence of the input flux @, for the Sq neuron initialized in the superposition state
[Wo (9, 0)+yy (9,0)]/+/2 at the moments ¢ = 0 (absence of @) (a); t = 1000 (the plateau of @) (b); t = 1500 (the middle of the decreasing branch of
®in) (c); t = 2000 (absence of ¢j,) (d). The remaining parameters are similar to those shown in Figure 3.
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Figure 6: The activation functions of the neuron with / = 2.5 initialized (a) in the ground state, see the black “ 1 ” and orange “ | ” curves; (b) in the first
excited state, see the red “ T ” and gray “ 1 ” curves; (c) in the superposition of the basis states, see the blue “ 1’ and brown “ | ” curves. Input flux pa-
rameters are D = 0.008, A = 4m, ¢y = 500. The symbol “ T ” corresponds to the rise branch of ¢;, = 0—4m, the “ | ” symbol corresponds to the fall

branch of @, = 4m—0. The inserts show the time-dependent evolution of the populations |ck(t)|? of the ground state, k = 0, and the first excited, k = 1,

state of the system.

case, the system ceases to be localized in the initial state, which
is clearly shown in Figure 7 during the evolution of the Wigner
function in the phase space. It can be seen that the system
evolves adiabatically from the ground state until reaches @;, =
27, when a double-well potential profile (Equation 4) is formed.
In this case, the rate of change of the potential exceeds the rate
of state localisation. Due to the tunneling effect, the wave func-
tion is redistributed from the left to the right local minimum of
the potential profile (see Figure 2). Figure 7b,c clearly shows
that the Wigner function has negative values due to the forma-
tion of a superposition state during evolution (see also the insets
in Figure 6 for the population coefficients |c0(t)|2 and |c1(t)|2 for
basis levels). Because of this, the activation function in Figure 6
exhibits oscillations associated with the interference of the wave
functions. These oscillations are more irregular than the ones in

1 W(%P» t) . a

@ 33

0.5

0.5 - ,
=0.5
,]_7t 8

Figure 3 (see the green curve). This is due to the occurrence of
interference phase effects of a larger number of states partici-
pating in the superposition corresponding to the violation of the
adiabaticity condition (Equation 12).

Note that if the rate of the potential changes is less than the rate
of the localised state movement and the adiabaticity condition
(Equation 12) is satisfied, we can obtain the sigmoidal activa-
tion function even in a double-well potential (see Figure 8). In
this case, there is a good match between the forward “ T and
the backward “ | ” characteristics of the Sg neuron.

Activation function of the quantum neuron

We also study the quality of approximation of the neuron acti-
vation function by the sigmoidal function for different parame-

W(o, p, 1)

0

| W(p, p, 1)

- 3

0
% 3

T

Figure 7: Evolution of the Wigner function of the Sq neuron with / = 2.5 initialized in the ground state under the action of the input flux ¢, at the
moments t = 0 (absence of @jn) (a); t = 500 (the middle of the increase of ¢j,) (b); t = 1000 (the plateau of @) (c); t = 2000 (absence of ¢i,) (d). The

input flux parameters are equal to those shown in Figure 6.
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Lout

Figure 8: The activation function of the neuron with / = 2.5 initialised at
t = 0 in the ground state. Here the parameters are D = 0.0002, A = 4m,
and £y = 10000.

ters of the cell (in the framework of the adiabaticity conditions).
The approximation function is:

D

4o P20ntrs 8

G((Pin ) = (16)

where p; are the parameters of the numerical approximation.
Our goal is to compare the ideal activation function o(g;,) and
the activation function of the considered cell i,,(9i,). We use

the square of the standard deviation, SD, for this purpose:

SD = Dis[(c(q’in )~ lout (@in ))2}’

an

where Dis[(...)] means the dispersion of a data set. Analysis of
Figure 6 and Figure 8 allows us to conclude that the parameters
affecting the activation function shape are primarily the rise/fall
rate of the signal D (see Equation 2) and the inductance value /,
which determines the shape of the potential profile. In this
regard, we obtain the plane of parameters SD(/, D), presented in
Figure 9, where the color indicates the value of the square of the
standard deviation from the “ideal sigmoid”. The area with
SD < 0.0001 (area inside the dark zone in Figure 9) corre-
sponds to the formation of the sigmoid activation function of
the required form.

From the analysis of Figure 9, it can be concluded that the
higher the value of the inductance /, the slower the process
of adiabatic switching of the quantum neuron. For super-
conducting circuit parameters I. = 0.35 pA, C =10 fF,
wp = 10! 571, the adiabatic switching time is approx. 5 ns for
[ = 0.1 (see Figure 3, the regime without oscillations) and

approx. 100 ns for / = 2.5 (see Figure 8).

Beilstein J. Nanotechnol. 2022, 13, 653-665.

0.4 0.6 0.81

0.2

Figure 9: The value of the square of the standard deviation, SD, of the
Sq neuron activation function from the mathematical sigmoid (Equa-
tion 16) for different inductance / values and rise/fall rates, D, of the
input flux @in(t). The horizontal axis is in logarithmic scale. At the initial
moment, the system was initialized in the ground state. The parame-
ters of the system and the input flux are as follows: A = 4m, [ =/+1,
lout = 0.1.

Influence of dissipation effects on the

quantum neuron dynamics

In the classical regime, the dissipation mechanism in the neuron
has been considered using the Stewart—-McCumber model [49].
To take into account the dissipation in a quantum system, we
“place” it in a bosonic bath. For further analysis, we use a linear
model of the interaction between the quantum neuron and the
bath:

(18)

. At~
Hint:k(PZ(bi J"bi)’
i

where é;T and Z;l are creation and annihilation operators of the
i-th bosonic mode, and £ is the coupling constant. With an adia-
batic change of the input flux, the S state can be described in
terms of the instantaneous eigenbasis ,(¢,t), see Equation 6,

using a density matrix:

()= P (0:8) [ W (6:2)) (W, (01))-

m,n

19)

Under the Born—-Markov approximation, dissipative dynamics is
described by the generalized master equation for the density
matrix [50]. Furthermore, by keeping only the secular terms and
using the random phase approximation, we reduced it to the
Pauli master equation (we present the results of modeling for
the generalized master equation with and without the secular

approximation in Appendix 3):
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n#m n+m

(20)

where the dots denote a differentiation by normalized time, W,,,,
is the transition rate from the state n to m given by the expres-

Wonn ZKK\Vn 0 \Vm>2 1)
-{e(wnm)[ﬁ(mnm)+1J+6(wmn)ﬁ(oamn )}

Here A = (2mgk?)/#? is the renormalized coupling constant, 8 is

the Heaviside step function,

is the Planck distribution, and g is the density of bosonic modes,
which is supposed to be constant. Under adiabatic approxima-
tion, the transition rates W,,,, between the neuron states are
calculated in the instantaneous eigenbasis. Numerical simula-
tions are performed for the temperature of the bosonic thermo-
stat at 7 = 50 mK.

We investigated the relaxation of the excited states for both the
single-well (I < I, Figure 10a,c) and double-well (I > I,
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Figure 10b,d) potential shapes. The key result is the suppres-
sion of the oscillations of the activation function for the neuron
initialized in a superposition of two basic states. The dynamics
of changes in the populations |cx(1)? of the energy levels for this
case is shown in the insets of Figure 10 (see Figure 6 for com-
parison). This relaxation takes the full cycle of switching of the
input flux (@;, =0 <> 4n) due to dissipative processes.

In Figure 10b,c there is an obvious suppression of the oscilla-
tions on the activation function, which were observed due to the
anti-crossing of the energy levels in the double-well potential.
In addition, coherent oscillations on the activation function
of the neuron (see Figure 3 and Figure 6¢) arising during
evolution from the superposition state are also smoothed out.
Previously, these oscillations were associated with the interfer-
ence of the phases of the Sq states. However, the possible
dispersion of the initial phases makes the activation function to
be sigmoidal due to the averaging over random phases, see
Figure 10c,d.

Conclusion

We have shown that an adiabatic superconducting neuron of a
classical perceptron, under certain conditions, retains the
sigmoidal shape of the activation function in the quantum
regime (when the spectrum of allowed energy values is
discrete). Moreover, the sigmoidal transformation of the applied

magnetic flux into the average output current can be obtained

I out |
4

3

k=

1000

A
2000

0
0 1000

2000

6 8 10 12
goill

6 ®,, 8 10 12

Figure 10: The neuron activation function for / = 0.1 (a, ¢) and / = 2.5 (b, d) when the cell is initialized in the first excited level (a, b) and in the super-
position of two basic states (c, d). The input flux parameters are as follows: D = 0.008, A = 4m, t; = 500; the renormalized coupling constant A = 0.005.
The insets present the corresponding populations |cx(t)|2 of the ground state, k = 0, and the first excited, k = 1, energy levels.
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both for single-well and double-well potential energies of the
cell. The influence of the initial quantum state of the neuron on
the shape of the activation function is especially noticeable for
the case of a superposition of basic states. We have also shown
how dissipation suppresses “quantum” oscillations on the acti-
vation function, just as damping suppresses plasma oscillations
in classical Josephson systems. The obtained results pave the
way for a classical perceptron and a control quantum
co-processor (designed for the rapid search of the perceptron
synaptic weights) to work in a single chip in a millikelvin cryo-
genic stage of a cryocooler. For the practical implementation of
such neural networks, we need synapses, which are also based
on adiabatic superconducting logic cells with magnetic repre-
sentation of information [43,45,51]. Fortunately, there are
already such elements based on an inductively shunted two-con-
tact interferometer with the ability to adjust parameters. Howev-
er, their behavior in the quantum mode requires an additional
study.
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Appendix 1
To solve Equation 6, we used the finite difference method [52],
where a continuous wave function p(o) is transferred to a

discrete grid ¢, = d(p,) with a step Ag:

_(\Vn+l +\anl)+(2+vn )\Vn =€, V- (22)

Here we introduce the following notations:
v, =2MAQV, /12
and
e, =2MAQ E/H2.

The boundaries gy = py+1 = 0 for Equation 22 are sufficiently
removed from the region of actual motion of interest, and the
wave functions of localized states are weakly affected by the

introduced restrictions.
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Appendix 2

We have analyzed the evolution process on the basis of the
Cayley algorithm [53]. The evolution operator of the system on
a discrete time grid with a step Af is represented as:

i At
U(At) =e

_I-ifine/2n

— : (23)
[ +iHAt/2h

where 1 is the unit matrix corresponding to the dimensionality
of the Hamiltonian of the system (Equation 5), H, according to

2E,
t— @y t.
J

According to Equation 7, the Schrodinger time-dependent equa-
tion, and hence the dynamics of the system, can be found from
the following equation:

i+1 i+1,j+1 j+1
Vi = Ry TwT 48T (24)
where the auxiliary quantities are defined as
R J+H_ 1
n-1 " j+17
u, +R;
J+l j+l
Sj+1 _ F =5,
n-1 "~ i
J+l
u, +R; (25)

JH _ J J *ud
= _(Wn+1 TV +”nwn)’

_2MAgYY, . 4iM Ag?

u, =-2
K2 hAt

s

with boundary conditions

gl _ g+l
Vo =¥y =0

Appendix 3

We will use only the Born—-Markov approximation and neglect

the Lamb shift. Hence, the generalized master equation [50] for

the density matrix in terms of the instantaneous eigenbasis in

the Schrodinger picture can be written as follows:

E (t)-E (t
pmn =iMpmn _Zpanbama

a,b (26)

_z Pma Wdccn + z (pefWemfh + p_féWenmf )’
c,d e, f
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where the matrix elements W4 are defined by

Wabcd = %<\Va |¢| \Vb><\Vc |¢)| \'/d>

10(ap )7 (@ap )+ 1]+ 0( e, ) 7 (5, )}

@7

It should be noted that for Equation 26 it is necessary that the
ground state and the first excited state are not nearly degenerate
levels throughout the considered time of system evolution.

The generalized master equation with the secular approxima-
tion can be easily obtained from Equation 26 by multiplying the
fourth term with the Kronecker delta symbol §,,, and by
imposing additional conditions on the indices of summations,
that is, b = m, d = n and e = f. Further, keeping only the diago-
nal terms of the density matrix, the Pauli master equation can be
obtained. For all parameters, we have considered that the
secular approximation has a negligibly small effect on the nu-

merical solution of the generalized master equation.

In Figure 11a—d, we present the activation functions obtained by
solving the generalized master equation for different values of
the inductance / and the renormalized coupling constant A.
Initial conditions are the superposition of states, that is,

[wo(®,0)+wy;(9,0)]/ V2. As expected, oscillations arise due to

l()ut

Beilstein J. Nanotechnol. 2022, 13, 653-665.

interference between levels, which decrease with increasing the

coupling constant.

Note that for small [ < l*, and for the neuron initialized either in
the ground state or in the excited state, the solution of the gener-
alized master equation is the same as the solution of the Pauli
master equation.
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We present a combined experimental and theoretical work that investigates the magnetic proximity effect at a ferromagnetic insu-
lator—superconductor (FI-S) interface. The calculations are based on the boundary condition for diffusive quasiclassical Green’s
functions, which accounts for arbitrarily strong spin-dependent effects and spin mixing angles. The resulting phase diagram shows a
transition from a first-order to a second-order phase transition for large spin mixing angles. The experimentally found differential
conductance of an EuS-Al heterostructure is compared with the theoretical calculation. With the assumption of a uniform spin
mixing angle that depends on the externally applied field, we find good agreement between theory and experiment. The theory
depends only on very few parameters, mostly specified by the experimental setup. We determine the effective spin of the interface
moments as J = 0.74%.

Introduction

The proximity effect between superconductors and ferromag-
nets has been investigated intensively in recent years [1,2],
giving rise to the field of superconducting spintronics [3,4].
Among the emergent phenomena are m-junctions [5,6], reen-
trant and multiperiodic reentrant superconductivity [7,8], the
triplet proximity effect [9-11], and implementations of super-

conducting switches and spin valves based on either the singlet

or triplet proximity effect [12-18]. Furthermore, the spin-de-
pendent density of states due to the proximity of a magnetic
insulator is central for obtaining unprecedentedly high thermo-
electric performance at low temperatures [19-23].

Ferromagnetic insulators such as EuO and EuS are interesting

materials since they show ferromagnetism (they are almost ideal
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Heisenberg ferromagnets) but are electrically insulating at the
same time [24-26]. Magnetic insulators have been used success-
fully, for example, in magnetic Josephson junctions [27], super-
conducting spin switches [13], and for studying the triplet prox-
imity effect [28]. Ferromagnetic insulators are a good probe of
the spin-dependent proximity effect in bilayer structures due to
the reduced number of free parameters. This kind of junctions
also provides information on the details of the internal magneti-
zation behavior of ferromagnetic insulators in an external field.
To be specific, in a simple stacked structure one observes the
proximity effect that solely depends on the internal spin-degrees
of freedom (spin mixing angles [29]), since the conductance is
zero, in contrast to a metallic ferromagnet. The absence of
conductance-related parameters (transmission and polarization
of each channel) strongly simplifies the boundary condition to a
ferromagnetic insulator [30,31], which has been extended
meanwhile to insulating antiferromagnets [32]. Thus, one has
the opportunity to quantitatively study the microscopic mecha-
nisms that influence the superconducting density of states, in a
way that they mainly shift and spin-split the peaks at the super-
conducting gap edge. Such shifts and following possibility to
create of Shiba bands [33,34] have been investigated theoreti-
cally also recently in related systems [35,36].

Spin-active scattering in FI-S bilayers has been discussed, for
example , in [29] in the clean and in [37] in the dirty limit.
Here, we treat the dirty limit appropriate for typical thin film
structures. In [37], spin mixing in these systems was described
in terms of an expansion for small phase shifts, where the linear
order is equivalent to a Zeeman-type spin splitting, and the
second order is equivalent to pair breaking by spin-dependent

scattering. In contrast, we treat spin mixing of arbitrary strength
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Beilstein J. Nanotechnol. 2022, 13, 682-688.

exactly. The distribution of spin mixing angles (8¢, n is the
channel index) along the transport channels is the only
unknown in the theory. This distribution can be probed directly
in a fully electronic experiment, measuring the density of states
of the superconducting film by tunnel spectroscopy.

Results and Discussion
Theory

The setup of the underlying experiment is shown in Figure 1a. It
consists (bottom-up) of an EuS substrate, a superconducting
(Al) film, and a normal metal film that is separated from the
superconductor by an oxide layer. The normal layer acts as the
tunnel probe to measure the differential conductance of the
superconductor and is assumed not to influence the system
properties. Since the size of the detector electrode is not small
(unlike the tip of a scanning tunneling microscope) and the FI
affects the whole superconductor, we assume that the magneti-
zation can be modeled by one magnetization direction that
results from averaging over the internal magnetic structure. In
the language of the circuit theory [38] this means that we can
reproduce the whole system with a single node as depicted in
Figure 1b. The superconductor is represented by the node that
has a “source” (of coherence) term (marked with A) and
“leakage” (of coherence) term that is characterized by the Thou-
less energy of the superconductor (e1y) and its normal-state
conductance G. Additional pseudo terminals model the spin
mixing angles d¢ induced by the FI (top), the external field H
(right).

To describe the FI-S bilayer as illustrated in Figure 1b within

the circuit theory [38], we use the formalism for the boundary

conditions for spin-dependent connectors developed in [30],

(5'7071/7 I{TL

G7 €Th

(a)

(b)

Figure 1: (a) The experimental setup of the FI-S bilayer. The differential conductance is measured with help of the top normal contact (N), which is
separated by an insulating barrier (1). (b) Circuit diagram to represent the FI-S bilayer in the quantum circuit theory. The superconductor is repre-
sented by the node, the A-source term, the et-leakage term, and its normal-state conductance G. The ferromagnetic insulator adds the d¢,-term with
magnetization directions K, for each channel, and in accordance with the experiment an external exchange field is added, here represented by the

H-pseudo terminal.
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which agrees with the results of [31]. This boundary condition
(BC) for the Usadel equation was derived, and it was shown
how this BC can be applied to a ferromagnetic insulator—super-
conductor bilayer system in the limit that the thickness d of the
superconducting film is small compared to the coherence
length. We define the spin-dependent Green’s function of the
superconductor as G = 81,61 t &3 513- Here, 0 = * denotes the
spin index, and T; are Pauli matrices in Nambu space. We
obtain the following equation that determines the Green’s func-

tion of the superconductor:

% 2icsin(8¢,/2) g
= c0s(50,,/2) - iog3 5 sin (50, /2)
. G i(86+i5)gl,6 +Ag3,0 _

Gq €Th

6]

Here, €, = € + ougH is the energy including the applied Zeeman
field, ey = #D/d? is the Thouless energy, Gq = ¢2/h is the
conductance quantum, and G = oNA/d is the conductance of the
film (in the direction perpendicular to the interface of cross
section A). D and oy are the diffusion constant and the normal-
state conductivity of the film, respectively. Note, that due to the
normalization condition for quasiclassical Green’s functions
one has g o =,1- g3 - Due to the small coercivity of EuS the
assumption of only one magnetization direction as in [30] is
reasonable. This is why the Green’s functions decouple in spin

space.

In the following, we will only use a single spin mixing angle
0@, = 0 for simplicity to illustrate the results. However, the
theory is not restricted to this case. Thus, we replace the sum
over the channel index 7 in the matrix current conservation with
the number of channels, that is, Zn—> N. However, in a
phenomenological way we assume that, effectively, only a
certain fraction r € [0,1] of scattering channels contributes to
the spin mixing effect. Alternatively, we may say that spin
mixing only occurs with a certain probability r. The correspond-

ing equation then reads

Gy 2icsin(8¢/2) g o
rN—¢1y - —
G " cos(89/2)—iogs 4 5in(5¢/2) @

+[i(s(Y +i8) g 5+ Ag3,cJ =0.

Hence, the strength of the magnetic proximity effect
can be expressed by the dimensionless parameter € =
rN(G4/G)(etn/kpT¢), where kp is the Boltzmann constant, and
T. is the critical temperature of the bulk superconductor. Using
the conductivity oy = ezNOD, the density of states at the Fermi
energy N =k§/n2ﬁvp of the free electron gas, and
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N/A:k§/4n for the number of channels per area, we can
simplify this to &' =rN/2rnAddNykgT, = riivg /8dkgT,, where vp
is the Fermi velocity. With the definition &y = Avg/mA(T = 0) of
the superconducting coherence length and the approximation
A(T =0) = 1.76 kgTy, one finds €’ ~ 0.69ry/d. The parameter €’
becomes smaller for increasing film thickness and decreasing
fraction of spin-active channels.

With the above definitions, the BCS self-consistency relation is

given by:
A Qpc
:—nj stanh( jj[g1’++g17_} 3
0

We defined the cutoff energy Qpcg related to the upper limit of
the phonon spectrum. In the following, we use Qpcs =
100kgT,, and the coupling constant A, which can be eliminated
for the bulk superconductor in favor of the critical temperature
T.. After solving the fully self-consistent problem in order to
obtain A, the differential tunnel conductance (measured as
shown in Figure la) is found from the standard definition
d7 = —GNJN ds with the Fermi distribution f and the
normal-state conductance Gy of the tunnel probe. The density
of states is given by N(¢) =R(g3’+ +g3’_)/2. Note, that the

actual total density of states per volume is given as N(a)/\/o.

We now discuss the self-consistency relation for different
values of the parameter €’. Figure 2 shows the phase diagram
for values ¢’ = [100-0.1], which for a d = 10 nm aluminium
layer roughly translates into fractions » = [1-0.001]. The plotted
curves are the phase boundaries between superconducting and
normal state, with the superconducting phase at low tempera-
ture and small d¢. In general, the critical value 8¢, increases
with decreasing &’. For small €’, spin mixing can no longer
completely suppress superconductivity for 7 = 0 (note that the
boundary conditions are periodic in ¢ and hence the maximum
spin mixing is reached at d¢ = 7). For small €’ or high tempera-
ture, the phase transition is of second order. For larger €’ and
low temperature, the phase transition becomes of first order. In
this case, the self-consistency relation becomes multi-valued,
and a coexistence region appears. The solid and dashed lines
represent the lower and upper boundary of the coexistence
region, respectively. The coexistence region becomes larger for
larger €’ and correspondingly smaller d¢,. In this regime, the

effect of spin mixing is similar to a Zeeman splitting [39,40].

Now, we discuss the dependence of the density of states on the
spin mixing angle d¢ for different values of the parameter €’.
For the sake of clarity, the Zeeman splitting from the external

field is ignored at this point. The changes in the density of states
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Figure 2: Phase diagram of the spin mixing angle d¢/m as a function of
the normalized temperature T/T¢ for values of €’ = [100,0.1].
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of the superconductor are dominated by two effects. On one
hand, the initial peaks at the 7' = 0 superconductor gap A are
spin-split into two separated peaks, each positioned depending
on 3¢ and A. On the other hand, A self-consistently also
depends on the spin mixing angle.

In Figure 3, we plot the density of states for T « T, with self-
consistent A. For very thin layers (¢’ = 100) the peaks (initially
at A) symmetrically split into their spin components. This be-
havior is also is similar to the Zeeman splitting in an applied
field, as already measured, for example, in [41]. However, with
decreasing ¢’, the superconductivity persists for larger spin
mixing angles and the behavior changes qualitatively until a
completely different situation is found at €’ = 0.1. Here, the
outer peak position is nearly independent of d¢ while only the
inner peak moves towards (and across) the Fermi level. Another
effect of larger spin mixing angles is that the inner peak is
broadened, and finally becomes a wide and flat band. Besides
this, the self-consistency relation for thin films produces the
typical step-like first-order phase transition at the critical d¢
(here always plotted for the upper branch of Figure 2), while
especially in the case €’ = 1 a significant shift of the peak posi-
tions is visible for larger spin mixing angles. For sufficiently

small €’, spin mixing has little effect on A.

(d) kT,

Figure 3: Density of states in a superconductor in proximity to a ferromagnetic insulator indicated by the spin mixing angle 6, with (from (a) to (d))
¢ =100,10,1,0.1, while the superconducting order parameter is evaluated self-consistently (T « T¢).
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Comparison of experiment and theory

To illustrate our model, we use it to fit experimental data ob-
tained on a sample made of a superconducting aluminium film
on top of the ferromagnetic insulator europium sulfide. Figure 4
shows a false-color scanning electron microscopy image of the
sample, together with the experimental scheme. The sample was
fabricated in a two-step procedure: First, a EuS film of 44 nm
thickness was created by e-beam evaporation of EuS onto a
Si(111) substrate heated to 800 °C. In a second fabrication step,
aluminium/aluminium oxide/copper tunnel junctions were fabri-
cated on the EuS film using e-beam lithography and shadow
evaporation. The nominal aluminium film thickness was
d = 10 nm. The differential conductance g = dI/dV of the tunnel

v

Figure 4: False-color scanning electron microscopy image of the sam-
ple and experimental scheme.
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junctions was measured as a function of the bias voltage V
using standard low-frequency lock-in techniques in a dilution
refrigerator at base temperatures down to 7 = 50 mK with an
in-plane magnetic field B applied along the direction of the
copper wires, as indicated in Figure 4. Details of film fabrica-
tion, magnetic properties, and experimental procedures can be
found in [42,43].

Examples of the conductance spectra measured for different
applied fields in one of the junctions are shown in Figure 5a. At
small fields, the spectra exhibit a well-defined gap with negli-
gible subgap conductance, indicating a defect-free tunnel
barrier. Spin splitting of the density of states is clearly visible.
The observed splitting greatly exceeds the expected splitting
due to the Zeeman energy €7 = ugB (which is about 35 peV at
B = 0.6 T). The solid lines in Figure 5a are fits with our model.
We have included orbital depairing in the fits, with an orbital
depairing parameter [44]

_1f_s
orb 2l B

c,orb

a

C)

for a thin film in an in-plane field. From known sample parame-
ters we estimate B¢ o # 2 T and €’ =~ 70, which leaves us with
A and d¢ as free parameters. The fits give a good account of the
observed spin splitting. The spin mixing angle extracted from
the fits is plotted in Figure 5b. It is found to depend on the
applied magnetic field over the entire field range. In contrast,

225

3
I

A (peV)

175

]
0.4 150
B (T)

Figure 5: (a) Differential conductance g as a function of the bias V for different applied magnetic fields B (symbols), and fits with our model (lines).
(b) Spin mixing angle d¢ (left axis) and pair potential A (right axis) as functions of the applied field B extracted from the fits (symbols), and fit of the

spin mixing angle with a Brillouin function (line).
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the EuS magnetization is saturated above a few milliteslas in
our film [42]. A similar dependence of the spin splitting on the
applied field is commonly observed in EuS/Al structures
[45,46], and the microscopic origin is yet unclear. A possible
explanation are misaligned spins at the interface, which are
nearly free and therefore gradually aligned by the applied field.
The misaligned spins might be the result of partial oxidation of
the EuS surface during sample transfer between our two fabri-
cation steps. Lacking a microscopic model, we have attempted
to fit the field dependence of d¢ with a Brillouin function. The
fit is shown as a line in Figure 5b. It is in reasonable agreement
with the data up to about 0.6 T, with an effective angular
momentum J ~ 0.74#. While the Eu* ions in EuS have J = 7/2
[47], the stable oxide of Eu is Eu,O3 with Eu3* ions and J = 0
[48]. Therefore, a reduced effective J at the interface appears
reasonable. Above 0.6 T, the data deviate downwards from the
fit, and these data points were excluded from the fit. The devia-
tion can be explained by Fermi-liquid renormalization of the
effective spin splitting near the critical field [46,49], which is
not included in our model.

Conclusion

Based on the general spin-dependent boundary condition
[30,31] augmenting the spin-dependent circuit theory [38,50],
we investigated FI-S heterostructures in the dirty limit. We dis-
cussed the dependence of the density of states (and thus also the
differential conductance) on the spin mixing angles for differ-
ent layer thicknesses observing strong deviations from the typi-
cally linear behavior in exchange fields. The model yields a
new phase diagram that strongly depends on the spin mixing
angle and includes a crossover from a first- to a second-order

phase transition.

We applied our theory to our experiment measuring the differ-
ential conductance in an EuS—Al bilayer. In the experiment, en-
hanced spin splitting of the density of states in an external mag-
netic field was observed. To reproduce the experimental data,
we have determined the spin mixing angle as a function of the
applied magnetic field, and given an estimate on how to take
into account the relation between the external field and the spin

mixing angle.

We are thus confident that our theory will in the future provide
further motivation for the interesting physics of ferromagnetic
insulators and the proximity effect in ferromagnet or antiferro-

magnet—superconductor heterostructures.
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Abstract

A series of Pd;_,Fe, alloy epitaxial films (x = 0, 0.038, 0.062, and 0.080), a material promising for superconducting spintronics,
was prepared and studied with ultrafast optical and magneto-optical laser spectroscopy in a wide temperature range of 4-300 K. It
was found that the transition to the ferromagnetic state causes a qualitative change of both the reflectivity and the magneto-optical
Kerr effect transients. A nanoscale magnetic inhomogeneity of the ferromagnet/paramagnet type inherent in the palladium-rich
Pd;_,Fe, alloys reveals itself through the occurrence of a relatively slow, 10-25 ps, photoinduced demagnetization component
following a subpicosecond one; the former vanishes at low temperatures only in the x = 0.080 sample. We argue that the 10 ps
timescale demagnetization originates most probably from the diffusive transport of d electrons under the condition of nanoscale
magnetic inhomogeneities. The low-temperature fraction of the residual paramagnetic phase can be deduced from the magnitude of
the slow reflectivity relaxation component. It is estimated as ~30% for x = 0.038 and ~15% for x = 0.062 films. The minimal iron
content ensuring the magnetic homogeneity of the ferromagnetic state in the Pd;_,Fe, alloy at low temperatures is about
7-8 atom %.

Introduction

Superconductor-based technologies are promising for exaflop-  energy efficiency [2,3,10-13]. Superconducting spintronics is a
scale supercomputing, big-data processing, artificial intelli- branch of superconducting electronics, the key components of
gence, and neuromorphic computing [1-7]. The highlight fea- which are thin-film magnetic Josephson junctions (MIlJs),
tures of superconducting data processing techniques, for exam-  which include layers of superconductors (S), ferromagnets (F)

ple, RSFQ logic [1-9], are the high speed and unprecedental and insulators (I) [1-3,14,15]. The use of MJJs considerably
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reduces the energy consumption, the number of Josephson junc-
tions, and the number of interconnects in superconducting
digital circuitries [16], ensuring wide operation margin toler-

ances and low bit-error rates [17,18].

To realize the full functionality of superconducting digital
circuits, several kinds of MJJ-based devices are required, in-
cluding logic gates [19-23], programmable logics [16], non-
dissipative biasing [1], and random access and cache memories
[17,24-28]. From the fabrication point of view, it is strongly
desirable to utilize a universal tunable ferromagnetic material
for every application. Among several candidates [1-3], palla-
dium-rich Pd;_,Fe, alloys look attractive because of the noble-
metal base robust against deterioration and the possibility to
tune the magnetic properties of Pd;_,Fe, alloy films by varying
the iron content x and the preparation conditions [29,30]. More-
over, attempts have been made to use this material (with low
iron concentrations of x = 0.01-0.03) for MJJ memory applica-
tions [1,14,15,24,31,32]. However, these studies faced the prob-
lems of small critical current and temporal instability of mag-
netic properties [33]. On the one hand, nanoscale magnetic
inhomogeneities are inherent in disordered Pd;_,Fe, alloys with
a high palladium content, on the other hand, these inhomo-
geneities are extremely undesirable in MJJs. Indeed, within the
frame of the percolation model of ferromagnetism in Pd;_,Fe,
alloys with x < 0.1 [34,35], magnetic inhomogeneities cause
spin-flip and pairing wave function damping, thus, reducing the
magnitude of the Josephson critical current. Small-scale
inhomogeneities are difficult to detect with either conventional
neutron-scattering methods [34] or with the stationary magneto-
optical Kerr/Faraday effect and ferromagnetic resonance
techniques (the latter two, because of the large scale, yield
volume-averaged signals). Resonant magnetic small-angle
X-ray scattering applied to Pd{_,Fe, alloy films with
x = 0.03-0.07 revealed static magnetic fluctuations on the
lateral scale of about 100 nm attributed to the magnetic domain
structures of the films [36]. Smaller-scale fluctuations, due to
intrinsic disorder in the alloy composition, still remain unex-

plored.

Finding a way to achieve magnetic uniformity in Pd;_,Fe,
down to the atomic scale is a challenge. One of the options is
the selection of the concentration range of iron at which the
alloy would become magnetically homogeneous. This requires a
method for detecting magnetic inhomogeneities, preferably with
the possibility of being applied to thin films. We propose the
use of ultrafast, time-resolved optical and magneto-optical spec-
troscopy methods for probing magnetic inhomogeneities in thin
films. Individual constituents can be characterized by specific
relaxation components that can be used to detect magnetic inho-

mogeneities and track their evolution. In addition, the peculiari-
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ties of the magnetization dynamics in magnetically inhomoge-

neous systems themselves are of interest.

In our recent work, using the example of a thin epitaxial film of
Pdg 94Feq o6, it was demonstrated [37] that the dynamics of the
reflection coefficient and the angle of rotation of the polariza-
tion plane in magneto-optical Kerr effect (MOKE) measure-
ments after a photoexcitation with femtosecond light pulses
contain components whose temperature dependence correlates
with that of the spontaneous magnetization. It was argued that
such responses can serve as a source of information on magnet-
ic inhomogeneities. In this work, we extend the series of
Pd;_,Fe, films to a wider concentration range, confirm the
correlation of the ultrafast responses with the magnetic proper-
ties of the system, and determine the minimum iron concentra-
tion in the alloy that ensures magnetic homogeneity at low tem-
peratures. We discuss the findings in the frame of a model in
which ferromagnetic (FM) and paramagnetic (PM) regions
coexist, with the latter collapsing upon an increase of the iron
content.

Experimental

The samples for the studies were thin epitaxial films of
Pd;_,Fe, with a nominal iron content of x = 0 (pure Pd), 0.038,
0.062, and 0.080 grown on single-crystal MgO(001) substrates
by molecular beam epitaxy (MBE). The films were 20 nm thick,
continuous, and smooth monocrystalline layers. The MBE
equipment provided uniformity of the film thickness within 3%
on the 1" lateral size. The film composition x was measured in
situ using X-ray photoelectron spectroscopy (all from SPECS,
Berlin) with a nominal accuracy of 0.1%. Details of the synthe-
sis and characterization of the samples used in the work can be
found in our previous papers [29,30]. The Curie temperatures
for the samples with x = 0.038, 0.062, and 0.080 were ~120 K,
~177 K, and =210 K, respectively.

The optical experiments were carried out in a pump—probe
arrangement with a Legend-USP regenerative amplifier from
COHERENT used as a light sourse in a similar way as de-
scribed in [37]. The pulse repetition rate was 970 Hz, the central
wavelength was 800 nm, and the duration was 40 fs. Excitation
of the samples was performed by the pump light with a wave-
length of 400 nm (second harmonic) and the properties were
probed at 800 nm. The pump and probe beams were focused at
the sample into the spots with diameters of 0.5 mm and 0.1 mm,
respectively. Energy densities of the pump and the probe were
1 mJ/cm? and 50 pJ/cm?, and the incidence angles were ~2° and
~18°.

The relaxation of the electronic subsystem was monitored by

the relative change in the reflection coefficient (AR/R). Ultra-
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fast dynamics of the magnetization was analyzed by the devia-
tion of the angle of rotation of the polarization plane of the
probing light from the equilibrium in longitudinal MOKE mea-
surements. MOKE reveals itself, in general, in a rotation of the
polarization plane and an ellipticity of linearly polarized light
on its reflection from a magnetized medium. Macroscopically, it
originates from an occurrence of the finite non-diagonal compo-
nents of the dielectric permittivity tensor of a medium propor-
tional to its magnetization. Therefore, any of the real 0k (rota-
tion angle) or imaginary ng (ellipticity) parts of the complex
Kerr angle ®g = Ok + ing provide a measure of the magnetiza-
tion of a medium. An ability to track modifications of these
quantities on an ultrafast time scale allows for the study of the
magnetization dynamics. In our experiments, the probing light
reflected from the sample passed through a Wollaston prism
dividing the beam into two orthogonally polarized components.
The intensities of these two components were detected by
Hamamatsu S2386-5K silicon photodiodes. The difference
signal from the output of the photodiodes was used to deter-
mine the rotation angle A® = f{At), and the sum signal was used

to measure the dynamics of the reflection coefficient
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AR/R = g(Ar). To extract the magnetic contribution Ak to the
rotation of the polarization plane A0, which partially can origi-
nate from the pump-induced anisotropy, the responses were
measured at two oppositely applied magnetic fields +H and —H.
In this case, the contribution odd with respect to the sign of the
field ABg = [AO(+H) — AB(—H)]/2 has a magnetic nature.

To perform measurements at temperatures from 4.2 to 300 K,
the films under study were mounted to the cold finger of the
Janis ST-500 helium-flow cryostat. Permanent NdFeB magnets
were fixed there, creating a magnetic field directed along the
easy axis of the thin film in its plane with a magnitude of
470 Oe at room temperature. This field strength ensures a
uniformly magnetized state of the film since the coercive field
of the studied samples does not exceed 25 Oe. The sample tem-
perature was set and maintained using a Lakeshore 335 temper-
ature controller with an accuracy of 0.1 K.

Results
Figure 1 shows the dependency of the reflectivity normalized to

the equilibrium value on the delay between the pump and the
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Figure 1: Temperature evolutions of the reflectivity transients of Pd{_yFey alloy thin epitaxial films for compositions with x = 0 (a), 0.038 (b), 0.062 (c),

and 0.080 (d).
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probe pulses of the four studied samples and its variation with
temperature in the range of 5-300 K. In general, the responses
of the pure palladium film change very slightly with tempera-
ture. The addition of the iron dopant leads to a development of a
temperature dependence of AR/R(At) responses, both qualita-
tive (the appearance of new relaxation components) and quanti-
tative (changes in their amplitudes and time constants). While
two decaying exponents are sufficient to describe the relaxation
of the reflection coefficient of the Pd and Pd ggpFe g3 films at
the lowest temperature, a minimum of four is required for the
Pdj 94Feq g6 film and only three for Pdg goFe gg. Thus, with an
increase in the iron concentration x in a Pd;_,Fe, system, the
photoinduced dynamics of the electronic subsystem changes
from a relatively simple to a much more complex one; subse-

quently, the character partially simplifies again.

In quantitative terms, in the general case, the relaxation
response can be described by the sum of four decaying expo-
nents, two fast and two relatively slow ones, with one positive

and one negative amplitude in each pair:

A A B B
—M/R(At)= Afe—At/rf +Ase—At/‘ts _Bfe—At/rf _Bse—At/‘cS (D

A significant difference in the values of the characteristic times
for the fast and slow components makes it possible to fit them
separately, which improves the accuracy of the parameter deter-

mination.

To describe the relaxation of the reflectivity of a palladium
film, Figure 1a, the first two terms in Equation 1 are sufficient.
The fast component with an amplitude A¢ has a decay time
‘cfl =0.24 + 0.02 ps. The lifetime of the second, slow compo-
nent with the amplitude Ag is 1;4 =410 £ 10 ps. Figure 1b—d
shows similar dynamics of the reflectance for three films with
iron contents of 3.8, 6.2 and 8.0 atom %. At room temperature,
the behavior of the responses for the films with 3.8 and
6.2 atom % of iron is similar to the responses obtained from the
pure Pd film. The abovementioned fast component for these
films has approximately the same lifetime, ~0.3 ps. The life-
time of the slow component in the samples with 3.8, 6.2, and
8.0 atom % of iron is 240 = 10, 210 + 10, and 290 + 10 ps, re-
spectively. However, with an increase in the iron concentration,
at times up to ca. 10 ps, an additional fast exponential decaying
component appears. This component is opposite in sign to those
given above. The main feature of these responses is their strong
temperature dependence. At temperatures above the Curie tem-
perature of the samples, they are not detectable. However, on
cooling, starting from the Curie temperature, the AR/R(At)
responses increase sharply. The amplitude of the fast negative

component increases in absolute value. Also, both the ampli-
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tude and the relaxation time of the slow positive component de-
crease. At temperatures of 90 and 160 K, another slow negative
component appears in the samples with 6 and 8 atom % of iron,
respectively. Its relaxation time is about 1 ns. The amplitude of
this component is one order of magnitude smaller than the
amplitudes of the other components.

Figure 2 shows temperature dependency of the ultrafast dynam-
ics of magnetization. The data are presented here for the films
with x = 0.038 and x = 0.080; for the sample with x = 0.062, the
responses can be found in [37]. Photoinduced demagnetization
and the recovery are observed only at 7 < T¢. One can readily
recognize two demagnetization processes that reveal them-
selves as the rising components and occur at time scales of
subpicoseconds and tens of picoseconds. Therefore, the

responses in the general case are described by the expression:

K K K
A0y (A1) = [Ar‘} [1—e‘A” g j+ 45 (1—[“’ ™ erﬂ” W (2)

where components with amplitudes AE and Arlé describe the
rise (demagnetization), while the factor following the square
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Figure 2: Temperature evolution of the time-resolved magneto-optical
Kerr angle transients for the Pdg gg2Feq.03s (2) and Pdg.g2Feq o (b)
epitaxial thin films at T < T¢; red solid lines are the results of fits with
Equation 2.
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brackets describes the decay of the signal (magnetization

recovery).

Temperature dependences of the amplitudes and the lifetimes of
the selected components, obtained from the fit of the experi-
mental data with Equation 1 and Equation 2, are presented in
Figure 3 and Figure 4 for the reflectivity and time-resolved
MOKE, respectively. We note here the invariance of the ampli-
tude A (Figure 3a) and relaxation time ‘5;4 (Figure 3b) at
T = Tc, and a kink in their dependences at T' = T for the films
with x = 0.038 and 0.062. The evolution of this component is
not so obvious for the film with x = 0.080: The kink in its tem-
perature dependence and the onset of its suppression take place
at a temperature slightly above T¢. Below T, all three samples
reveal a decrease of A and a shortening of ‘c;‘l . In the samples
with 3.8 and 6.2 atom % of iron, the drop of A with the temper-
ature decrease slows down and ceases reaching values of ~15%
and ~30% of its maximum, respectively, at 5 K.

- J ' ./. ! [ ]
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X 061 oA o/ ]
Y A
E A A
<041 e -—/: ' /'/.‘ 21— Py 6P 036
-_.,l-.--’. ././ E _*} E —*—Pd; o5 o
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Figure 3: Temperature dependences of the amplitudes (a) and the life-
times (b) of the slow relaxation components of the reflectivity tran-
sients shown in Figure 1. In panel (a) the amplitude As for each sam-
ple is normalized to its magnitude at room temperature.

Other characteristics, that is, the amplitudes A and By and the
relaxation times ‘E? and tf, do not reveal any anomalies in their

Beilstein J. Nanotechnol. 2022, 13, 836—844.

temperature dependences and therefore are not presented. The
amplitude of the fast component By for each Pd;_.Fe, alloy film
has a nonzero value practically over the entire temperature
range of 5-300 K. It gradually increases with decreasing tem-
perature for samples with 6.2 and 8.0 atom % of iron. For the
sample with 3.8 atom % of iron, it has the same behavior down
to 150 K, and then decreases to zero at the lowest temperatures.
The relaxation time of this component is practically indepen-
dent of the temperature and is lecg =0.80 £ 0.10 ps.

Figure 4a shows the temperature dependences of the ampli-
tudes of the fast demagnetization process. It is observed in the
entire temperature range below the Curie temperature of the
samples. The average rise time of the fast component of demag-
netization for all three samples is ~0.3 ps and depends only
slightly on the temperature. The variation with temperature of
the amplitude of the slow demagnetization component Arlé of
the Pdg g2Feq 038 sample, Figure 4c, is similar in character to
that of the fast component. In contrast, in the Pdg 93g8Feq g2
sample, starting from Tc, the amplitude ATIE increases with
lowering the temperature and reaches a maximum at ~160 K.
On further cooling, the amplitude decreases with a tendency to
saturate at a small, but still detectable value at the lowest tem-
peratures. In the Pdg goFeq gg sample, the slow component is ob-
served only in the range 120 K < T < T. Here, it also appears at
Tc, reaches a maximum at ~180 K, and drops to zero value at
~125 K.

Temperature dependences of the characteristic time of the slow
demagnetization component are shown in Figure 4d. It has a
minimum value for all films at the lowest temperatures of the
range of its observation. For the samples with an iron content of
3.8 and 6.2 atom %, the minimum tz(z is =10 ps, and for a
film with 8 atom % of iron, it is ~20 ps. However, on warming
of a sample, the slow demagnetization time increases and
becomes several times longer on approaching the Curie temper-
ature.

The magnetization recovery time tdK reveals a similar behavior
(see Figure 4b) demonstrating a kind of a critical slowing down
characteristic for second-order phase transitions. Starting from a
value of ~0.5 ns at the lowest temperatures, ‘ch grows rapidly
on approaching T¢ of the samples, where it gets two to three

times longer.

Discussion

In this section, we focus our attention at the components of the
ultrafast responses of the electronic (reflectivity) and magnetic
(Kerr rotation angle) subsystems, which demonstrate a clear
correlation with the establishment of the long-range magnetic

order in Pd;_,Fe, films.
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(circles/dashed lines) of the Pdg gs2Feg.038 (blue), Pdg.gzsFeo.os2 (black), and Pdg goFeg os (red) epitaxial films.

In the AR/R(At) dependences of the alloys, the slow relaxation
component with the amplitude Ag (Figure 3a) follows this trend.
While no temperature variation of A is observed for a pure
palladium film, a sharp kink close to T towards its decrease
appears for the other three samples. Moreover, for the
Pdg 9g2Feq o038 film, as well as for the Pdg g93g8Feq og2 film [37],
the shape of the properly normalized Ay(T) dependence practi-
cally reproduces that for the saturation magnetization
M(T)/M(0) (Figure 5a). In our opinion, within the framework
of the magnetic polaron model [34,35], such a situation can be
associated with a decrease in the volume of the paramagnetic
phase due to the growth of the fraction of magnetic bubbles.

It is worth noting that the Ay amplitude for the Pd( goFe( ¢g sam-
ple vanishes below 120 K. Based on the normalized Ay (T)
dependences from Figure 3a, one can estimate that in the
Pdj 962Feg 033 sample, about 30% of the film volume is left
in the paramagnetic state at low temperatures; for the
Pdj 938Feq 062 sample, the volume fraction of the paramagnetic
phase is #15%. The Pdg 9;Feq o3 sample is in a homogeneous
ferromagnetic state below 120 K. Thus, we associate the slow

relaxation of the reflectivity of the Pd;_,Fe, films with the pres-

ence of a residual paramagnetic phase in the sample. We relate
its manifestation at temperatures corresponding to the ferromag-
netic state of the material to the presence of magnetic inhomo-
geneities. The latter are most likely formed due to the inhomo-

geneous distribution of the iron impurities in the palladium host.

As for the Kerr rotation angle dynamics (Figure 2), any detected
signals are observed only at temperatures below T¢ for each
sample. An interesting feature here is the manifestation of two
components in the photoinduced demagnetization, that is, the
ultrafast component with a characteristic time of ~0.3 ps, and a
noticeably slower one, occurring on a scale of 10-20 ps. The
ultrafast process manifests itself at all temperatures below T,
and its amplitude grows gradually on cooling. The slower
demagnetization component reveals a specific temperature de-
pendence of the amplitude Aer, which strongly depends on the
composition of the film (see Figure 4a).

Going deeper into the details, the amplitude Ag for the sample
with x = 0.038 increases with decreasing temperature in the en-
tire range of 5 K < T < T¢. For samples with x = 0.062 and

0.080, this amplitude reaches a maximum rather quickly as the
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Figure 5: Temperature dependences of the reflectivity slow relaxation
amplitudes of the Pdg gs2Feg.038 (blue) and Pdg g3sFeq.os2 (black)
samples, transformed and normalized in magnitude for their compari-
son with the dependence of the saturation magnetization (thick orange
line) (a); the same for the Kerr rotation angle dependences (b).

temperature drops below T¢, and then behaves differently for
these two samples. In the film with x = 0.062, this component
gradually decreases to a level of 25-30% of the maximum,
without turning to zero down to a temperature of 5 K. In the
film with x = 0.080, on cooling of the sample below T, the
amplitude Arlé rapidly decreases after reaching the maximum
value. It further approaches zero at 120 K and does not recover
at lower temperatures. As we can see from Figure 3a and
Figure 4a, the observation of the slow component of the demag-
netization correlates with the observation of the slow relaxation
of the reflectivity (amplitude A). In our opinion, this fact makes
it possible to relate the slower component of demagnetization
with magnetic inhomogeneities in the sample. The amplitude of
this component reaches its maximum, apparently, at tempera-
tures corresponding to the maximum degree of magnetic inho-
mogeneity of the films. The temperature dependence of the
subpicosecond demagnetization component clearly correlates
with the course of the saturation magnetization of the film
(Figure 4a and Figure 5b), and represents, thus, the response of

the ferromagnetic component of the films under study.

Beilstein J. Nanotechnol. 2022, 13, 836—844.

The origin of the photoinduced demagnetization specific for a
magnetically inhomogeneous ferromagnetic/paramagnetic
metallic state is important itself. Therefore, it should be dis-
cussed explicitly. First, we note that dilute Pd;_,Fe, alloys are
systems in which magnetism is mainly due to the polarization of
palladium 4d electrons. The second distinguishing feature of
Pd;_,Fe, alloys is their small spatial scale of magnetic inhomo-

geneities, which is of the order of 1 nm.

The subpicosecond component of the photoinduced demagneti-
zation is evidently a result of the photoexcitation of the ferro-
magnetic fraction as it is. It does not demand any process
related to the paramagnetic fraction, and therefore we denote it
as “on-site demagnetization”. Indeed, such an ultrafast photoin-
duced demagnetization is a characteristic feature of the 3d metal
ferromagnets that has been a matter of intense discussion in past
decades [38-43]. An additional demagnetization component
with a characteristic time of ~10 ps requires the presence of a
paramagnetic fraction in the material. However, the transfer of
the angular momentum between the paramagnetic and ferro-
magnetic fractions by highly mobile s and p electrons (which
occurs due to the s—d interaction [40]) should only increase the
rate of photoinduced demagnetization on a subpicosecond scale.
This mechanism was justified to explain the ultrafast (subpi-
cosecond) transfer of the angular momentum in F/N hetero-
structures with large (tens of nanometer) layer thicknesses
[40,44,45].

It is our hypothesis that itinerant electron spin diffusion could
bring the PM areas into equilibrium with the FM environment
and is an origin of the 10 ps transient. Indeed, the diffusion
velocity across the length of ~1 nm on a time scale of 10 ps can
be estimated as 107 m/107!! s = 100 m/s. For the conventional
spin diffusion, the spin memory length is [ :m, where
D= v%r/} is the diffusion coefficient, 14 is the Elliott—Yafet
spin-relaxation time [46,47], T is the charge transport relaxation
time, and v is the Fermi velocity. For the purpose of order-of-
magnitude estimation we define the spin-diffusion velocity vy as
ve =1 /1 :m, from which v, ~0.58vp./t/1,. Modern
band-structure calculations [48,49] show that more than 95% of
the electron density of states at the Fermi energy comes from
the itinerant 4d electrons. The Fermi velocity of 3d electrons in
iron-group ferromagnetic metals was a subject of interest in
magnetic nanostructures [50-52] and had a value of about
3 x 10° m/s. Being stronger localized in the narrower 4d
bands [44], the itinerant 4d electrons must have a lower
velocity, say 10° m/s. Then, with the transport time T~ 10714 s
and the electron-spin relaxation time T3 = 1079 s [53] we get
v ~ 1.8 x 102 m/s as an upper bound. An order-of-magnitude
matching of the obtained v¢ value with the initial guess makes

the 4d electron spin diffusion a plausible mechanism of the ob-
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served 10-25 ps demagnetization component in a mixed
PM/FM state in the palladium-rich PdFe alloys.

Conclusion

Based on the analysis of the experimental data on ultrafast
optical and magneto-optical spectroscopy in comparison with
the magnetometry data, responses have been identified inherent
to the magnetically inhomogeneous state of the epitaxial
Pd;_.Fe, alloy films. The vanishing of these components with
decreasing temperature makes it possible to establish a lower
limit for the concentration of iron in palladium and the opera-
tion temperature that ensures the magnetically homogeneous
ferromagnetic state of the films. This is one of the key condi-
tions for their use as weak links in magnetic Josephson junc-
tions and superconducting memory elements based on spin

valves.
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Here we present the results of a numerical modeling of mode composition in the constriction of the Large Scale Polarization
Explorer-Short-Wavelength Instrument for the Polarization Explorer (LSPE-SWIPE) back-to-back horn. These results are used for

calculating the frequency response of arrays of planar dipole antennas with cold-electron bolometers for 145, 210, and 240 GHz

frequencies. For the main frequency channel (i.e., 145 GHz) we have a 45 GHz bandwidth. For the auxiliary frequency channels

(i.e., 210 and 240 GHz) placed on the same substrate, we have bandwidths of 26 and 38 GHz, respectively. We performed some op-

timizations for cold-electron bolometers to achieve a photon noise-equivalent power of 1.1 x 10710 W/Hz!/2. This was achieved by

replacing one of two superconductor—insulator—normal tunnel junctions with a superconductor—-normal metal contact.

Introduction

The Large Scale Polarization Explorer (LSPE) [1] is an experi-
ment of the Italian Space Agency for observing the polarization
pattern of the B-mode of the cosmic microwave background
(CMB). These observations can give an important information
about primordial gravitational waves. The LSPE project
consists of two instruments: Strip and Short-Wavelength Instru-
ment for the Polarization Explorer (SWIPE). LSPE-SWIPE is a

balloon-borne radio telescope, which will consist of a main and
two auxiliary frequency channels. According to the latest
requirements [2], the operating frequency of the LSPE-SWIPE
main frequency channel should be 145 GHz with a bandwidth
of 30%. The operating frequencies of the auxiliary channels
should be equal to 210 and 240 GHz and the bandwidths should

be 20% and 10%, respectively. To receive radiation in the indi-
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cated frequency ranges, we propose to use arrays of planar
dipole antennas located in the opening of a special bidirectional
horn that forms the radiation pattern of the receiving system and

also serves as a low-frequency filter.

For radiation detection, many bolometer types can be applied.
The detectors for this instrument should work at 300 mK, since
this is the working temperature of the 3He cryostat used for the
LSPE project. One of main candidates for LSPE-SWIPE is a
transition-edge sensor (TES) with a spiderweb antenna [2,3].
For the OLIMPO mission, kinetic inductance detectors (KIDs)
were used [4]. We propose to use cold-electron bolometers
(CEBs) [5,6] integrated into the dipole antennas. The advan-
tages of CEB over other types of bolometers are, in particular,
their high sensitivity with background-limited operation [6-8]
and a wide dynamic range. These qualities are largely deter-
mined by the presence of an internal self-cooling of the elec-
tronic subsystem of the CEB absorber [6-8]. Another key
advantage for balloon and space missions is the high immunity
of CEB against cosmic rays [9] due to a double protection given
by the extremely small volume of the absorber and decoupling
of electron and phonon systems.

One of the advantages of our implementation is the possibility
to make arrays for two auxiliary 210 and 240 GHz channels on
the same pixel due to the small size of CEBs. The use of multi-
chroic pixels increases the number of pixels per frequency, at
no extra cost per focal plane area, weight, and cryogenic load.
Before, the double-frequency system with slot antennas and
CEBs for 75 and 105 GHz frequencies for the Cosmic Origins
Explorer (COrE) mission has been investigated and a band sep-
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aration was demonstrated [10]. Now this approach is getting
further improvements with arrays of dipole antennas and a
voltage-biased mode. To use this mode, the CEBs must be
connected in parallel. Superconducting quantum interference
devices (SQUIDs) with multiplexing [11] will also be used for
readout. Therefore, to match this readout system, the arrays of
dipole antennas and CEBs connected in parallel should have a
resistance value of 1 Ohm at the working point.

In the present paper, we describe the problems of numerical
modeling for double-frequency arrays of dipole antennas
connected in parallel on a single substrate with radiation going
through the back-to-back horn with predefined parameters.

Results
Calculation of the mode composition in the
horn constriction at the incidence plane of a

linearly polarized plane wave

The parameters of the back-to-back horn are defined in [3].
They consist of two openings and a constriction connecting
them, see the details in [3] and a part of the horn in Figure 1.
One of the openings defines the radiation pattern of the
receiving system, and the other is facing the receiving antenna
array. The constriction of the horn determines the modal com-
position of the electromagnetic field passing through the horn.
For a given constriction diameter, up to 38 modes of a circular

waveguide are propagating in the operating frequency range.

For correct numerical modeling of the frequency response of
the receiving system, it is necessary to know the distribution of

—

Figure 1: The front part and the constriction of the back-to-back horn of the LSPE-SWIPE receiving system [3] used for the calculation of the mode

composition in the constriction.
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the field of the incident wave on the matrix of receiving cells.
The most consistent would be modeling a back-to-back horn
irradiated by a plane electromagnetic wave with a receiving
matrix installed in the opposite opening. However, this task
requires a lot of computational resources. Therefore, the prob-
lem of irradiating the receiving matrix with an incoming
radiation was divided into two parts. The first problem was to
determine the mode composition of the radiation passing
through the constriction of a back-to-back horn when a plane
electromagnetic wave falls on it (Figure 1). The second
problem was to calculate the power absorbed by the receiving
matrix when this matrix is irradiated by the electromagnetic
field of a round waveguide port with a calculated mode compo-
sition.

The result of the calculation of the mode composition in a back-
to-back horn is shown in Figure 2. It can be seen that over the
entire operating frequency range of the LSPE-SWIPE, modes
with numbers 1 (main), 2, and 4 are present in the horn. Starting
from the frequency of 150 GHz, mode 7 appears; amplitudes of
modes 7, 9, and 13 are associated with the achievement of the
corresponding cutoff frequencies of these modes. The ampli-
tudes of the remaining modes are negligible compared to the
amplitudes of the listed modes and can be ignored. The
calculated mode amplitudes can be used to calculate the fre-
quency response of antenna arrays with integrated bolometers
for the main and auxiliary frequency channels of the LSPE-
SWIPE.

Beilstein J. Nanotechnol. 2022, 13, 865-872.

Calculation of the frequency response of a
planar antenna matrix with integrated cold-

electron bolometers

The frequency response of the receiving matrix was calculated
as follows. The radiation incident on the matrix is formed by the
waveguide port of a circular waveguide with a diameter corre-
sponding to the wide part of the bidirectional horn facing the
receiving system (on the right in Figure 1). An RC circuit was
used as an equivalent circuit for CEB at high frequencies. In the
process of numerical simulation, we calculated the dependence
of the power, Pj, released on the active resistance of the i-th
RC-chain of the array of receiving cells, on the frequency of the
incident radiation, and the total power in all receiving cells:

=

P(f)=28(/) )

~
Il
—

The summation was performed over the cells included in one
frequency channel. Thus, as a result of the calculation, the fre-
quency response of the receiving system of one frequency
channel was obtained. This calculation principle was used for
all types of receiving matrices of the LSPE-SWIPE auxiliary
frequency channels.

Main frequency channel of the LSPE-SWIPE
The LSPE-SWIPE 145 GHz main channel receiving system is
based on an array of dipole antennas with integrated CEBs

S-Parameters [Magnitude in dB]

—o— F2(1) [pw]
F2(2) [pw]
F2(3) [pw]
F2(5) [pw]
F2(6) [pw]
F2(7) [pw]
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F2(9) [pw]
F2(10) [pw]
F2(12) [pw]
F2(13) [pw]
F2(14) [pw]
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I
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Figure 2: The mode composition of the electromagnetic field in the constriction of a bidirectional horn as a function of frequency.
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(Figure 3). The receiving cells are located within a circle under
the opening of a bidirectional horn. Its characteristic feature is
that the antenna dipoles and wires that provide the CEB DC
bias are located in the same layer. This significantly simplifies
and reduces the cost of manufacturing such structures.

The frequency response of the LSPE-SWIPE 145 GHz main
frequency channel is shown in Figure 4. The received frequen-
cy band of the main frequency channel at the level of 0.5 is
45 GHz. At 220 GHz there is a spurious resonance that can be
suppressed with a low-pass filter.

Auxiliary frequency channels of the LSPE-
SWIPE

The cells are located within a circle with a diameter of 4.5 mm;

while one half of the circle is occupied by cells for 210 GHz,
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the second half is occupied by cells for 240 GHz. Receiving
cells with integrated CEBs are located on a 260 um thick silicon
substrate with a silicon dioxide layer. The difficulty of the
considered receiving system is the existing specific sample
holder, which allows the receiving of the signal from the front
side of the pixel only with the back-short placed at the back side
of the pixel. Such configuration leads to tougher constraints and
less number of free parameters than in [10], where the signal

was coming to the antennas through the substrate.

In this work, the receiving system based on a bow-tie dipole
antenna was calculated (Figure 5) with the DC bias lines
connected to the central parts of the antennas.

The frequency response of the receiving matrix with bow-tie

antennas is shown in Figure 6. Rather good band separation is

b)

Figure 3: Receiving system of the LSPE-SWIPE145 GHz main channel. a) A quarter of receiving cells matrix on the 14 mm chip. b) A single cell of

the receiving system based on a dipole antenna.

0.35
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Figure 4: Frequency response of the LSPE-SWIPE 145 GHz main frequency channel.
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b)

Figure 5: a) Receiving cell array based on bow-tie antennas; half of the 7 mm plate on the left are 210 GHz and on the right 240 GHz frequency chan-

nels. b) A receiving system cell based on a bow-tie antenna.
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Figure 6: Frequency response of a matrix of receiving cells based on bow-tie antennas for 210 GHz and 240 GHz frequency channels.

visible in spite of a certain cross-talk of the 210 GHz channel.
The frequency response width at 50% of the maximum level for
the 210 GHz channel is 26 GHz and for the 240 GHz channel is
38 GHz. In addition, the radiofrequency (RF) tails of the
240 GHz channel above 270 GHz are supposed to be
suppressed by a band-pass filter.

Noise-equivalent power calculations for the
LSPE-SWIPE

The noise-equivalent power (NEP) is a measure of a minimal
signal that can be detected, and it qualifies the sensitivity of a
detector. The NEP is the ratio of the total system noise (which
includes both the internal noise of the detector and the photon

noise of the received signal, depending on the signal power)

with respect to the responsivity, which can be calculated using

the heat balance equations [6].

The power load for the LSPE-SWIPE 145, 210, and 240 GHz
frequency channels should be 11, 12.4, and 16 pW, respective-
ly, as stated in Table 4 in [2]. The total NEP level should be
approx. 7 x 10717 W/Hz!/2 for the 145 GHz channel,
8.5 x 10717 W/Hz!2 for the 210 GHz channel, and
1.3 x 10716 W/Hz!”2 for the 240 GHz channel at the working
point for a background (photon-noise) limited operation. How-
ever, the readout system is based on SQUIDs, and this system
has an input current noise of 4-10 pA/Hz!"2. To optimize the
receiver for better noise characteristics, we consider optimized

CEBs with a single superconductor—insulator-normal (SIN)
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tunnel junction and a single superconductor—normal (SN) con-
tact [12]. Combined together, they form a SINS structure.

This solution can help reaching better noise characteristics than
those of CEBs with two SIN tunnel junctions due to several
reasons. First, the responsivity is increased by a factor of two
due to hot electrons tunneling only through one SIN junction.
Second, the bolometer resistance is decreased twice, which
helps in array matching with a SQUID readout (the total resis-
tance of this array should be 1 Ohm). Third, the electron cool-
ing efficiency is increased by a factor of two due to the two-fold
increase in the readout for the same power going through the
system. Last but not least, the absence of a second SIN tunnel
junction suppresses the Coulomb blockade, so the absorber
volume can be decreased by a factor of four, leaving the capaci-

tance unchanged.

Therefore, the current responsivity is increased from
40-45 nA/pW to 80-100 nA/pW. Thus, the total NEP for this
CEB concept should also be two times better than the total NEP
for CEBs with two SIN tunnel junctions and it should be close
to the required photon NEP level for the LSPE-SWIPE frequen-
cy channels. This comparison for arrays of 66 SINS CEBs with
a 6 pW power load is shown in Figure 2 in [12].

For better NEP estimation we should also account for the
matching of the CEB array with the SQUID readout system.
The mismatching can happen if there is dynamic resistance of
the CEB array at the working point with a parasitic resistance of
connecting wires higher than 1 Ohm. Then the noise of the
SQUID readout system is multiplied by the square root of the

Beilstein J. Nanotechnol. 2022, 13, 865-872.

ratio of the obtained dynamic resistance of the CEB array and
the connecting wires to the required value of 1 Ohm. The NEP
estimations for different numbers of CEBs in a parallel array for
145, 210, and 240 GHz frequency channels accounting for
possible mismatching with the SQUID readout system are
shown below with a SQUID noise of 10 pA/Hz!/2.

In Figure 7 and Figure 8 it is seen that the total NEP level
(green curves), which includes the NEP of SINS junctions (blue
curves) and the NEP of the SQUID readout system (purple
curves), nearly approaches the photon NEP level (red line), so
the increase in the number of CEBs improves the total NEP. For
200 SINS CEBs of the 240 GHz frequency channel (Figure 9,
solid curves), the total NEP curve reaches the photon NEP line
at the working point. The minimal value of total NEP in this
case is 1.15 x 10716 W/Hz!/2.

These estimations were calculated for an input current noise of
the SQUID readout system in the worst case scenario of
10 pA/Hz!/2. If this noise is reduced twice (i.e., to 5 pA/Hz!/2)
the minimal value of the total NEP for 200 SINS CEBs of
240 GHz frequency channel falls below 7 x 10717 W/Hz2. In
addition, the photon-noise limit can be easily reached for all fre-
quency channels with the use of the Quasiparticle Cascade
Amplifier (QCA), which can be added to the SINS CEB.
The great benefits of using the QCA are described in detail in
[12].

Conclusion

The calculation of the mode composition in the constriction of
the LSPE-SWIPE back-to-back horn helps us in modeling the

NEPphot. 145 GHz, 30%, 11 pW
T NEPSINS
1E-12 — —NEP
] SQUID
1E 13 | NEPtotaI, 44 CEBs
«— -~ NEPSINS
N 1 -~ NEPSQUID
L 1E-14 4 NEP
; total, 200 CEBs
o ]
w 1E-154
z :
1E-16
1E-17 E T T T T T T T
0.0 0.2 04 0.6 0.8 1.0
V/Delta

Figure 7: NEP estimations for the 145 GHz channel with 11 pW power load. Dashed curves are for 44 SINS CEBs; solid curves are for 200 SINS

CEBs.
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Figure 8: NEP estimations for the 210 GHz channel with 12.4 pW power load. Dashed curves are for 44 SINS CEBs; solid curves are for 200 SINS

CEBs.
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Figure 9: NEP estimations for the 240 GHz channel with 16 pW power load. Dashed curves are for 44 SINS CEBs; solid curves are for 200 SINS

CEBs.

frequency response of the receiving systems. We use the calcu-
lated mode amplitudes for investigating the frequency response
of the arrays of dipole antennas for all frequency channels of

the LSPE-SWIPE receiving system.

We have developed a theoretical model of arrays of dipole
antennas which can be applicable for all frequency channels of
the LSPE-SWIPE. For this purpose, we have used both straight
dipole antennas and the bow-tie shaped dipole antennas, which

are very useful for meeting the bandwidth requirements for dif-

ferent frequency channels.

To achieve NEP level for photon-noise limited operations, we
have performed a very important optimization for cold-electron
bolometer design. We changed one of two SIN tunnel junctions
to the SN contact, so it became a SINS structure. This change
allowed us to increase current responsivity twice and to
improve total NEP by the same factor. However, further
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improvements can be achieved by the use of the Quasiparticle
Cascade Amplifier [12].
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Electron on-chip cooling from the base temperature of 300 mK is very important for highly sensitive detectors operating in space
due to problems of dilution fridges at low gravity. Electron cooling is also important for ground-based telescopes equipped with
3He cryostats being able to function at any operating angle. This work is aimed at the investigation of electron cooling in the low-
temperature range. New samples of cold-electron bolometers with traps and hybrid superconducting/ferromagnetic absorbers have
shown a temperature reduction of the electrons in the refrigerator junctions from 300 to 82 mK, from 200 to 33 mK, and from 100
to 25 mK in the idle regime without optical power load. The electron temperature was determined by solving heat balance equa-
tions with account of the leakage current, sixth power of temperature in the whole temperature range, and the Andreev current using
numerical methods and an automatic fit algorithm.

Introduction

Cooling is a key feature to improve the sensitivity of any
receiver. Reliable dilution refrigerators providing temperatures
below 100 mK have not yet been implemented for operation in

space under zero gravity. But 3He cryostats, which provide tem-

peratures down to 250 mK, are widely used for space missions.
Another advantage of 3He refrigerators in comparison to dilu-
tions ones is the possibility to work at any operating angle,

which is important for ground-based telescopes. Hence, it is an
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important task to cool down the detector as much as possible, in
a different way than by just a refrigerator. One of the possible
solutions of the problem is the on-chip electron cooling, which
creates a drain of thermal energy from small detecting elements
with the help of tunneling electrons.

Cold-electron bolometers (CEBs) [1-3] have high potential to

improve the electron cooling efficiency. This concept is based

on negative electrothermal feedback for an incoming signal,

which is due to the direct electron cooling of the absorber by the
normal metal-insulator—superconductor (NIS) tunnel junctions.
Recently, in receivers with cold-electron bolometers [4-6], elec-
tron cooling from 300 to 65 mK in the idle mode without
optical power load has been shown by our group [7]. Several
other research groups also work in the field of electron cooling
[8-13]. At present, both systems with single-stage [8-11] and
double-stage [12] cooling are being used, as well as hybrid
structures with graphene [13]. However, all these experiments
were made without useful power load and could not be used for
real experiments with detectors. The only experiments with
optical power load, demonstrating background-limited opera-

tion, were carried out in [5,6,14].

Typical electron cooling in the idle mode is from 300 to
100 mK [11,15]. At low temperatures, electron cooling by a
factor of 4.7 has been achieved, cooling from 150 to 32 mK [9]
and from 100 to 26 mK [10]. The current record for the elec-
tron cooling factor is presented in our previous work [7]. It is
5.3 for cooling from 256 to 48 mK with an unavoidable
threshold of 42 mK due to the residual Andreev current. For our

measurements, new samples with CEB arrays were deposited,

using the equipment of the Center for Quantum Technologies at
NNSTU n.a. R.E. Alekseev. These samples have normal metal
traps, as well as superconductor/ferromagnet hybrid absorbers
based on Al/Fe films, as the previous samples. However, there
are different oxidation parameters. This work aims to improve
our new fit methodology, which takes into account both leakage
and Andreev currents and also uses the sixth power of phonon

and electron temperatures.

Results and Discussion

Experimental data fit technique

To determine the electron temperature, the contribution of the
Andreev current, as well as the power of black body radiation
incoming to the bolometric structure, a program in the program-
ming language C++ has been written. It numerically solves the
equations of the stationary CEB theory [16]. We use the ap-
proach based on solving the heat balance equation [7]:

Py +Pe_l[,}1 +2P. 0 +2BR+ 2Py +2B. =0, (1)

Ccoo
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where Py is Joule heating in the absorber.
Pe—ph =2Iy (Tpﬁh — Teé) is the heat flux between electron and
phonon subsystems, taken with the sixth power [17] due to low
electron temperature in our experiments (in our previous calcu-
lations we have used the fifth power). I is the electron—phonon
coupling constant; it has different values, depending on the
electron temperature [17]. Vy is the absorber volume, Py is
the direct electron cooling power, Pg is the net power trans-
ferred to the S-electrode, and the coefficient  shows how much
of Pg comes back to the absorber. Pp =I5V is the power due to
Andreev heating current, V is the voltage drop across the NIS
junction, and Pjeax = V2/R)eax is the power associated with the

leakage current.

The quasi-particle tunneling current is written as:

< v(s). 1 ~ 1

eR g—el g
“oo TN exp(ﬁ)+l exp(kBTS)+1

P = de, (2

where V is the NIS junction voltage, T, and T are the electron
temperatures in the normal metal and the superconductor,
€
g)=
v(e) =5

. —A . .
A is the ssuperconductmg gap, and kg is the Boltzmann constant.

is the density of states in the superconductor,

Using the integral of the tunneling current through the NIS
junction (Equation 2), the electron temperature of an absorber
can be obtained [8]. This equation gives correct results if the
current consists of a single-particle component only. Otherwise,
we have to use a more complex approach based on Equation 1,
taking both leakage and Andreev currents into account. These
currents may have the same nature, since they both exist due to
SN-pinholes in a tunnel barrier. Actually, it is an open question
whether these currents are two different components or rather
the same current but calculated with different approaches. Here
we work with these two currents independently. For the planar
geometry at 0 < € < A, the Andreev current is expressed as
[7,18]:

et+el
B Ade m(6 tanh (szTc )
= I —1m(0 ) 3
N o VA —tanh (%)
Bfe

The parameterized Green's function,

2WA
—ikzéé \/A2 —&2 +2We

4
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was calculated using the Uzadel equation [19] with
Kupriyanov-Lukichev boundary conditions [20], taking into
account the decay of a state with a wave vector k due to spin

fs+ir
k&oz —li m.

Here, 1., is the magnetic scattering parameter that is found from

scattering

®

the fit. W = WyEp/d is the effective tunneling parameter for
planar tunnel junctions used in our CEB, Wy = R(E()/Ry is the
tunneling parameter, Ry is the normal resistance of the junction,
and R(&p) is the resistance of Al/Fe absorber with the length &.

For aluminium, &y = 100 nm and, for our samples, d = 14 nm.

Let us take a closer look at the data processing algorithm. The
fit program numerically solves the equations of the stationary
CEB theory (Equation 1) for a certain set of parameters
and material coefficients corresponding to the measured bolo-
metric structure. After the program run, we get the fitted cur-
rent—voltage characteristics in a numerical form, as well as a set
of all parameters that gives the best solution of the equations. In
this way, we can determine the parameters of Andreev current
and leakage current, as well as the electron temperature, to

show the effectiveness of our electron cooling.

Measurements results

The sample OL-G7nn from a new sample series has the same
antenna design as in [6,7,21] of a 2D array [22] with four
parallel and 48 series connections, and it utilizes the same

normal metal traps as in [7]. The current—voltage characteris-

Current (A)
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tics of this sample were measured in a Triton 200 dilution cryo-
stat at different phonon temperatures from 100 to 300 mK. Ac-
cording to these characteristics, the electron temperature, as
well as the contribution of Andreev and leakage currents, were
determined with the use of the heat balance equation
(Equation 1). The theoretical current—voltage characteristics
show good matching with the experimental ones, as it can be
seen in Figure 1a. In Figure 1b we show the plots of differential
resistances to demonstrate that the fit agrees well not only for

the current—voltage characteristics, but also for its derivatives.

The graphs of the electron temperature of the OL-G7nn sample
are shown in Figure 2a for three values of the phonon tempera-
ture of 300, 200, and 100 mK. We have started with fitting at
100 mK since Andreev and leakage currents do not change with
temperature, and their contribution at lower temperatures
becomes more significant, as it is seen in Figure 2b. In particu-
lar, the leakage current has been fitted with Ry, = 408 MQ,
which was determined from the differential resistance at V =0
(Figure 1b), W and T, are 4.5 x 107 and 0.8, respectively.
After that, we have managed to fit the experimental
current—voltage characteristics for 200 and 300 mK with
changing only the phonon temperature and X, which was 2.25
for 300 mK, 3.35 for 200 mK and 3.57 for 100 mK. The value
of ¥ depends on the electron temperature [17]. This depen-
dence is clearly seen since the minimal electron temperatures

for 100 and 200 mK are quite close, see Figure 2a.

The design of samples C from [7] and OL-G7nn is identical; the
only difference is in the normal resistance due to the longer oxi-
dation time of the OL-G7nn sample, which should lead to a

thicker tunneling barrier of the NIS junctions and smaller

1010_
10° 4

10° 4

R, (Ohm)

—— 100 mK, experiment
100 mK, fitting

—— 200 mK, experiment
e 200 mK, fitting
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300 mK, fitting
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Figure 1: (a) Experimental current—voltage characteristics (solid curves) in comparison with theory (dots) at phonon temperatures of 300, 200, and
100 mK; (b) experimental differential resistances (solid curves) in comparison with theory (dots) at phonon temperatures of 300, 200, and 100 mK.
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Figure 2: (a) The electron temperature of the absorber determined from the solution of the heat balance equation for sample OL-G7nn; (b) the ratio

between Andreev current and quasi-particle current at phonon temperatures

single-particle and double-particle components of the current.
For sample C, the normal resistance per one NIS junction is
1.3 kQ, and for sample OL-G7nn this resistance is 6.4 kQ.
These differences can be seen in the electron temperature
graphs: For the new sample, electron cooling is observed from
300 to 82 mK, from 200 to 33 mK, and from 100 mK to 25 mK.
Therefore, cooling from a temperature of 300 mK turned out to
be less efficient compared to sample C [7], for which a tempera-
ture of 65 mK was achieved. This is related to the smaller trans-
parency of the tunnel barrier (larger resistance) and the corre-
sponding decrease of the single-particle current, which with-
draws hot electrons from the absorber. However, due to the
lower Andreev heating current, which, when flowing through
the normal metal absorber, leads to residual heating and, thus,

restricted electron cooling, it was possible to achieve more effi-
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of 300, 200, and 100 mK for the same sample.

cient cooling in the region of low temperatures, that is, down to
25 mK (previously, for sample C, cooling only down to 42 mK

was achieved).

The comparison of the sum of the Andreev and leakage currents
for sample C from [7] (blue curve) and for sample OL-G7nn
(red curve) at a phonon temperature of 200 mK is presented in
Figure 3a. It can be seen that, for the new sample, the Andreev
and leakage currents are suppressed much stronger, which
results in a lower minimal electron temperature down to 33 mK
(dashed curves) at 200 mK phonon temperature. Figure 3b
shows the ratio of the sum of the Andreev and leakage current
components to the quasi-particle current. For the sample
OL-G7nn, this sum of currents became lower with respect to the

quasi-particle current. But, at the same time, the electron cool-
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3 e
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= g
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Figure 3: (a) The sum of the Andreev and leakage currents found by solving the heat balance equation for samples C from [7] and OL-G7nn (left axis,
solid curves) at 200 mK phonon temperature, recalculated to a single bolometer in the array, and the electron temperatures for samples C and
OL-G7nn (right axis, dashed curves); (b) the ratio between the sum of the Andreev and leakage currents and the quasi-particle current of two sam-
ples (left axis, solid curves), recalculated to a single bolometer in the array, and the cooling powers for samples C and OL-G7nn (right axis, dashed

curves).
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ing power (dashed curves) for OL-G7nn is significantly lower,
so this sample is not efficient for high background power loads

of practical receivers.

Thus, in the future designs of samples, one should select param-
eters such that the quasi-particle current component remains
rather high, but the Andreev and leakage currents are effec-
tively suppressed due to thinner tunneling barriers with higher

quality.

Conclusion

Electron cooling is very important for highly sensitive measure-
ments. At modern space applications, it may be the only reli-
able method to cool down the detector in 3He cryostats to
achieve better sensitivity. Cold-electron bolometers are able to
show electron self-cooling by a factor of five or even more [7],
thus improving sensitivity, so they might be a prospective type
of detectors [6].

Although we could not reach a new minimum of electron cool-
ing at 300 mK phonon temperature, we achieved electron cool-
ing from 200 to 33 mK and from 100 to 25 mK due to lower
Andreev currents, thus decreasing our previous threshold [7] of
42 mK in the low-temperature range. For a better determination
of the parameters, we have improved our fitting algorithm that
takes into account both the leakage and Andreev currents and
the sixth power of phonon and electron temperatures. The algo-
rithm is able to describe the parameters of the measured sample
with high accuracy, as it can be seen from comparison of exper-
imental and theoretical current—voltage characteristics. While
the studied sample demonstrates efficient cooling in the low-
temperature range, it also shows drawbacks, namely smaller
electron cooling power and less efficient electron cooling at
300 mK. Therefore, for practical CEB receivers operating at
300 mK at high power load, the parameters reached in [7] seem
to be nearly optimal.
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Abstract

We demonstrate the manifestations of nonlinear features in magnetic dynamics and /-V characteristics of a ¢y Josephson junction in
the ferromagnetic resonance region. We show that at small values of the system parameters damping, spin—orbit interaction, and
Josephson-to-magnetic energy ratio, the magnetic dynamics is reduced to the dynamics of a scalar Duffing oscillator driven by the
Josephson oscillations. The role of the increasing superconducting current in the resonance region is clarified. Shifting of the ferro-
magnetic resonant frequency and the reversal of its damping dependence due to nonlinearity are demonstrated by the full
Landau-Lifshitz—Gilbert—Josephson system of equations and in its different approximations. Finally, we demonstrate the negative

differential resistance in the I-V characteristics and its correlation with the fold-over effect.

Introduction
The coupling of the superconducting phase difference with the  tronics and modern information technology [1-5]. It allows one
magnetic moment of a ferromagnet in a @g junction leads to a  to control the magnetization precession by the superconducting

number of unique features important for superconducting spin-  current and affects the current—voltage (/-V) characteristics by
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magnetic dynamics in the ferromagnet, in particular, to create a
DC component in the superconducting current [6-8]. A remark-
able manifestation of this coupling is the possibility to stimu-
late a magnetization reversal in the ferromagnetic layer by
applying a current pulse through the ¢g junction [3,9-13].

There are two features of Josephson junctions that come into
play in our study. The first one is the broken inversion
symmetry in the weak link of the Josephson junction when the
link is magnetic, which introduces an extra phase in the cur-
rent—phase relation, preventing it from being antisymmetric.
Such Josephson junctions are named ¢ junctions [1], and ex-
amples, such as MnSi and FeGe, exist. The second one is the
nonlinear property of the system, which makes for an anom-

alous resonance behavior [14].

We couple such a Josephson junction to the model that de-
scribes the magnetodynamics in thin films or heterostructures to
form the Landau-Lifshitz—Gilbert—Josephson model (LLGJ)
[14-16]. It is shown that, for a particular set of parameters, the
coupled equations reduce to the dynamics of a Duffing oscil-
lator [14]. The cubic nonlinearity in this oscillator describes
several effects in other models, too [17]. One example are the
resonance effects in the antiferromagnetic bimeron in response
to an alternating current, which has applications in the detec-
tion of weak signals [15,18,19].

The Gilbert damping term is added phenomenologically to the
Landau-Lifshitz model to reproduce the damping of the
precessing magnetic moment. Gilbert damping is also impor-
tant in modeling other resonance features, as its temperature de-
pendence affects them [20,21], and, in turn, in the supercon-
ducting correlations that affect it [22]. The magnetization
precession in an ultrathin CojgFegoByg layer stimulated by
microwave voltage under a large angle requires modeling by a
Duffing oscillator, too. This is aided by the so-called fold-over
features, again due to nonlinearity [16,23,24].

The consequences of the nonlinear nature of the coupled set of
the LLGJ system of equations in the weak coupling regime was
demonstrated recently in [14]. We showed that, in this regime
where the Josephson energy is small compared to the magnetic
energy, the @g Josephson junction is equivalently described by a
scalar nonlinear Duffing equation. An anomalous dependence
of the ferromagnetic resonant frequency (FMR) on the increase
of the Gilbert damping was found. We showed that the damped
precession of the magnetic moment is dynamically driven by
the Josephson supercurrent and the resonance behavior is given
by the Duffing spring. The obtained results were based on nu-
merical simulations. The role of the DC superconducting cur-

rent and the state with negative differential resistance (NDR) in

Beilstein J. Nanotechnol. 2022, 13, 1155-1166.

the I-V characteristics were not clarified. Also, the effects of the
Josephson-to-magnetic energy ratio and the spin—orbit coupling

(SOC) were not investigated at that time.

In the present paper, we study the nonlinear aspects of the mag-
netic dynamics and /-V characteristics of the ¢y Josephson
junction in the ferromagnetic resonance region. We compare
description of the anomalous damping dependence (ADD)
exhibited by full LLGJ system of equations with approximated
equations and demonstrate the Duffing oscillator features in the
small parameter regime. Effects of the Josephson-to-magnetic
energy ratio, and the spin—orbit coupling on the ADD, referred
to earlier as the a-effect [14] are demonstrated. By deriving the
formula that couples the DC superconducting current and
maximal amplitude of magnetization we discuss the correlation
of superconducting current and the negative differential resis-
tance in the resonance region. Finally, we discuss the experi-
mentally important features by emphasizing the details of the
magnetization dynamics and the /-V characteristics of the @g

junction.

We have shown that, in the limit of small values for the system
parameters Josephson-to-magnetic energy ratio G, damping a,
and spin—orbit coupling r, the dynamics is given by a Duffing
spring [14]. We focus on the shift in resonance and the effects
of nonlinear interactions. We give semi-analytic models to

explain our results in various limits.

The paper is organized as follows. In section “Models and
Method” we outline the theoretical model and discuss the
methods of calculations. The ferromagnetic resonance and the
effect of the system parameters on the anomalous damping de-
pendence are considered in subsection A of section “Results
and Discussion”. In subsection B we present an analytical de-
scription of the dynamics and I-V characteristics of the ¢ junc-
tion at small system parameters. The manifestation of negative
differential resistance in the /-V characteristics through the
fold-over effect is discussed. We compare the description of the
anomalous damping dependence by the full LLGJ system of
equations with approximated equations and show how the
Duffing oscillator captures the nonlinearities in the regime of
parameters with small values in subsection C. We present
results on the critical damping and derive a formula that couples
the DC superconducting current and the maximal amplitude of
magnetization in the ferromagnetic layer. The section “Conclu-

sion” concludes the paper.

Models and Method

The following section is closely related to our work in [13]. The
@p junction [6,12,25] that we study is shown in Figure 1. The

current—phase relation in the @ junction has the form
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I = Isin(¢ — @g), where ¢g = rM,/My, M, denotes the compo-
nent of magnetic moment in the 7 direction and M is the
modulus of the magnetization. The physics of ¢g Josephson
juncton is determined by a system of equations, which consists
of the Landau-Lifshitz—Gilbert (LLG) model, the resistively
capacitively shunted junction (RCSJ) model expression with the
current—phase relation (/5) described above, and the Josephson

relation between phase difference and voltage.

Figure 1: Schematic view of a SFS ¢ Josephson junction. The
external current is applied along the x direction. The ferromagnetic
easy axis is along z direction.

The dynamics of the magnetic moment M is described by the
LLG equation [26]:

d_M:_ MXHeff"’_i(de_M)g (l)
dt M, dt

where M is the magnetization vector, y is the gyromagnetic
relation, Hegy is the effective magnetic field, a is the Gilbert
damping parameter, and Mg = [M|.

In order to find the expression for the effective magnetic field
we have used the model developed in [6], where it is assumed
that the gradient of the spin—orbit potential is along the easy
axis of magnetization taken to be along Z. In this case the total
energy of the system can be written as

()
Eiy = _2_7(2(PI+ES ((Pa(Po)JFEM ((Po), )

where ¢ is the phase difference between the superconductors
across the junction, [ is the external current, E¢(¢,@q) = Ej[1 —
cos(¢ — @p)], and Ey = ®pl/2m is the Josephson energy. Here @
is the flux quantum, I, is the critical current, r = [vg,/Vg, [ = 4hL/

fivg, L is the length of the ferromagnetic (F) layer, & is the
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exchange field of the F layer, Ey = —KVM?/(2M§), the pa-
rameter Vy,/Uf characterizes a relative strength of spin—orbit
interaction, K is the anisotropic constant, and ) is the volume

of the F layer.

The effective field for LLG equation is determined by

_ 1 0Ey
o Ty oM
3)
9 M M (
=E| Grsin| g—r—L |y+—=12 |,
Y M, 0

where Qp = yK/My) is the frequency of the ferromagnetic
resonance and G=EJ/(KV) determines the ratio between

Josephson energy and magnetic energy.

In order to describe the full dynamics of the @g junction the
LLG equations should be supplemented by the equation for the
phase difference @, that is, the equations of the RCSJ model for
bias current and the Josephson relation for voltage. According
to the extended RCSJ model, which takes into account deriva-
tive of ¢q phase shift, the current flowing through the system in
underdamped case is determined by

;_hCde  h|de r dM,
2e 42 2eR| dt M, dt

“

. r
+1, s1n[(p—M—oMy}

where I is the bias current and C and R are capacitance and
resistance of the Josephson junction, respectively. The
Josephson relation for the voltage is given by

2e dt
We note that, in the framework of the RCSJ model, the dis-
placement current is proportional to the first derivative of the
voltage (or the second derivative of the phase difference). The
magnetization dynamics plays the role of an external force, and
the first order derivative of @ is a source of an external current
in the JJ. This was demonstrated in [25,27], where the authors
included the first derivative of @ as the source of the electro-
motive force. The voltage is determined by the phase differ-
ence and does not depend on ¢g. From this point of view, in the
framework of the RCSJ model, the external current source
cannot modify the expression for the displacement current. This
is why we do not include the second derivative of @ in our

model.
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Using Equation 1, Equation 3, Equation 4, and Equation 5 we
can write a system of equations, in normalised variables, that

describes the dynamics of the ¢ junction:

= sz {—mymz +Grm, sin((p—rmy)
l+a
2 .
—o [mxmz +Grmm, sm((p—rmy )}},
. O
m, = m,m
7 1+oc2{ v
_a[mymg —Gr(mg +m§)sin((p—rmy ):|},
(6)
. (O] .
m, = —Grm sin(@—rm
= omsinfo-m,)

—oc[GrmymZ sin((p—rmy)—mz (m)% +m§ )}},

V:é[l—V+rn'1y —sin((p—rmy)}

o=V

where my . = My, /My and satisfy the constraint
Zi:xyzmiz (1)=1 and B, = 2el.CR*/% is the McCumber pa-
rameter. In order to use the same time scale in the LLG and
RCSJ equations, in this system of equations we have normal-
. . 1 2el R
ized time to o

c > 7
normalized frequency of ferromagnetic resonance Qp = yK/M,.

where o, = , and wp = Qp/w, is the
The bias current is normalized to the critical current /. and the
voltage V is normalized to V, = I.R. The system in Equation 6 is
solved numerically using the fourth-order Runge—Kutta method
[14].

Results and Discussion
A. Effect of system parameters on the anom-

alous damping dependence

ADD of the FMR frequency with increasing o was discussed in
[14]. It was found that the resonance curves demonstrate fea-
tures of a Duffing oscillator, reflecting the nonlinear nature of
the LLGJ system of equations. There is a critical damping value
at which anomalous dependence comes into play. This critical
value depends on the system parameters. Here, we present the
details of such a transformation from usual to anomalous depen-
dence with variations in the spin—orbit coupling and the

Josephson-to-magnetic energy ratio.

To investigate the effect of damping, we calculate the maximal
amplitude of the magnetization component m, taken at each
value of the bias current based on the LLGJ system of equa-

tions (Equation 6). In Figure 2 we show the voltage depen-
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dence of the maximal amplitude m "

in the ferromagnetic
resonance region at different damping parameters and small
values of Josephson-to-magnetic energy ratio, G = 0.05, and
spin—orbit coupling, r = 0.05. The ferromagnetic resonance
curves exhibit the different forms. An increase in damping
shows a nonuniform change in the resonant frequency: It ap-
proaches wp instead of moving away with increase in a. We em-
phasize that this happens at small G and r. We consider that
such behavior can be explained by the nonlinear nature of the
LLGJ system of equations. There is a manifestation of subhar-
monics of the FMR in Figure 2 at V = 0.25, 0.167, and 0.125.

alpha=0.01
alpha=0.02
alpha=0.03
alpha=0.04
alpha=0.05
alpha=0.06
alpha=0.07
alpha=0.08
alpha=0.09

alpha=0.1

HTHI

|

Figure 2: Maximal amplitude of magnetization m,-component at each
value of voltage along the /-V characteristics of the @g junction in the

ferromagnetic resonance region for different . The inset enlarges the
main maximum. Parameters: B¢ = 25, G = 0.05, r = 0.05, and wg = 0.5.

We usually expect the resonance peak to move away from
resonance as o increases. Figure 2 shows that this normal effect
is accompanied with an anomalous behavior, as can be seen in
the inset in this figure, where the resonance peak approaches wg
as a increases [14].

The manifestation of FMR in the /-V characteristics of the @
junction at three values of the damping parameter is demon-
strated in Figure 3. A strong deviation of the I-V curve is
observing at o = 0.01, which is a characteristic value for many
magnetic materials. This fact indicates that ADD can be ob-
served experimentally by measuring the /-V characteristics in

wide interval of the damping parameter.
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Figure 3: Part of the /-V characteristics of the @g junction at G = 0.05,
r = 0.05, and different values of Gilbert damping. The numbers show
the a value. The inset shows the total /-V characteristics and the arrow
indicates the resonance region.

Interesting features of ADD appear through a variation of
spin—orbit coupling. As it was demonstrated in [28], an increase
in SOC leads to an essential change in /-V characteristics and
magnetization precession in the ferromagnetic resonance
region. The nonlinearity goes stronger and a state with negative
differential resistance appears at large SOC.
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Figure 4a demonstrates results of numerical simulations of the

m;nax dependence on a at different values of the SOC parame-

ter r.

It shows two specific features of ADD. First, with an increase in
r, the critical value of Vjeqx decreases (the curve moves away
from wg). The second important feature is an increase of oy,

which is indicated by arrows in the figure.

Another model parameter that affects the phenomenon dis-
cussed in the present paper is the ratio G between Josephson
energy and magnetic energy. Figure 4b demonstrates the results
of numerical simulations of the 7)™ dependence on a at dif-

ferent values of G.

Similar to the effect of r, increasing G also causes the value of
Ocrit to increase. By changing the volume of the ferromagnetic
layer, the ferromagnetic energy and, consequently, the value of
G can be changed [6]. For small values of G, that is, a situation
where the magnetic energy is much larger than the Josephson
energy, the magnetic layer receives less energy, and its ampli-
tude decreases in the y direction. Also, the maximum value of
the oscillation frequency is closer to the magnetic frequency wg.

B. Dynamics and /-V characteristics of the ¢g
junction at small values of system

parameters

As it was discussed in [6,29,30], in the case of G, rand a < 1,
and m;, ~ 1, first three equations of the system in Equation 6 can
be simplified. Taking into account ¢ = wj¢ and neglecting

quadratic terms of m, and my, we get

o2} b)
I a
0'15f
3| i — \.\
0.1 B 3 ‘j \
| " - ‘
0.05} u
| 2 -- 1
[ T .., R vl
Q46 047 048y, 049 _ 05
peak

Figure 4: (a) Demonstration of ADD at different values of SOC parameter r at G = 0.05. Numbers indicate: 1 —r = 0.05; 2 —r = 0.1; 3 —r = 0.5; Arrows
show critical o value, corresponded to the reversal in the o dependence. (b) Demonstration of ADD at different values of the Josephson-to-magnetic
energy ratio G at r = 0.05. Numbers indicate: 1 -G =0.01;2-G=0.1;3-G =1.
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M, = Op [—my +Grsin(wyt)— ame
i @)
I, = O [mx —amy],

This system of equations can be written as the second-order
differential equation with respect to m,,

iy, +2000pH, + co%my = ofGrsin(wyt). (8)

The corresponding solution for m, has the form

m, (1) :&sin(mﬂ)—ﬁcos(mﬂ), ©)
r r
where
2
= 2 Q, ’
and
Yi 2 Qi s

with Qy = (wy % 0.)[:)2 + (0(031)2 (see [6] and the corresponding
erratum [31]).

When the Josephson frequency wj is approaching the ferromag-
netic frequency wg, m, exhibits damped ferromagnetic
resonance. The differential resistance in the resonance region
decreases, which is manifested in the /-V characteristics as a
resonance branch [7].

Taking into account rmy < 1, we rewrite the expression for the

superconducting current as

I (t)= sin(oajt —rm, (t))

(12)
= sin (a;t) —rm,, cos(w;?).
Using Equation 9 we obtain
I (1) = sin(mjt)—%—;wsin(ZmJt)
13)
+%cos(2wﬂ)+lo (a),
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where

+
[0=Y+ Y—'

> (14)

This superconducting current explains the appearance of the
resonance branch in the /-V characteristics. The generated cur-
rent /o can be expressed through the amplitude of my, and the
SOI parameter r,

I =§mma" (o), (15)

y

max

with m 5

(wy) being the frequency response of m,,.

At small model parameters a <« Gr <« 1 of a superconductor-
ferromagnet-superconductor (SFS) ¢ Josephson junction,
states with a negative differential resistance appear in the I-V
characteristics in the FMR region. Due to the nonlinearity, the
resonance peak is asymmetric. An increase of the nonlinearity
leads to bistability (fold-over effect). The question appears if
the states with a negative differential resistance are the origin of
the fold-over and ADD. In order to clarify this question, we
show in Figure 5 a part of the -V characteristics of the @g junc-
tion together with the /-V characteristics of a superconductor-
insulator-superconductor (SIS) junction in the ferromagnetic
resonance region and the numerically calculated supercon-
ducting current through the ¢q junction. The total /-V character-
istics are demonstrated in the inset to this figure.

0.54} f;?-_o.54
| 3
0.52f A H0.52
> | e e B
| 02040608 1 7 5]
0.5} 7 Hos
L 0=0.01 & STy
0.48f w-05 .~ SFS~ I, ¢ H0.48
[ > ;]
| A A B | T:; |
0.4 05 | 052

Figure 5: |-V characteristics of ¢g and SIS junctions and calculated
average superconducting current through the @g junction.

We see the correlation of the fold-over effect in the supercon-
ducting current (blue) with the NDR part of the /-V curve. The
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peak in the superconducting current and the minimum of the
I-V curve are at the same voltage value. So, both effects reflect
the nonlinear features of the ferromagnetic resonance in the @
junction. However, in contrast to the fold-over and ADD
effects, which begin to appear at relatively small deviations
from the linear case, the nonlinearity in case of the NDR plays a
more essential role.

We note that, in the resonance region for the considered limit of
model parameters, the m, amplitude is coupled to the value of
the superconducting current (see Equation 15). We stress the
importance of the performed analysis demonstrating the analyti-
cal coupling of time-independent superconducting current and
magnetization, reflecting the Duffing oscillator features of the

¢ junction.

As it is well known, the states with negative differential resis-
tance appear in the -V characteristics of Josephson structures
in different physical situations. In particular, nonlinear super-
conducting structures being driven far from equilibrium exhibit
NDR states [32]. The NDR states plays an essential role in ap-
plications related to terahertz radiation emission [33]. A
detailed explanation of the different types of negative differen-
tial resistance in Josephson junctions (i.e., N-shaped and
S-shaped) is introduced in [34]. The authors emphasize that the
nonlinear behavior of the Josephson junction plays a key role in
the NDR feature. In our case, the NDR states appear as a result
of the nonlinearity of the system at small values of ¢ junction
parameters, such as SOC, ratio between Josephson energy and
magnetic energy, and Gilbert damping. We demonstrate
these effects here by presenting results of detailed investiga-
tions of the NDR state at different system parameters and
discuss the possibility of their control near the ferromagnetic

resonance.

Figure 6 shows the effect of the spin—orbit coupling on the I-V
characteristics at G = 0.05 and o = 0.01. We see the NDR fea-
ture, which is getting more pronounced with an increase in . A
further increase in r leads to a jump down in voltage and then

practically linear growth of the /-V characteristics.

An interesting question concerns the effect of Gilbert damping.
Results of I-V characteristics simulations in the resonance
region in a certain range of the damping parameter a at
G =0.05 and r = 0.13 are shown in Figure 7a. In this case, the
most pronounced characteristic appears at a = 0.01. At G = 0.05
and r = 0.13, the range of a with pronounced NDR features is
0.01 £a<0.014.

max
y
shown in Figure 7b. Based on the results presented in Figure 7a

The maximal amplitude m as a function of the voltage is

Beilstein J. Nanotechnol. 2022, 13, 1155-1166.
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Figure 6: Enlarged parts of the /-V curves, in the resonance region at
different values of the SOC parameter r, at o = 0.01 and G = 0.05. The
numbers indicate the increase of r from 0.09 to 0.15 with an increment
of 0.01. The inset shows the total /I-V characteristics ar r = 0.15.

and Figure 7b, we came to the important conclusion that the
fold-over effect (bistability) and the NDR state have strong
correlations and have the same origin related to the nonlinearity
at small system parameters.

However, the anomalous damping dependence does not show a

one-to-one correlation with either negative differential resis-
max
y

in bias current Ipeai and in voltage Vieqy as functions of a are

tance or fold-over effect. The resonance peak positions of m

demonstrated in Figure 7c. According to our results, we can
divide the a interval into two regions (see Figure 7c). Region I
includes the values of a where the NDR feature is present,
while in region II it disappears. In region II the fold-over effect
(bistability) disappears as well, but ADD is realized.

C. Duffing oscillator features of the ¢q
junction and critical damping

The system in Equation 6 is nonlinear and very complex.
Hence, in order to provide an analytical study of dynamics of
the @( junction, we need to derive an approximated equation for
some limited values of model parameters. In [14], it was shown
that the resonance curves demonstrate features of a Duffing
oscillator, reflecting the nonlinear nature of the LLGJ system of
equations. In this section, we present an analytical approach to
describe the nonlinear dynamics of the @g junction and compare
analytical results obtained from am approximated Duffing equa-
tion with numerical simulations of the total system in
Equation 6. We show that in the limit of a « G and r « 1, we
arrive at the Duffing oscillator. We start with the first three

equations of Equation 6 for the magnetization components:
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Figure 7: (a) Enlarged parts of the /-V curves at different values of a. (b) Voltage dependence of my

=13 e o o 8 - — |

o

MaxX at different a. (c) a-Dependence of the

resonance curve maximum in current (Ipeak) and voltage (Vpeak)- The numbers indicate the value of o from 0.01 to 0.018 in (a) and from 0.01 to 0.02

in (b) by an increment 0.001. Results were obtained at r = 0.13 and G = 0.05.

m

—==-mym_ +Grm, sin((p— rm, ) —om, m?
O
i
b
—==mym, —oum,m; (16)
O
m .
—= =-Grm, sm((p—rmy)+ om, (m)% + mi)
O

Simplifying this system of equations by the same procedure as

it was done in [14], we can write equation for m, as

m,, +2&oui,, +82 (1+oc2)my —g2 (1+0c2 —a4)m§, =&2Grsing. a7

Finally, by neglecting the «? and o* terms, which are much

smaller than 1, we come to the well-known Duffing equation,

m,, + 20pom,, + mlzgmy —(o}z:mi = 0fGrsing.  (18)

In the range of small parameter values, this Duffing equation
can describe the dynamics of my. We will have the full
dynamics once we consider the coupling with the Josephson
equation,

('['>+Bi[('p—rn'1y +sin((p—rmy)} :BLI.

C C

19)

The system of Equation 18 and Equation 19 can replace the
LLGIJ equations in the limit of G, r « 1 and G, r < «.

Taking into account ¢ = wjyt we can write the analytically ob-

tained frequency response for Equation 18,
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(Gr)’

2
2
{m2—1+j(m§mx)} +(2amf

(20)

where w = wj/wg. From Equation 20 we get
6 4
= 3 )
2
4 2 ) 2
+(§j |:(0)2—1) +(2(X(D) :|(m;nax) (21)

This equation allows one to determine analytically the frequen-
max
y

Equation 21 by the Newton method. Results of the analytical

cy dependence of the m amplitude. To find it, we solve

calculations (blue dots), corresponding to Equation 21, and the
numerical solution (red dots), corresponding to the full system
in Equation 6, are given in Figure 8.

0.3r

0.2F i

max

ORI

Figure 8: Numerically (red curve) and analytically (blue curve) calcu-
lated amplitude dependence of m,,.

We can see that they are close to each other, which proves the
correctness of the chosen approximation. Both curves demon-
strate an asymmetric resonance peak, which is common for a
Duffing oscillator. When the role of the cubic term is getting
larger, we observe a bistability of the resonance curve, which is
usually called a fold-over effect. Note that the fold-over effect
can be also achieved by decreasing the damping. This means
that, by decreasing the dissipative term in Equation 18, we can

increase the influence of the cubic term in this equation.
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The comparison of analytically and numerically calculated
superconducting currents as a function of the Josephson fre-
quency is demonstrated in Figure 9. We note that in our normal-

ization V = wy.

0.03r

0.02

<:IS:>

0.01

Figure 9: Numerically calculated superconducting current for SFS
junction (plot 1) and analytical /g (plot 2) and superconducting current
for SIS junction (plot 3).

We can see the manifestation of the asymmetric resonance peak
in the frequency dependence of the superconducting current. So,
the approximated system in Equation 7 reflects one of the main
features of a Duffing oscillator.

Figure 10 compares the anomalous damping dependence of the
max
y

the full LLGJ system in Equation 6 with the one calculated

resonance peak of m,, " (V) calculated numerically according to
numerically according to the generalized Duffing model (Equa-
tion 17 and Equation 19). We see that in the damping parame-
ter interval [0.001-0.2] the agreement of the dependences is
sufficiently good.

Using Equation 18 with ¢ = wj#, we can find (see Supporting
Information File 1) a relation between the position of the

resonance peak in the m;"** (V) dependence and the damping,
2 2
1-3a 1 2 Gr
—_ +o (1—(12 22 @
pea 22 4o

OJ peak . L.

where ®peq =—2— determines the position of the resonance

OF
peak.

Equation 22 allows one to find the formula for the critical

damping o, which is an important parameter determining the
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Figure 10: The dependence of the resonance maximum of mj'® (V)
on o in the damping parameter interval [0.001-0.12]. Green squares
show results calculated numerically according to the full system in
Equation 6, blue circles show results calculated numerically according
to the generalized Duffing and Josephson equations (Equation 17 and
Equation 19). The dashed line connects the symbols to guide the eyes.
The solid line show the analytical dependence on o calculated accord-
ing to Equation 22. All calculations have been carried out with B¢ = 25,

G =0.05,r =0.05, and wg = 0.5.

reversal point in damping dependence of the resonance peak in

max
my, (V).

Taking into account Equation 22 we can write the equation

regarding Gr/(4a) (see Supporting Information File 1),

Using the approximation 10¢.

a

9[ Gr
4

crit

4
2 2 Gr
\J + 30'*crit (10acrit - 1)[

crit

4o

24t (ocz 1)2=0.

crit

crit —

2

it < land a

(see Supporting Information File 1)

2 .
crit

2
j (23)

< 1, it gives

24

Figure 11 presents a comparison of numerical and analytical

results for o as a function of Gr (Table 1).

There is a good agreement between numerical and analytical

results of the calculations for small products of Josephson-to-

magnetic energy ratio and spin—orbit interaction.
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Figure 11: Numerical calculations according to Equation 6 (squares),
analytical calculations according to Equation 23 (solid line), and ap-
proximated analytical calculations according to Equation 24 (dashed
line).

Table 1: A comparison between the numerical and analytical values of
Ocrit at different values of G and r.

G r Gr Oerit, NUMerical  Oyit, analytical
0.01 0.05 0.0005 0.0100 0.0123
0.05 0.05 0.0025 0.0300 0.0276
0.05 0.10 0.0050 0.0400 0.0391
0.05 0.30 0.0150 0.0700 0.0677
0.05 0.50 0.0250 0.0900 0.0874
0.10 0.05 0.0050 0.0391 0.0391
0.60 0.05 0.0300 0.0950 0.0958
0.70 0.05 0.0350 0.1000 0.1035
1.00 0.05 0.0500 0.1200 0.1237

Conclusion

The understanding of the nonlinear features of magnetization
dynamics in superconductor—ferromagnet—superconductor
Josephson junctions and their manifestation in the /-V charac-
teristics has implications for superconductor spintronics and
modern information technology. In @g junctions, the nonlinear
features can affect the control of magnetization precession by
the superconducting current and external electromagnetic radia-
tion [28].

Here, using numerical and analytic approaches, we have

demonstrated that at small values of the system parameters
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damping, spin—orbit interaction, and Josephson-to-magnetic
energy ratio in ¢ junctions, magnetic dynamics is reduced to
the dynamics of the scalar Duffing oscillator driven by the
Josephson oscillations. We have clarified the role of the increas-
ing superconducting current in the resonance region leading to
the fold-over effect in the ferromagnet magnetization. We have
demonstrated the parameter dependence of the anomalous ferro-
magnetic resonant shifting and the anomalous damping depen-
dence due to the nonlinearity of the full LLGJ system of equa-
tions and its different approximations. We have derived an ana-
lytical expression for critical damping value. Also, we demon-
strated the appearance of negative differential resistance in the
I-V characteristics and the correlation with the occurrence of

the fold-over effect in the magnetization of ferromagnet.

We have stressed that the manifestation of negative differential
resistance is related to the nonlinear features of the system
[34,35]. It was demonstrated that in the case of small model pa-
rameter values, the equation for the magnetic subsystem takes
the form of the Duffing equation where the nonlinearity mani-
fest itself as the cubic term. We have shown that the appear-
ance of negative differential resistance in the I-V curve is
related to the appearance of the fold-over effect in the my™* -V

curve.

We believe that experimentally measured /-V characteristics of
@p junctions with the manifestations discussed in detail here,
would allow for close investigations of its nonlinear features

important for superconductor electronics and spintronics.

Supporting Information

Supporting Information File 1

Details of calculations for Equation 22 and Equation 24.
[https://www beilstein-journals.org/bjnano/content/
supplementary/2190-4286-13-97-S1.pdf]
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We present a quantitative study of the density of states (DOS) in SF bilayers (where S is a bulk superconductor and F is a ferromag-

netic metal) in the diffusive limit. We solve the quasiclassical Usadel equations in the structure considering the presence of magnet-

ic and spin—orbit scattering. For practical reasons, we propose the analytical solution for the density of states in SF bilayers in the

case of a thin ferromagnet and low transparency of the SF interface. This solution is confirmed by numerical calculations using a

self-consistent two-step iterative method. The behavior of DOS dependencies on magnetic and spin—orbit scattering times is dis-

cussed.

Introduction

It is well-known that superconductivity can be induced in a non-
superconducting metal in hybrid structures due to the proximity
effect [1-7]. For instance, in NS bilayers (where N denotes a
normal metal and S denotes a superconductor), the supercon-
ducting correlations penetrate into the normal metal layer over a

D, /2nT,, where D, is the

diffusion constant in the normal metal and T, is the transition

characteristic decay length &, =

temperature. When a superconductor S is combined with a
ferromagnetic layer F, forming an SF bilayer, the superconduc-
tivity leaks into the ferromagnetic region over the characteristic
length &, = /Df/h, where Dy is the diffusion constant in F
layer and 4 is the exchange field in the ferromagnetic layer [1].
Not only superconductivity is substantially suppressed due to

the exchange field, but also Cooper pairs gain a finite center of
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mass momentum, which leads to the oscillatory behavior of the
Cooper pair wave function. These oscillations can be described
in the diffusive limit in the framework of the so-called Usadel
equations, which are written in terms of the quasiclassical
Green’s functions. This approach proved to be very powerful
for the description of the proximity effect in diffusive supercon-
ducting hybrids [1-3,8-11].

The scientific community has been examining the proximity
effect in SF hybrid structures already for a long while. It has
been found that the oscillatory behavior of the superconducting
wave function can lead to various interesting phenomena that
can be observed experimentally [1,2]. For instance, the super-
conducting transition temperature shows non-monotonous and,
in some cases, oscillatory behavior in multilayered SF struc-
tures [12-17]. Recently, it has been shown theoretically that
similar behavior can be observed in S/TI structures with non-
uniform magnetization patterns on the surface of a 3D topolog-
ical insulator (TI) [18]. The Josephson critical current demon-
strates damped oscillatory behavior as a function of the thick-
ness of the ferromagnetic layer in SFS Josephson junctions [19-
47]. Similarly, the density of states (DOS) also demonstrates a
damped oscillatory dependence as a function of the F layer
thickness in SF systems [48-52].

The density of states is one of the crucial spectral characteris-
tics of the proximity effect in superconducting hybrid struc-
tures. For example, the DOS calculation is essential for the
quasiparticle current computation in SIFS (where I denotes an
insulating layer) [29,51,53-57] or SFIFS tunneling Josephson
junctions [58]. Therefore, computation of the DOS is also
needed for many actively studied areas of research, including
the thermospin [59,60] and thermoelectric [61-66] effects, spin
and heat valves [67-75], as well as nanoscale refrigerators [76-
78]. Presently, the DOS structure at the free edge of a normal
metal layer in NS bilayers is well-known [1-3,79]. It has a
so-called mini-gap at the subgap energies E < A (where A is the
superconducting gap), whose magnitude depends on the NS
interface parameters and the thickness of the N layer [79,80].
Replacing the N layer with a ferromagnetic metal F results in a
more sophisticated DOS structure since there is a non-zero
exchange field, which causes spin-split densities of states for
two spin populations of electrons [1-3,81]. More general
considerations should also include possible spin-flips as well as

spin—orbit scattering processes in the ferromagnetic region [82].

In this work, we consider a diffusive SF bilayer, assuming a
relatively low interface transparency and the presence of
magnetic and spin—orbit scattering. For this purpose, the
Kupriyanov-Lukichev (KL) boundary conditions at the super-

conductor/ferromagnet interface are perfectly suitable [83]. We

Beilstein J. Nanotechnol. 2022, 13, 1418-1431.

build the model employing the Usadel equations. The quasiclas-
sical Usadel equations are based on the Matsubara Green’s
functions and represent a powerful microscopic tool for the
treatment of the diffusive superconducting hybrid structures.
This approach is valid as long as the elastic scattering length / is
much smaller than the superconducting coherence length
&= /D, /2nT,, where Dy is the diffusion constant in the super-
conductor. Previously, the DOS in SF bilayers has been studied
numerically [84,85]. We revisit this question and propose an an-
alytical model to describe the influence of spin-flip and
spin—orbit scattering on the DOS behavior. Then, we provide a
comparison with the exact numerical calculation using a self-
consistent two-step iterative method. Furthermore, we briefly
discuss the consequences of the different kinds of scattering on
the current—voltage characteristics in SFIFS junctions. We do
not consider any additional effects in the SF boundary such as
spin-dependent interfacial phase shifts (SDIPS). The effect of
SDIPS on the DOS behavior in SFIFS junctions has been
studied both analytically [86] and numerically [87].

The paper is organized as follows. In the section (“Model”) we
formulate the theoretical model. In the following sections, the
derivation of the analytical results is presented. We discuss the
calculations in the section (“Results and Discussion”), and
finally we summarize the results in the last section (“Conclu-

sion”).

Model

The theoretical model of the SF structure under consideration is
depicted in Figure 1. It consists of a ferromagnetic layer with
thickness dyand a superconducting electrode along the x direc-
tion. The SF interface is characterized by the dimensionless pa-
rameter yg = Rpo,,/E, where Rp is the resistance of the SF inter-
face in units Q-m2, o, is the conductivity of the F layer [88,89],

VB

F

0 d; X >

Figure 1: Geometry of the SF bilayer. We consider the SF interface to
be a tunnel barrier. Here, yp is the interface transparency parameter.
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&= /Dy / 27T, Dyis the diffusion coefficient in the ferromag-
netic metal, and 7. is the critical temperature of the supercon-
ductor [1,2]. We assume 7 = kg = 1. We also assume that the SF
interface is not magnetically active. We will consider the diffu-
sive limit in this model and neglect the nonequilibrium effects
in the structure [90-92].

Our goal is to find the DOS of a single SF bilayer, which can be
done by solving the Usadel equations in the ferromagnetic and
superconducting layers. We employ the 0 parametrization of the
normal and anomalous quasiclassical Green’s functions,
G = cosO and F = sin6, respectively. In the spin space, the
anomalous functions are parameterized as

P 0 sinOT
B —sin0 0o / 0

and we can write the Usadel equations in the F layer as
[4,51,82,84,93]

2
Dy 0 [
2

. 1 .
o2 (o+lh+—cose.m(¢)]sm G_I'T(i)

Tz

@

+%sin(6fT +6f¢)iisin(9f¢ —9f¢),

where the positive and negative signs correspond to the spin-up
(T) and spin-down ( ! ) states, respectively. In terms of the
electron fermionic operators y, the spin-up state corresponds to
the anomalous Green’s function F 1 ~ (1 v | ), while the spin-
down state corresponds to F | ~ (pyp ). We use the
Matsubara Green’s functions, hence, w = 2 wT(n + 1/2) are the
Matsubara frequencies [94]. The exchange field of the ferro-
magnet is &, and the scattering times are labeled here as T, T,
and Ty,. The parameter 1,(y) corresponds to the magnetic scat-
tering parallel (perpendicular) to the quantization axis, and Ty, is
the spin—orbit scattering time [82,84,95].

In the model under consideration, we assume a rotational
symmetry around the Z axis, that is, T, = T,. We consider the
possibility of anisotropic magnetic scattering times. These can
occur in ferromagnetic superconductors where magnetic
disorder can be characterized by two scattering times T, = T, and
T, [82]. The Usadel equations employed in this work are the
special case of the more general formalism derived by Ivanov
and co-workers [96]. Thus, the equations that we use in our
calculations are exactly a quasiclassical limit of the model
derived in [96] except that in our model we also include
spin—orbit scattering. Ivanov et al. describe the spin-flip scat-
tering via a symmetric matrix of scattering rates Fgf

Beilstein J. Nanotechnol. 2022, 13, 1418-1431.

Depending on the symmetry of the problem, the number of pa-
rameters can be different (up to six), for example, in the most
symmetric isotropic case, the spin-flip matrix is diagonal and
described by one scattering time (T, = T, = T,). In the case of a
ferromagnetic ordering in which disorder is anisotropic (one
axis is special), the spin-flip rates in the directions along the
ferromagnetic axis and perpendicular to it may be different. In
this case, as we mentioned earlier, two scattering times would

be necessary.

In the S layer, the Usadel equation has the following form [93]:

D, %0,
2 6x2

= wsinO; —A(x)cos,. 3)

Here, Dj is the diffusion coefficient in the superconductor, and
A(x) is the superconducting order parameter (pair potential).
From the Usadel equations, it can be shown that there is a
symmetry relation between 0+ and 6 | : 0 1 (E) = 61 (—=E), where
E is the energy (w, — — iE) and * is the complex conjugation.
Equation 2 and Equation 3 should be supplemented with the
self-consistency equation for the coordinate dependence of
superconducting order parameter A,

A(x)ln% =T )] [2A(x) —sin0 4 —sin6 | j )

>0 @

The resulting system must be complemented by the boundary
conditions at the outer boundary of a ferromagnet,

00
ox
x=0

and the Kupriyanov—Lukichev boundary conditions at the FS

interface [83],
oo 00
=f - s
éfy( Ox Jx:d és( Ox j)C=d g ’ ©

f Y
o0 »
S
&fYB[ o J
x=d

Here v = §0,/&0y, 0y is the conductivity of the S layer, and
& = /D /27T, is the superconducting coherence length. The

indices of the 0-parameterized Green’s functions are omitted,

= sin(es -0, )x:df : o
, A

since there is no mixing between the components 0 ¢+ and 0 | . In
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other words, we are not considering spin-active interfaces. In
the case of spin-active barriers, one should use the boundary
conditions introduced in [87,97,98], rather than the standard
Kupriyanov—Lukichev boundary conditions in Equation 6 and
Equation 7. The parameter y determines the strength of super-
conductivity suppression in the S layer by the ferromagnet F
(inverse proximity effect). For instance, when y > 1, the inverse
proximity effect is very strong, and the order parameter is
heavily suppressed near the SF interface compared to its bulk
value. On the contrary, when y = 0, there is no suppression of
the order parameter because there is no inverse proximity effect.
In all numerical simulations, we assume that y < 1, that is, there
is almost no superconductivity suppression in the supercon-
ductor. The transparency parameter yg is proportional to the
interface resistance. In the regime of a fully transparent junc-
tion, yg = 0, the proximity effect is the strongest, and the 6 func-
tions are continuous at the SF interface while yg > 1 corre-
sponds to the tunnel junction limit, that is, there is no mutual
impact between superconducting layer S and ferromagnetic
layer F.

To complete the boundary problem, we also set a boundary

condition at x = +oo:

6, (+oo) = arctan [éj, (8)

w

where the Green’s functions take the well-known bulk BCS
form. The Green’s function method allows us to compute the
DOS at the outer F boundary by solving the resulting system of

equations above.

The DOS at the outer F boundary NAE) is normalized to the
DOS in the normal state and can be written as

Ny (E)=[ N (B)+ Ny (B)] 2, ©

where Nyt (1 )(E) are the spin-resolved DOS written in terms of
the spectral angle 0,

NfT(i)(E):Re[cosefT(i)(i(o—)EHO)}. (10)

To calculate Equation 10, we use a self-consistent two-step iter-
ative method. In the first step, we calculate the pair potential co-
ordinate dependence A(x) using the self-consistency equation
(Equation 4) in the S layer. Then, by proceeding to the analyti-
cal continuation in Equation 2 and Equation 3 over the quasi-

particle energy iw — E + {0 and using the A(x) dependence ob-

Beilstein J. Nanotechnol. 2022, 13, 1418-1431.

tained in the previous step, we find the Green’s functions by

repeating the iterations until convergency is reached.

The DOS in the limit of small F layer

thickness

In this section, we obtain the analytical result assuming
dr < min(&y, Df/2h ), which is the case in a thin and weak
ferromagnet. Under the condition y = 0, we can neglect the
suppression of superconductivity in the superconductor. Hence,
the problem can be reduced to the rigid boundary condition
when the order parameter in the S layer is set to its bulk value
Ag. We will keep all scattering terms in the solution to obtain a
more general result. In this case, we can expand the solution of
the Usadel equations up to the second order in small spatial
gradients. The 67 functions can be approximated in the

following way:

0 = Ap + Bpx+ Cpx’, (1D

2
6f¢:A¢+B¢x+C¢x , (12)

where the coefficients A1 (1), Bt (1), C1 (1) are determined

from the boundary conditions.

Inserting the solution in Equation 11 into the Usadel equation in
the F layer (Equation 2), we get,

o\ 1 .
CT(i) :E{(wn +ih)sin AT(i) 0 51n2AT(¢)} .

+%[0@x sin(AT + Ai)i O, sin(AT -4, )]

For convenience, we introduced the scattering rate parameters
o, = 1/1,A, o, = /1A, and ay, = 1/15,A. To find the coefficients,
we utilize the boundary conditions in Equation 5 and
Equation 7,

(BT(i) + 2CT(¢)xjx0 =0, (14)
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From the first equation we obtain B 1 ( |y = 0, while the second

equation results in the expression for A ¢ (| ).

Now, we will discuss a ferromagnet with strong uniaxial
anisotropy, in which case the perpendicular fluctuations of the
exchange field are suppressed (o, ~ 0). For simplicity, we also
assume the ferromagnet with weak spin—orbit interactions and
also neglect the spin—orbit scattering time o,. Finally, assuming
o, = o4, = 0 and keeping the solution to the lowest order, the

equation for 0y takes the form

vpd (0, tih)tan e_fT(i)

. . (16)
+cos O, tan efT(U +o.yd fsin efT(i) =sin@,,

where sinfg = Ag / «/mﬁ +A(2) and cosO; = wn/w/wﬁ +A%. Here,

Ay is the bulk value of the pair potential. The equation above
can be used for further semi-analytical calculations of the DOS
for the case of a thin F layer with the magnetic scattering rate
a,. When a, = 0, Equation 16 reduces to the well-known result
(see, for example, [81] or [86]),

B sin O,
114 (@, Tih)ypd ; +cosBg

tan 0 a7

Analytical solution in the low proximity limit
and small F layer thickness

In this section, we perform further analytical calculations of the
anomalous Green’s function in the F layer based on the results
of the previous section. We then analyze the effect of various
scattering rates on the superconducting correlations, including
the odd-frequency triplet component, which is generated in the
adjacent ferromagnet.

The expression for 6-parameterized Green’s functions can be

found from the boundary conditions (Equation 14),

vpdy [(o)n +ih)+o, CosefT(J,)}SinefT(i)
+ypdy [ax sin(GfT +9f¢)iocso sin(GfT _efi)} (18)

= sin(@s - efT(J,))'

In order to simplify the calculation and the final form of the
solution 6, we consider only positive Matsubara frequencies w,
and perform further linearization of Equation 18, which is justi-

fied in the low-proximity limit. Then, we obtain
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o)~
sin 0 (coses +vpd (0, + 20, + o, rrv'h))

19
y%djzf |:h2 —(OLx —as0)2]+|:coses +vpdy (Z(Xi +O‘)n):|2

Here, Xo; denotes the sum of all the scattering rates. The above
solution is true for thin ferromagnetic layers in the low-prox-
imity limit. A more general analytical solution can be obtained
for arbitrary thicknesses using the linearized Usadel equations.
In order to find the DOS in the proposed limit, we expand the
0-parametrized normal Green’s function around small values of
7. In this case, we have

NfT(i) (E)zl—%Re[O?fT(¢)(®,1 —)—iE):|, (20)

and, to calculate the total DOS, we need to sum the contribu-
tions from two spin populations using Equation 9.

Results and Discussion

In the present section we outline the main results, including
both numerical and analytical calculations. The following pa-
rameters are fixed throughout the section: 7 = 0.17,, y = 0.05,
and df: O.SEf; First, we discuss general features of the DOS in
an SF bilayer in the absence of any scattering. Then the effect
of the spin-dependent scattering on the key DOS features in two
relevant cases is discussed (see below) and finally, we present
the analytical result and compare it with the numerically calcu-
lated DOS.

Evolution of the DOS in SF bilayer

It is instructive to discuss the key features of the DOS in an SF
bilayer first. That is why, in this section, we briefly discuss the
evolution of the DOS for different values of the exchange field
h and the barrier transparency yg. All the scattering is assumed
to be absent for simplicity a,, = a, = o, = 0 in this subsection.

In Figure 2, we observe the influence of an increasing exchange
field & on the DOS structure calculated for yg = 5. In particular,
we can see the evolution of the DOS peaks. For 4 = 0, that is,
for the case of an SN bilayer, we see the well-known DOS
structure with the characteristic mini-gap at energies £ < A
(Figure 2a, black dotted line) [79]. This proximity-induced
mini-gap originates from the effective backscattering of the
quasiparticles at the SN interface due to a finite interface resis-
tance [99]. As h increases, the DOS splits for the spin-up and
spin-down electrons, which results in the mini-gap peak split-
ting. For a certain value of %, the mini-gap closes, resulting in
the DOS enhancement at zero energy as seen from Figure 2b

and Figure 2c. This feature known as a zero-energy peak (ZEP)
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Figure 2: The evolution of the DOS plotted for increasing values of the exchange field h. Here, yg = 5, dr = 0.5&. In plot (a), the gray dotted line repre-
sents the case of h = 0 (i.e., the NS bilayer). In plots (a)—(d), black solid lines correspond to the total DOS while red dashed lines show N¢; (E) and
blue dash-dotted lines show N¢, (E). (a) Black solid line calculated for h = 0.4A, and all lines are calculated for (b) h = 0.84, (c) h = A, and

(d) h =1.6A.

has been investigated both theoretically [100-103] and experi-
mentally [49]. Another interesting peculiarity of the DOS is the
appearance of the characteristic peak at E = h, which arises as
the exchange field exceeds the superconducting gap & > A.
Apparently, this peak arises from the evolution of the second
spin-split peak due to a non-zero exchange field. The existence
of such an effect offers a method of determining relatively small
exchange field values in the F layer via DOS measurements
[48,51,104].

In Figure 3, the DOS evolution at increasing interface parame-
ter yp is shown. The blue solid line corresponds to the subgap
exchange field & = 0.4A, whereas the black dotted line corre-
sponds to & = 1.5A. From the figure we can notice that an
increase of ypg also has a strong influence on the DOS structure.
Sufficiently large interface resistance values can close the mini-
gap and lead to the emergence of the ZEP (Figure 3c, blue solid
line). However, the peak structure is different for the two

exchange fields  as seen from the figure.

One can notice that the peak at E = /& in Figure 3a is almost
absent. The reason that we observe such a behavior is because
we consider relatively small values of F layer thickness dy and

transparency parameter yg. More detailed analysis can be made

in the limiting case of dy > &rand yg > 1 and y = 0 [51]. In the
absence of any scattering, the analytical DOS expression for
E > A can be written in the following way:

2dy ||Eh|
16A% cos| ZL 4/
cos[ g 7 j

e

+ (E+g)(\/E7+s+\/Z)2

7& |E+h|
Ep V4 @D

Ny(E)=1+

where € = VEZ—A”. One can clearly see the exponential
asymptotic of the peak at £ = 4 from Equation 21. We should
not forget that Equation 21 is strictly valid only for large df/&,
but nevertheless it may qualitatively explain why we do not see
the peak at E = & for small a ratio of dy/&;. If this factor is rela-
tively small, the variation of the exponent {-2(d/E) ‘E - h‘ / h}
near the point E = & is also small. The peak is observable only
for h of the order of a few A. For larger exchange fields, the
peak is very difficult to observe since the energy-dependent pre-
factor of the exponent in Equation 21 decays as E~2 for E > A.

In what follows, we will examine the effect produced by both

spin-flip and spin—orbit scattering on the DOS features, mostly
focusing on the mini-gap and the DOS peak at E = . Unlike

1423



0.0 L

2 0 FE/A 2

Beilstein J. Nanotechnol. 2022, 13, 1418-1431.

2 0 ma 2

Figure 3: The evolution of the DOS plotted for increasing values of the SF interface transparency yg. Here, df = 0.5§;, the exchange field is h = 0.4A
(blue solid line), and h = 1.7A (black dotted line). (a) yg = 2, (b) Yyg = 5, (c) yg = 10, and (d) yg = 25.

previous results on this topic [84,85], we provide both numeri-
cal and analytical results for the DOS calculation. Although the
analytical expressions have a rather narrow range of applicabili-
ty such limiting cases are relevant for experiments.

Effect of scattering on the DOS features

Now we discuss the influence of the finite scattering rates on
the DOS features mentioned in the previous section. In this
paper we consider two cases of the junction transparency:
(i) intermediate interface transparency (yg = 1) and (ii) low
interface transparency (yg > 1). In both cases, we fix the thick-
ness of the F layer to dr= 0.5€. Focusing on these cases allows
us to discuss all major effects on the DOS features utilizing not
only numerical solutions of the problem but also some analyti-
cal results, which will be presented below.

Intermediate interface transparency (yg = 5)

Figure 4 depicts the DOS dependencies in the case of relatively
low interface transparency (yg = 5) in the presence of spin-flip
and spin—orbit scattering. It is clearly seen that the decrease of
the parallel magnetic scattering time leads to a smearing of the
split peaks with the gradual closing of the induced energy gap
(mini-gap) in the F layer (Figure 4a). The influence of the per-
pendicular magnetic scattering can be observed in Figure 4c.

While increasing the scattering rate o, tends to suppress the

split peaks, perpendicular magnetic scattering also moves the
peaks towards the Fermi energy destroying the mini-gap. This
can be explained in terms of the additional effective exchange
field in the system, which is due to non-zero perpendicular scat-
tering rates [84]. Summarizing the results of the calculations, it
is obvious that the magnetic scattering tends to destroy the
proximity-induced superconductivity in the F layer. Such an
effect becomes clear from a more detailed analysis of the
linearized Usadel equation (Equation 2) in the low-proximity
limit. In this case, the anomalous Green’s function is dependent
on the exchange field & and the magnetic scattering rates, which
apparently are pair breaking.

Figure 4b shows that a smaller spin—orbit scattering time leads
to the vanishing of the peak splitting in the subgap region. In
contrast, though the spin—orbit scattering destroys the double
peak structure due to an exchange field smearing them into one
peak, it does not produce a destructive effect on the mini-gap
magnitude (see below Figure 6b). This feature has been re-

ported previously [85].

Low interface transparency (yg = 50)
Now we focus on the limit of a highly resistive SF interface and
investigate the effects of a spin-dependent scattering. As ex-

pected, the influence of the adjacent superconducting layer on
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Figure 4: The DOS N¢(E) at the free boundary of the F layer in the SF bilayer in the presence of magnetic and spin—orbit scattering, calculated numer-
ically for different scattering times. The plots correspond to intermediate interface transparency yg = 5, h = 0.1A, and dr = 0.5&;. Plot (a) corresponds
to o, # 0: o = 0.01 (black solid line) and o, = 0.1 (red dashed line). Plot (b) corresponds to o, # 0: 0tgo = 0.05 (black solid line) and og, = 0.13 (red
dashed line). Plot (c) corresponds to ay = 0: o, = 0.2 (black solid line). The black dotted line represents NfE) in the absence of any scattering.

the DOS is rather limited due to low transparency of the inter-
face (Figure 5). It can be seen that the mini-gap is hardly recog-
nizable in the cases of both subgap values of 4 (Figure 5a,b) and
h > A (Figure 5c). From the plots, we can say that the finite
scattering rates suppress the DOS features in the case of low
interface transparency as well (Figure 5, solid and dashed lines).
Even the DOS peak at E = h is suppressed substantially
(Figure 5c). However, a closer examination shows that all the
scattering rates slightly differ in the way they modify the DOS

structure.

We would like to discuss the effect of scattering on the DOS
peak located at the exchange energy in more detail. As we have
mentioned above, one of the interesting features in the DOS of
the considered system is the peak at E = h (Figure 6a). In
Figure 6, we demonstrate the influence of different scattering

rates on the DOS peak at £ = & using the numerically obtained

results. The remaining parameters used for calculations here are
v = 50, q’f = O.Sif, and # = 1.5A. In Figure 6b, the plot for dif-
ferent values of a, is shown. It can be noticed that the uniaxial
magnetic scattering not only suppresses the peak but also
slightly shifts the DOS peak towards E = 0. The spin—orbit scat-
tering has a similar effect on the peak, though oy, has a stronger
effect on the peak height compared to a, as it can be noticed
from Figure 6¢. In both cases above, the DOS peak also smears
as any of the scattering rates increases. The effect of the perpen-

dicular magnetic scattering o, is indicated in Figure 6c.

Analytical result for the interfaces with low
transparency and qualitative picture

Here, we employ the analytical expression (Equation 20) ob-
tained in the limit of low proximity and thin F layer. Consid-
ering the problem in such limit makes it possible to use a simple

expression for the qualitative description of the corresponding

0.00 075 /4 150

06

E/A 12 090  F/4 135

Figure 5: The DOS N¢(E) at the free boundary of the F layer in the SF bilayer in the presence of magnetic scattering, calculated numerically for the
low-transparency interface with yg = 50. Plot (a) corresponds to o, # 0 and h = 0.4A: o, = 0.01 (black solid line) and o, = 0.1 (red dashed line). Plot
(b) corresponds to o, # 0 and h = 0.8A: a5, = 0.05 (black solid line) and o, = 0.1 (red dashed line). Plot (c) corresponds to oo # 0 and h = 1.5A:
aso = 0.05 (black solid line), ago = 0.1 (red dashed line). The black dotted line represents N¢(E) in the absence of any scattering.
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Figure 6: The peak at E = A in the DOS calculated numerically for three different h (a): h = 1.4A (black solid line), h = 1.6A (black dotted line), and

h =1.9A (red dashed line). The influence of different scatterings on the DOS peak at E = h in the SF structure. Here, yg = 50, df = 0.5&;, and the
exchange field is h = 1.5A for plots (b)—(d). In plots (b)—(d), the black dotted line represents the DOS calculated in the absence of any scattering. Plot
(b) corresponds to the case of nonzero o: o, = 0.05 (black solid line), o, = 0.1 (red dashed line), and o, = 0.2 (blue dash-dotted line). Plot (c) corre-
sponds to the case of nonzero oy 0o = 0.02 (black solid line), ag, = 0.06 (red dashed line), and o, = 0.15 (blue dash-dotted line). Plot (d) corre-
sponds to the case of nonzero ay: o, = 0.02 (black solid line), o, = 0.04 (red dashed line), and o, = 0.08 (blue dash-dotted line).

scattering effects on the DOS structure. It should not be
forgotten that the linearized solution of the form in Equation 20
is quite limited in its application. In our case, it is valid when
yg » 1 and dy < min(&, /D /h), which is true for yg = 50.
This tunneling limit is experimentally feasible. Thus, our result
could easily be applied.

In Figure 7, the DOS calculated analytically via Equation 20 is
illustrated. Here, we focus on the case of zero exchange field
h = 0 to investigate the impact of each type of scattering on the
mini-gap. We plot the analytically obtained DOS for the SN
case in the absence of any scattering for comparison (black
dotted line) as well. From the figure, one can see that the
spin—orbit scattering does not affect the DOS in any way
(Figure 7b). This effect has been shown before numerically in
[85]. In contrast, both nonzero types magnetic of scattering, o
and o, have a strong effect on the mini-gap, leading to its com-
plete vanishing at some value of o (Figure 7a,c).

Making comparisons with previous results [84,85], we can say

that there is a qualitative agreement in the DOS behavior. In the

case of large DOS variations and, especially, singularities, the
analytical model introduced above may fail. Nevertheless, we
can explain major features of N/(E) in the presence of a spin-de-
pendent scattering. Examining the linearized Usadel equations,
we can analyze the anomalous Green’s functions by studying
even-frequency spin-singlet (f; o< (6¢1 + 0, )/2) and odd-fre-
quency spin-triplet (f; «< (671 — 07, )/2) components. When
there is an F layer with a relatively high rate of parallel magnet-
ic scattering, we can simplify the linearized Usadel equation

and obtain

Rl

(22)
axz Tz

2
270
2

From this equation, we can find that 6¢1 =07, =0, leading to
supression of both the singlet and triplet components. In the
presence of large in-plane magnetic scattering a,, we obtain
0r1 = —0r1 , which leads to f; = 0, whereas the triplet compo-
nent f; is nonzero. This can be understood in a similar way from

the linearized Usadel equation
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Figure 7: The DOS calculated analytically in the limit of low proximity and thin adjacent normal metal layer h = 0 with: (a) finite uniaxial magnetic scat-
tering o, > 0 (0 = 0go = 0); (b) spin—orbit scattering s, > 0 (0, = 0.02 and o, = 0); and (c) magnetic scattering o, > 0 (o, = 0.02 and o, = 0). The
curves have been calculated for yg = 50 and dr = 0.5&;. In the plots, the blue solid line corresponds to o; = 0.02, the red dashed line corresponds to
a; = 0.05, and the black dash-dotted corresponds to o = 0.1, where i is the corresponding scattering rate. The faint black dotted line corresponds to

the analytical solution of Equation 17.
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Since the energy gap is defined by the singlet correlations, we
observe a detrimental effect of the in-plane scattering on the
mini-gap magnitude (Figure 7c). In contrast, in the limit of
strong spin—orbit scattering o, the Usadel equation in F layer
reads

2
D, 901

(24)
2 axz T

which results in 61 = 07|, causing strong suppression of the
triplet component and not the singlet one, which in turn
explains the robustness of the mini-gap (Figure 7b). It can be
demonstrated that the suppression of the triplet component due
to spin—orbit scattering can actually lead to the appearance of
the mini-gap at finite exchange fields /.

One of the possible ways of observing the DOS features is the
examination of the current—voltage characteristics. Utilizing the
Werthamer expression for the quasiparticle current in tunneling
junctions, we can calculate the -V curves for an SFIFS junc-
tion. The current then reads

1= JaE N (e N o () 1 (E-er) 1 (E)] )

Here, Ny »(E) is the density of states (DOS) in the correspond-
ing ferromagnetic layer at x = 0, f(E) = [1 + e&7]7! is the

Fermi-Dirac distribution function, and R = Rp is the resistance

across the FIF interface. Both densities of states Ny 7(E) are
normalized to their values in the normal state. The abovemen-
tioned effects of spin-dependent scattering have a direct influ-
ence on the current. Figure 8 demonstrates the current—voltage
characteristics of the SFIFS junction calculated in the presence
of parallel magnetic (Figure 8a), spin—orbit (Figure 8b), and
perpendicular magnetic scattering (Figure 8c). From the plots,
we can notice that while a magnetic scattering destroys the
mini-gap, the spin—orbit scattering slightly enhances it.

Finally, we compare the analytically derived and numerically
calculated DOS in the case of an SF junction with a thin F layer
and low-transparency interface. The corresponding result is
shown in Figure 9. We can observe a fairly good agreement be-
tween the numerical and the analytical calculations. As ex-
pected, the analytical expression in Equation 20 cannot describe
the features of NAE), which are relatively large in scale com-

pared to unity.

Conclusion

We have formulated a model that takes into account magnetic
and spin—orbit scattering processes in the framework of the
quasiclassical Green’s function approach in the diffusive limit.
Based on these equations, the local density of states has been
calculated numerically. Applying the developed numerical solu-
tion, we have studied some previously overlooked features such
as the influence of the scattering rates on the peak at E = h.
Moreover, we provide a relatively simple expression to calcu-
late the DOS analytically in the presence of magnetic scattering
o, for thin F layers. In addition, the analytic solution for the
anomalous Green’s function has been derived in the limit of low
proximity and a thin ferromagnetic layer. Based on this solu-
tion, we have been able to present analytical results for the DOS
taking into account all spin-dependent scattering. We have

demonstrated that the analytical result is in qualitative agree-
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Figure 8: Current—voltage characteristics of a SFIFS junction in the presence of a spin-dependent scattering. The plots correspond to intermediate
interface transparency yg = 5, h = 0.1A, and dr = 0.5&. Plot (a) corresponds to o = 0.1, plot (b) corresponds to o, = 0.13, and plot (c) corresponds to

oy = 0.2. The red dashed line represents the case of zero scattering.
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Figure 9: Comparison of the analytical result in the limit of low proximity and a thin adjacent ferromagnetic layer (black dashed line) with the DOS ob-
tained numerically (blue solid line) for two different values of exchange field h. The parameters are yg = 50 and df = 0.5&;. Plot (a): h = 0.2A and

O = Oy = Ogp = 0.02. Plot (b): h = 1.6A and o, = 0.02 and oo = 0 = 0.04.

ment with the numerical predictions, including previously
published findings.
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We analyze experimentally and theoretically mutual phase locking and electromagnetic interaction between two linear arrays with a

large number of Josephson junctions. Arrays with different separation, either on the same chip or on two separate substrates are

studied. We observe a large coherent gain, up to a factor of three, of emitted power from two simultaneously biased arrays, com-

pared to the sum of powers from two individually biased arrays. The phenomenon is attributed to the phase locking of junctions in

different arrays via a common electromagnetic field. Remarkably, the gain can exceed the factor of two expected for a simple

constructive interference of two oscillators. The larger gain is explained by an additional consequence of mutual interaction be-

tween two large arrays. Mutual phase locking of large arrays does not only result in constructive interference outside the arrays, but

also improved synchronization of junctions inside each array. Our conclusion is supported by numerical modelling.

Introduction

A Josephson junction (JJ) has the unique ability to transform an
applied constant voltage V into electromagnetic (EM) oscilla-
tions. The fundamental Josephson frequency, fj, is connected to
V via the ac-Josephson relation, Afj = 2eV, where # is the Planck
constant and e is the elementary charge. Josephson generation
occurs up to the superconducting gap voltage. Therefore, fj can

be up to about 1 THz for low-T JJs [1] and can reach tens of

terahertz for high-T; JJs [2,3]. Thus, a JJ has the potential to be
the basis of compact, continuous-wave and tunable terahertz
generators, which would facilitate solving the problem of
so-called “THz gap” [4].

A single JJ emits only a very small off-chip power, typically in

the picowatt range. To enhance it to a practical level of about
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1 mW, it is necessary to combine many equivalent junctions in
an array [5]. However, synchronization of a large number of ra-
diation sources is a serious electrodynamical problem. This
problem can be resolved for a group of JJs that extends in
subwavelength dimensions. Such a configuration is realized for
intrinsic JJs formed in a BiSCCO crystal where almost 700 JJs
are localized within 1 um [6]. The generation in a wide frequen-
cy range of 1-11 THz has been demonstrated from BiSCCO
mesas containing up to 250 JJs [2]. A maximal emission of
about 1 pW corresponds to in-phase cavity modes in the mesas,
indicating the coherent superradiant nature of the emission.

The arrays based on intrinsic JJs suffer from overheating, which
impedes a raise of radiation power. This problem manifests
considerably less in discrete JJ arrays. Modern lithographic
technologies allow for fabricating discrete JJs with dimensions
down to the sub-100 nm scale [7]. However, the size of very
large arrays with thousands of JJs may exceed the radiation
wavelength. For such superwavelength systems, delay effects
become dominant for synchronization. To reach the radiation
power maximum, JJs should be synchronized with the EM
mode excited within the resonator. Such large JJ arrays become
similar to a laser where the junctions play the role of atoms in
an active medium. The advantage of large JJ arrays working
similar to lasers is discussed in more detail in [8]. The resonator
can be a cavity of the JJs itself [2], an electrode with embedded
JJs [9], or the dielectric substrate on which the JJ array is

arranged [10].

Coherent superradiant amplification of emitted power is caused
by a constructive interference of EM fields from phase-locked
oscillators [11]. For two oscillators, the EM field in the far-field
maximally doubles. Hence, the superradiant power, propor-
tional to the square of the EM field, is at most four times larger
than that from a single oscillator. For incoherent emission from
two unlocked oscillators the power just adds up and is twice the
power from a single oscillator. Therefore, the total superradiant
power gain for two oscillators, defined as the ratio of coherent-
to-incoherent emission, is at most two. For N oscillators, the
supperradiant power increase is at most N2 times the power
from one oscillator and the superradiant gain factor is at most N.
For large N, this could greatly enhance the emitted power. This
is the main motivation for the development of Josephson oscil-
lators based on arrays with many JJs [2,3,6,9,10,12-15].

Resonant modes formed along five straight electrodes with
niobium JJs have been directly visualized recently using low-
temperature scanning laser microscopy [13]. The scans revealed
that the standing waves can provide the global coupling of all
junctions in the array, that is, extended parts of the array can

interact with each other. This generates the two-dimensional

Beilstein J. Nanotechnol. 2022, 13, 1445-1457.

resonant mode that should lead to the increased output power.
Therefore, along with the interaction between individual JJs,
there is also a mutual coupling between different arrays
(including JJs and electrodes) [14]. In the ideal case of two
perfectly phase-locked arrays with N JJs each, the total
superradiant power is proportional to 4N2, which is two times
larger than the sum of powers from two incoherent arrays.
Therefore, such arrays can be considered as individual oscilla-
tors, and the gain factor for two phase-locked arrays equals two.
Yet, the physics of inter-array coupling is much more compli-
cated. In reality, synchronization between junctions in each
array is not perfect due to the insufficient amplitude of the
resonant mode. In this case, resonant coupling of two arrays
may improve the state within each array. As we will show, this
could increase the gain factor well above a factor of two. The
goal of our work is to study inter-array coupling and its mani-
festations.

In this work we study the interaction between two linear arrays
of Nb/NbSi/Nb JJs. The arrays have a single-line geometry with
332 or 380 JJs embedded in a straight electrode. We analyze the
mutual interaction between two independently biased arrays
oriented parallel to each other. First, we study arrays on the
same chip for different distances of 4 and 238 um between
them. Then, we consider two arrays on different chips, stacked
on top of each other. We perform simultaneously the measure-
ment of current—voltage characteristic (IVC) and bolometric
analysis of the emitted radiation. In all cases, we observe clear
signatures of inter-array interaction. They occur when both
arrays are biased at the same voltage and oscillate at the same
frequency, coinciding with one of the cavity modes in the array
electrodes. This leads to a profound enhancement of resonant
step amplitudes in the IVCs of the arrays, indicating that the
state of one array is strongly affected by oscillations in another
array. The inter-array coupling is manifested by a significant
amplification of emitted power with a gain factor of up to three.
It is well above the factor of two expected in the simple case of
bare coherent superposition of oscillations. This result points
out that phase locking of oscillations in the two arrays not only
leads to coherent amplification of radiation. It also can improve
the synchronization inside each array. The latter effect removes
the limit of two for the gain factor. Finally, for better under-
standing, we performed numerical simulations of the inner dy-
namics for two interacting arrays. Our simulations confirm that
two arrays can be phase-locked by a common EM field. They
also provide estimation of the resulting superradiant gain.
The performed experimental investigations and numerical
calculations can give new ideas about the design of discrete JJ
arrays that would provide more effective synchronization of JJs
in order to get an output power sufficient for practical applica-

tions.
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Experimental
Samples

We study samples containing one or several straight strips with
embedded Nb/NbSi/Nb overlap JJs connected in series. The
samples were fabricated by Oliver Kieler (Braunschweig,
Germany) and were measured in AlbaNova University Center
(Stockholm, Sweden). The fabrication is a self-aligning process
using e-beam lithography and reactive ion etching [16,17]. Sim-
ilar arrays were studied earlier in [9,12,13], where additional

information about sample characterization can be found.

Figure 1a,b shows the layout of “sample-1". It has been fabri-
cated on a 1 x 1 cm? silicon substrate with the thickness 0.38
mm. It contains three closely located straight strips with a sepa-
ration of only 4 um. Each strip has the length L = 5 mm and the
width w = 14 um and contains 332 JJs distributed uniformly
along the strip. The junction area is 8 x 8 um2. Contact elec-
trodes are connected to each strip, allowing for independent
biasing of each of these three arrays. Below, we will analyze the
interaction between the leftmost “array-a” biased with a vari-
able dc current and “array-b” in the middle biased with a fixed

current (Figure 1b).

Figure 1c shows the layout of “sample-2”. It has a significantly
larger separation of 238 um between the adjacent linear arrays.
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In total, it contains 17 similar lines with 380 JJs and a total
length of L = 5.7 mm. The junction area is 6 x 6 pmZ. Below,
we will show data for the case when the rightmost “array-a” is
biased with a variable dc current and the nearby “array-b” is
biased with a fixed current.

Sample-1 and sample-2 were used for on-chip analysis where
two linear arrays are placed on the same substrate. We also
present data for off-chip synchronization. To this end, two

linear arrays were stacked on top of each other.

Radiation detection

An InSb bolometer is used for the detection of Josephson radia-
tion. The detector and measurement procedure are the same as
described in [9,12], where additional information can be found.
The bolometer is based on a high-purity n-doped InSb crystal
with dimension of 2-3 mm, which is placed approximately
0.5 cm above the array. The absorbed radiation causes an
increase of charge carriers in the conduction band and leads to a
decrease of the dc voltage at a fixed bias current. Therefore, we
take the negative change of the dc voltage of the bolometer AU
as a measure of the absorbed power, that is, AU = Uy — U > 0
where Uy and U are the voltages on the crystal in absence and
in presence of the radiation, respectively. All measurements
were performed in a liquid helium dewar at a temperatures

(€)

Vol Vool

] ][ o] [ ]

@E a
B
g
i 1 mm
Vasla

Vb/ /b

Figure 1: (a) Geometry of sample-1 with 332 JJs in each of the three linear arrays. (b) Two enlarged fragments of sample-1. Red squares represent
the JJs, which are between the top (orange rectangles) and the bottom (partly covered blue rectangles) niobium electrodes. (c) Geometry of the right
part of sample-2 with 380 JJs in each linear array. In the measurements with either of the samples, the outer array-a was biased by a sweep current
(Va, I3) while the adjacent inner array-b was biased at fixed voltage V}, and current I, by another current source. The points of source connections are

depicted schematically.
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T 2 4.2 K both for the samples and the detector. The calibrated
responsivity of the detector at this temperature was estimated as
=300 V/W.

Results

Figure 2a shows the individually measured IVCs of array-a and
array-b of sample-1 (Figure 1a,b). The critical current in both
arrays is I, = 2.0-2.1 mA and the characteristic frequency, esti-
mated within the resistively shunted junction (RSJ) model, is in
the range of f, ~ 100-120 GHz. Figure 2b shows similar data
for sample-2. Here, for both arrays, I, = 2.9 mA and
fe ~ 80-100 GHz. Although the area of junctions in sample-2 is
smaller, the critical current is slightly larger than in sample-1
due to higher doping of the NbSi interlayers. Note that the
abrupt transition from a superconductive to a resistive state ob-
served in all IVCs is typical for niobium junctions with medi-
um doping Si interlayer $11% [18].

Resonant steps at similar voltages are observed for both pairs of
arrays. As shown earlier [9,13], they are caused by standing
wave (cavity mode) resonances in the whole length of strips of
JJs. However, for both samples the steps are more pronounced
in the inner array-b than in the outer array-a. Presumably, this is
due to a more beneficial EM environment for the inner strip,
which has two adjacent strips on both sides operating as addi-

tional single-strip line resonators (see Figure 1).

In Figure 2a, we marked bias points 1-8 in array-b, at which
detailed measurements are reported below for sample-1. Using
the value of EM wave speed along a single-strip line obtained in
[13], we can estimate the corresponding numbers of cavity

modes m = 11-18. Similarly, bias points 1-10 in Figure 2b are
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used for analysis of sample-2. According to our estimation, they

correspond to numbers of cavity modes m = 10-19.

Synchronization of two arrays on the same
chip

In this work, we aim to study the EM interaction between two
independently biased arrays. For the on-chip measurement, the
bias current in the outer array-a I, was varied while the middle/
inner array-b was biased at fixed values of current [, = const.
All other arrays remain unbiased and, therefore, inactive. Thus,
we measure the dc voltage of array-b V} and the full
IVC of array-a V,(I,). Simultaneously, the radiation signal
AUyp(V,, Vy) is detected. The dc bias point of array-b (I, Vp) is
chosen at one of the resonant steps. These points are marked by

numbers in the IVCs of Figure 2.

Synchronization of closely spaced arrays (sample-1)
We start with sample-1, which has the shorter separation be-
tween the strips. Figure 3a shows two IVCs of array-a. The
green IVC is measured with a passive array-b, V, = 0, and
the red is measured with a fixed bias I, = 2.98 mA and
Vi = 123 mV, corresponding to the bias point 5 in Figure 2a.
The inset shows a close-up of the voltage range V, ~ V},, which
demonstrates that oscillations in array-b lead to a pronounced
enhancement of the resonant step in array-a at V, = V, while
other steps are practically unaffected. The differential
resistance in the center of this step Ry decreases by a factor of
four, from Ry = 16 Q to Ry = 4 Q. Since the step amplitude
reflects (approximately proportionally) the amplitude of the
EM field in the cavity mode, this clearly demonstrates that
the active array-b amplifies the EM oscillation amplitude in

array-a under the condition V, = V},. This means almost exact

£, (GHz)
80 100

( ) 0 20 40 60 120 140 160 180
L L L L

T T
80 120

Va,b (mV)

Figure 2: IVCs of outer array-a (rigth axis) and adjacent inner array-b (left axis) of sample-1 (a) and sample-2 (b). The enumerated points correspond
to the biasing of the inner array with currents of I, = 2.31 (1), 2.44 (2), 2.55 (3), 2.73 (4), 2.98 (5), 3.14 (6), 3.38 (7), and 3.56 mA (8) for sample-1 (a)
and with currents of I, = 2.94 (1), 3 (2), 3.06 (3), 3.17 (4), 3.28 (5), 3.39 (6), 3.51 (7), 3.65 (8), 3.8 (9), and 3.96 mA (10) for sample-2 (b). The case of

biasing at the indicated point 5 in panel (a) is discussed in Figure 3a,b.
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Figure 3: (a, b) IVCs of the outer array-a in sample-1 (a) and corresponding bolometer signal (b) when the inner array-b is unbiased (curves 0) and
biased at I, = 2.98 mA, V}, = 123 mV, which corresponds to point 5 indicated in Figure 2a (curves 5). The inset in panel (a) shows an enlarged frag-
ment of the IVCs at V, ~ V|, with the current step, which becomes greater and more distinct due to the EM interaction between the two arrays. The
value AUy, in panel (b) is the radiation signal derived from array-b at unbiased array-a. (c, d) The data set for the IVCs of the outer array-a (c) and for
the bolometer signal (d). Curves 0 are derived at an unbiased inner array-b while curves 1-8 correspond to the biasing of array-b at the points indicat-
ed in Figure 2a. The curves 1-8 are the fragments of IVCs and bolometer signals in the ranges where significant changes relative to the curves 0 are

observed.

equality of the mean Josephson frequencies averaged over all
JIs f, = fy = 179 GHz, which is the necessary condition for
phase locking.

In Figure 3b, we present results of the radiation detection
measured simultaneously with the IVCs in Figure 3a. The lower
green curve shows the detector signal AU,(V,, Vy, =0) as a
function of the voltage V, in array-a, for the unbiased array-b,
Vi = 0. It represents the emission power solely from array-a.
The upper red curve shows similar data, AU,,(V,, V), when
array-b is biased to the point 5 in Figure 2a. It is seen that here
AUyp(V,=0) =0.07 mV. This signal offset represents the emis-
sion AUp(Vy) from array-b alone. It can be seen that the shapes
of the two curves in Figure 3b are quite similar. At almost all
V,, they simply differ by a constant offset, AU,(V,, V}, = const)
= AU,(Vy, Vp = 0) + AUK(V, = 0, V}, = const), as indicated by
the dashed horizontal line. This implies that, usually, the powers
from the two arrays simply add up, which is typical for the
incoherent state. However, a remarkable peak is observed when
the voltages of the two arrays practically coincide,
Va = Vp =123 mV. At this point, AUy, (V, = Vp) = 0.34 mV,

which is 2.4 times larger than the sum of individual arrays

AU,(Vp) + AUp(Vp) = 2AU(Vp) = 0.14 mV. To quantify this
effect, we consider the gain factor

_ AUy (Ve V)

AU, (V. =0)+ AU, (V, =0,1,)
_ AUy (M7)

20U, (V,, Wy =0)’

g
ey

which describes the coherent superradiant amplification of the
radiation power.

In Figure 3c,d, we show a similar analysis for all explored bias
points in array-b. Figure 3c shows the IVC of array-a I,(V,)
without bias in array-b (green line) and portions of the IVCs at
bias points 1-8 of array-b indicated in Figure 2a (red and blue
curves). Here, we show eight fragments of separately measured
IVCs close to the condition of phase locking V, ~ Vj,. It can be
seen that at all bias points, V}, a strong enhancement of the
resonant step in array-a occurs compared to the case without

bias, Vy, = 0. This is particularly clear for higher bias points 7
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and 8, for which the steps without bias in array-b are barely

visible, but with bias they are well developed.

Figure 3d shows the detector response AU,(V,, V) measured si-
multaneously with the IVCs from Figure 3c. The lower green
curve is measured at an unbiased array-b. The upper red/blue
curves correspond to bias points 1-8 in array-b (Figure 2a). At
low bias, bias points 1-3, we observe a multimode excitation,
that is, some gain occurs even at modes adjacent to V. At
higher bias, single mode amplification takes place, as for the

Beilstein J. Nanotechnol. 2022, 13, 1445-1457.

bias point 5 discussed above (Figure 3b). The gain factors for
all eight bias points are given in Table 1. The highest gain is ob-
served at point 7 with g =2.9.

Synchronization of more distant arrays (sample-2)

Next, we consider sample-2 with significantly larger separation
between the arrays, namely 238 um. Figure 4a shows IVCs of
the outer array-a. The green curve shows the result without bias
in the inner array-b. The blue and red curves show results with

bias at points 1-10 indicated in Figure 2b. Comparable to sam-

Table 1: Gain factor from the interaction of outer and inner arrays in sample-1.

No. of step/bias point 1 2 3
Ip, mA 2.31 2.44 2.55
f), GHz 127.5 140.7 153.2
g 1.8 1.9 1.9

(@)

4 5 6 7 8
2.73 2.98 3.14 3.38 3.56
163.7 178.4 189.2 202.9 213.8

1.6 2.3 21 2.9 25

b)

0.8 1
AUqp —AUp

(mV) 0.6+

Figure 4: The data set for the IVCs of the outer array-a in sample-2 (a) and for the corresponding bolometer signal (b). Curves 0 are derived at unbi-
ased inner array-b while curves 1-10 correspond to biasing of this array to the points indicated in Figure 2b. The curves 1-10 are the fragments of
IVCs and bolometer signals in the ranges where significant changes relative to the curves 0 are observed. The value AUy, in panel (b) is the radiation

signal derived from array-b at unbiased array-a.
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Table 2: Gain factor from the interaction of outer and inner arrays in sample-2.

No. of step 1 2 3 4
Ip, mA 2.94 3 3.06 3.17
f), GHz 97.9 106.8 115.6 124.9
g 15 1.8 1.8 1.9

ple-1, Figure 3c, we also can see a significant enhancement of
steps in the array at V, = V},. Figure 4b shows the detector
response measured simultaneously with the IVCs from
Figure 4a. A significant enhancement of emission occurs practi-
cally under the condition of phase locking, V, = V. The corre-
sponding gain factors are listed in Table 2. They are only
slightly smaller than those for sample-1, indicating that the
inter-array coupling is not a short-range phenomenon.

Off-chip synchronization

The third series of measurements was performed using arrays at
two different substrates. The substrates were stacked on top of
each other, as sketched in Figure 5a. To facilitate access to the
contact pads of the bottom array, the substrate of the top array
was trimmed to a width of about 3 mm. The arrays are similar

Iy (mA)

0 20 40 60 80 100
Vg (mV)

5 6 7 8 9 10
3.28 3.39 3.51 3.65 3.8 3.96
134.1 143.0 151.5 160.2 168.9 177.4

1.8 2.0 1.6 1.9 2.0 2.6

to those in sample-1, but with a different shape of connecting
electrodes (cf. Figure 1a,b and Figure 5a), which does not influ-
ence the measurements. The distance between two arrays is
approximately equal to the thickness of substrate plus the glue
layer and, possibly, a slight misalignment in the lateral direc-
tion. Overall, it is about 0.4 mm through the silicon substrate.
During measurements, the bottom array-a is biased with a vari-
able dc current and the top array-b is biased with a fixed cur-
rent. To obtain the most prominent effect, we slightly increased
the temperature of the stack to 7 = 4.4 K by placing it above the
surface of liquid helium.

Figure 5b shows the IVC of the individually biased top array-b
together with the simultaneously measured detector signal.
The IVC has the characteristic parameters /. = 2.1 mA and

Figure 5: (a) View of the measurement scheme with two JJ arrays on different substrates formed in a stack. Each array is a straight strip with

332 JJs. In the measurements, bottom array-a was biased by a sweep current (Vj, /) while top array-b was constantly biased (Vy, /) by another cur-
rent source. Above the stack is the InSb bolometer, in which the signal AU caused by the Josephson radiation from the arrays is measured. (b) IVC of
array-b (left axis) and corresponding bolometer signal (right axis) when array-a is unbiased. The inset shows the enlarged fragment of the IVC with
some weak current step where the indicated bias point I, = 2.34 mA, V|, = 84 mV was chosen for the measurement with two biased arrays. (c, d) IVC
of the bottom strip (c) and bolometer signal (d) when array-b is unbiased (curves 0) or biased at the point Vy, Iy, (curves 1). The inset in panel (c)
shows the enlarged fragment of IVCs at V, ~ V}, with the weak current step that appears due to the EM interaction between two strips. The value AUy
in panel (d) is the radiation signal derived from array-b at unbiased array-a.
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fe =120 GHz. The maximum radiation signal AUy, =0.11 mV is
observed at I, = 2.34 mA, V,, = 84 mV, which corresponds to
the mean Josephson frequency fb = 121 GHz. At this bias
point, a weak current step is observed (Figure 5b, inset), which
actually is the only one in the whole IVC curve. This bias point
is chosen for the subsequent measurements.

In Figure 5c, the green curve represents the individual IVC of
array-a without bias in array-b. The red curve shows the part of
IVC with bias in array-b at the maximum emission point 1 indi-
cated in the inset in Figure 5b. This IVC has I, = 1.9 mA and
fc = 100 GHz, which are close to the values for array-b.
Figure 5d shows the simultaneously measured detector signal.
The lower green curve represents the emission signal from the
individual array-a, AU,(V,, Vp = 0). Note that it has a clearly
different shape compared to AUp(V, = 0, V}) shown in
Figure 5b. The upper red curve represents the combined emis-
sion, AU,,(V,, V). The general behavior is quite similar to that
found in the on-chip experiments. A sharp peak is revealed
under the condition of phase locking, V, = Vy, with
AU,p = 0.28 mV. It is considerably larger than the sum
AU, + AUy = 0.17 mV. The gain factor is g = 1.7. Note that, in
contrast to on-chip measurements, AU, # AUy, which can
depend on the difference in position of the two arrays with

Josephson

Inductance  junctions

(@)

:ower Perfectly

conducting wire

Substrate

Beilstein J. Nanotechnol. 2022, 13, 1445-1457.

respect to the detector, different geometries of substrates and
connecting electrodes, and the stacking arrangement of the sam-

ples.

The obtained results show that the coupling between JJ arrays
can be realized due to EM waves propagating inside the sub-
strate. Note that the distance between the arrays is close to the
half wavelength in the substrate, Agj/2 = c/(2f\/g) (esi=11.9
is the dielectric permittivity of silicon). Under this condition,
the fundamental resonant mode can be excited in the substrate
between the arrays. This condition is beneficial for inter-array
coupling.

Numerical Calculations

The experimental results presented above show that phase
locking of two large JJ arrays is a complex phenomenon, which
cannot be reduced to a simple constructive interference of two
independent sources. For a better understanding of the phase
locking dynamics, we perform numerical modelling. Figure 6a
demonstrates the general view of the considered model for
on-chip synchronization. It contains two identical JJ arrays
arranged on a common substrate with a dielectric permittivity of
e = 12, close to that of silicon. The lateral dimensions of the
substrate are 2 X 0.6 mm while the thickness is 0.3 mm. We

(b) -

185 190 195 200 205
1 1 1 1 1

4.2

038

Ip (MA)
Pp (1W)

38 39 40 41 2 43
Vp (mV)
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a
N
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402 +
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sequence number of JJ

- T T - T
38 39 40 41 2 83
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Figure 6: (a) The simulated scheme consisting of two identical JJ arrays on a common substrate. Each array has the form of a line containing

100 JJs. The dimensions of the substrate (x x y x z) are 2.0 x 0.6 x 0.3 mm, and its dielectric permittivity is € = 12. The inductances have the value
100 pH while the internal resistance of the power supplies is 90 Q. The junctions are described in the RSJ model [20] with parameters I = 2.5 mA,
R, =0.1Q, and B =2. (b) The IVC (left axis) and radiation power (right axis) of array-b when array-a is unbiased. The radiation power reaches the
maximum at point 1, which corresponds to the electromotive force &, = 398 mV. Point 2 is taken for the analysis in Figure 7a,b. (c) The IVC (left axis)
and radiation power (right axis) of array-a when array-b is biased at &, . At the indicated bias point 1 the radiation power reaches the maximum.

(d) Distribution of the dc voltage in the JJs along array-b when array-a is unbiased (green solid line with circles) and along array-b (blue dashed line
with squares) and array-a (red dot line with diamonds) when array-a is biased at the bias point 1 indicated in panel (c). In all cases, array-b is biased

at point 1 in panel (b).
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chose such a narrow substrate to avoid excitation of transverse
resonant modes inside the substrate. The substrate is surrounded
by vacuum, which is terminated by a perfectly matched layer
(PML) to cancel back reflection. The PML conditions, in fact,
simulate the walls in an anechoic chamber [19].

The circuit of each JJ array has the form of a rectangle with
L = 1.8 mm in length and 0.2 mm in width (Figure 6a). The
long side close to the center of substrate contains N = 100 IJs
and two identical inductances at the ends. They are needed to
electromagnetically decouple the lines with junctions from
other parts of the circuits. A power supply of each circuit is lo-
cated in the middle of the opposite long side. All lumped ele-
ments are connected by ideal conductors located at the edges of

mesh. The gap between two arrays is 0.1 mm.

The JJs are described by the RSJ model [20]. The correspond-
ing equations of junction dynamics are solved self-consistently
with Maxwell equations, which are calculated by the finite-
difference time-domain (FDTD) method [21], as described in
[8,12,22]. We used the following junction parameters:
I. = 2.5 mA, normal resistance R, = 0.1 Q, and McCumber pa-
rameter = 2. These parameters are consistent with experimen-
tal data for Nb/NbSi/Nb junctions (Figure 2, Figure 5b,c). The
inductances are equal to 100 pH while the internal resistance of
the power supplies has the value of 90 Q. The latter allows for
measurements of IVCs close to the regime of constant bias cur-
rent. However, the electromotive force of the power supply £
is, in fact, the primary source of biasing. The algorithm of the
numerical calculations allows one to obtain both transport and
radiation characteristics of the lines with JJs. A more detailed
description of the model and the calculation procedure can be
found in [8,22].

Figure 6b shows a part of the IVC of array-b and the corre-
sponding dependence of the radiation power P(V}) for an
inactive array-a. The power P is calculated by integration of
the radiation pattern at the specific frequencies where the
maximum in the spectrum of the ac current averaged over
the JJs is observed [22]. This and subsequent simulations are
performed for an upward bias sweep in a range of V that is
1.5-1.7 larger than the characteristic voltage V. = I.R,N =
25 mV. As seen from Figure 6b, in this range the form of the
IVC is close to a straight line excluding the range
V = 40-41 mV, where a current step is observed. The step
amplitude is Al = 0.08 mA, and the lowest differential resis-
tance is Rq = 2.8 Q. The radiation power increases abruptly at
the step and reaches the maximal value Py, = 0.32 pW at
Vb = 40.06 mV, corresponding to an averaged Josephson fre-
quency of ﬂ = 193.7 GHz. The indicated value V}, corresponds
to the electromotive force of the power supply &, = 398 mV.

Beilstein J. Nanotechnol. 2022, 13, 1445-1457.

Array-b was then constantly biased at &, for the subsequent

analysis of inter-array coupling.

The results of the simulation with two biased arrays are repre-
sented in Figure 6¢. They show the calculated IVC of array-a at
constantly biased array-b as well as the calculated radiation
power. It can be seen that, similar to the experimental observa-
tions (Figure 3a,c, Figure 4a, and Figure 5c), the step in the IVC
becomes more pronounced compared to the previous simula-
tions in Figure 6b. The amplitude has doubled, A/ = 0.17 mA,
and the differential resistance decreased by nearly 5.5 times.
The total emitted power P,u(V,, Vp) has a nonzero offset
P,p(V, =0, V) = 0.32 uW, corresponding to the power of the
individually biased array-b. The maximum total power of
P, = 1.32 uW is observed at V, = 40.19 mV (point 1 in
Figure 6¢). The gain factor is g = 2.1. This value is consistent
with the experimental values reported in Table 1 and Table 2.

Figure 6d shows the distribution of the average dc voltage on
the JJs for both simulations. The green line is are for the indi-
vidually biased array-b and the red/blue line is for the collec-
tively biased array-a and array-b. Here, we can clearly see a
signature of standing waves along the arrays. We can see eight
flat regions with almost equal junction voltages and frequen-
cies f7 =193.3 GHz. These junctions are in the antinodes of
the cavity mode and are synchronized by the EM field of the

standing wave oscillating at the frequency f; .

The junctions located at the nodes of the resonant mode are
asynchronous. This means that their Josephson frequencies f7'
differ from the radiation frequency f7, actually ff > f7. A
similar pattern was obtained in [8], but that inequality was
opposite, that is, f{* < f7. As follows from [8], the latter rela-
tion occurs at f « 1. The small value of  also establishes the
inverted shape of current steps in the IVC compared to that
shown in Figure 6b,c. It can be shown in the same manner as in
[8] that the relation between fj of synchronous and asynchro-
nous junctions as well as the shape of current steps changes to
the opposite at > 1. Also note that the difference of asynchro-
nous regions for array-a and array-b, which is clearly seen in
Figure 6d, is caused by the different biasing sequences and the
corresponding history-dependent dynamics.

Discussion

Our experimental data and numerical simulations demonstrate
that large JJ arrays can be effectively coupled to each other, re-
sulting in a coherent superradiant enhancement of the emission
power. The amplification is observed in the frequency range of
100-200 GHz, both for arrays on a common substrate and for
arrays on different substrates formed in a stack. We explain

this effect by the interaction between JJ arrays via an EM field.
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This field is excited along the surface of the substrate as well as
inside the substrate. The amplification tends to grow with an
increase of the frequency although the overall radiation power
decreases. Similar results were obtained for Bi,SroCaCuyOgyy
mesa structures in [14,15]. In [14], three simultaneously biased
mesas emit a high power of 610 uyW while each mesa alone
emits a maximum of 120 uW. Following our terminology, this
corresponds to a gain factor of g = 1.7. In [15], the interaction
between two mesas has been revealed via the study of polariza-
tion of EM emission. Similar to the present work, the obtained
data allows one to conclude that such intrinsic JJ arrays have a
mutual coupling through the common substrate.

As described in the Introduction, the simple constructive inter-
ference of two oscillators, be it single JJs [23] or arrays, should
result in a gain of g < 2. However, in this work, we observe
also significantly larger gains. Although this clearly indicates
that coherent emission from both arrays takes place, it also indi-
cates that additional more complex phenomena are involved.
The clue to understanding is provided by the inset in Figure 3a,
which demonstrates that phase locking of the two arrays leads
to enhancement of the oscillation amplitude in array-a. From
Figure 2, we observe that resonant steps in individually biased
arrays are more pronounced in the inner array-b than in the
outer array-a. At higher bias, steps in array-a are almost invis-
ible. Let us suppose that, initially, only array-b is synchronized
at the cavity mode and emits radiation while array-a is not
synchronized and, therefore, practically not emitting. In this
case, if inter-array coupling totally synchronizes array-a, then
the gain factor would become four. This explanation is consis-
tent with the observation that g > 2 is observed for higher steps
(Table 1 and Table 2), which are less pronounced in the individ-
ually biased array-a. This is also confirmed by numerical simu-
lations where we also observed g > 2. Therefore, the gain is
caused both by the coherent superradiant effect and by the en-
hancement of the oscillating EM field in each array. The latter
is an additional factor that explains why/how the gain factor
could be larger than two. The key is that, in our case, the inter-
action takes place between large arrays with many oscillating
junctions. This is a much more complex phenomenon than
locking of two oscillators. Here, a mutual synchronization of
the two arrays assists also in better internal synchronization
within each of the arrays.

The simulated voltage profile in Figure 6d clearly indicates that
the cavity mode is playing a decisive role for synchronization of
the array. Junctions in the antinodal regions are phase-locked by
the driving EM field of the cavity mode. In the nodal regions,
the driving force is very small, and, therefore, JJs are unsyn-
chronized there. These asynchronous nodal regions make a

vanishingly small contribution to the radiation power (see
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Appendix). Therefore, the overall emission spectrum remains
very sharp and is practically not influenced by the voltage/fre-
quency deviation at nodal JJs. In fact, it is the cavity mode in
the electrode, rather than individual junctions, that is causing
the emission. The role of the JJs is just to excite and pump
energy into the mode.

We have observed similar coherent gains for the on-chip case
with small, 4 uym (sample-1), and significantly larger, 238 um
(sample-2), separation between the arrays as well as for off-chip
measurements on different chips with even larger separation
~400 pm. This demonstrates that arrays can effectively interact
at a fairly long range. It would be interesting to study in more
detail how the amplification depends on the separation between
arrays. We have already access to a suitable Nb array consisting
of several subarrays with different distances between each.
Hence, the corresponding measurements may be carried out in
close future.

In the simulations, we see the same effect of amplification for
the total power radiated by JJ arrays at frequencies near
190 GHz. The amplification is comparable to that from the
measurements. We present in the Appendix the distribution of
power generated by each junction and of the phase shift be-
tween ac voltage and ac current. This analysis gives a visual
pattern of the considered effect of amplification as well as of

the synchronization of JJs.

Conclusion

We explored experimentally and numerically the EM interac-
tion between large JJ arrays containing more than 300 JJs and
having superwavelength dimensions. The studied Nb/NbSi/Nb
JJ arrays exhibit strong cavity mode resonances, caused by the
formation of standing waves along the whole length of the array
[13]. We observed mutual coupling between the arrays both on
the same chip and on different chips and at different separa-
tions between the arrays. We reported significant coherent
amplification of radiation emission when both arrays are
brought to the same cavity mode resonance. A coherent gain
factor, that is, the ratio of the joint emission power from the two
arrays to the sum of powers from individually biased arrays, as
large as 2.9 was observed. This is well beyond the limit of two,
characteristic for the bare constructive interference of two oscil-
lators. The large gain factor indicates that additional effects are
taking place. The key is that, in our case, the interaction takes
place between large arrays with many oscillating junctions. This
is a much more complex phenomenon than locking of two oscil-
lators. Here, a mutual synchronization of the two arrays assists
also in better internal synchronization within each of the arrays.
This facilitates gains larger than two. This conclusion has been

supported by the performed numerical simulations.
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Finally, we note that the effect of coherent amplification of ra-
diation from several coupled JJ arrays depends on a number of
geometrical factors and material parameters. Those should be
accounted for in the design and fabrication of large JJ arrays.
Proper design, in which this effect is maximally manifested,
allows for increasing the output radiation power, which will
facilitate the implementation of JJ arrays in practical applica-
tions.

Appendix: Additional Information about
Numerical Simulations

The numerical algorithm allows for calculating also the energy
parameters for all JJs that can facilitate the study of synchro-
nization of junctions in the arrays (Figure 6a). We can define
the work of the n-th JJ under an EM field per unit time, or the
-V, /2><cos<pn,
where ¢, is the phase shift between /, and V,,, that is,

generated power, as P, = —Re( inV: )2 =

Oy = arg(fn) - arg(Vn). As well as for the radiation power P,
these amplitudes are taken at the frequency corresponding to the
. N |7
maximum of Z _ ‘In‘.
n=1

As seen from Figure 7a, if array-a is inactive and array-b is
biased to the point 2 in Figure 6b, out of the current step, then
P, is distributed along array-b rather chaotically taking values
of both signs. Almost half of the junctions have a negative sign
of P,. This means that the field does a positive work under
these junctions. Hence, these junctions operate as consumers,
not as generators. The total generated power in the array is only
P= ZLVZIP” = 0.3 nW. As seen from Figure 6b the radiation
power in point 2 is also practically zero on the scale of
microwatts. The phase shift ¢,, also has a chaotic character

taking values in a wide range (Figure 7b). For 77 junctions, @,
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ranges from 180° to 360°. Thus, the differential impedance Z of

most of the junctions acquires a capacitive character.

When array-b is biased within the current step, and array-a is
inactive (point 1 in Figure 6b), the distributions P, and ¢,, along
array-b become structured. As seen from Figure 7c,d, they have
an oscillation form similar to the distribution of the dc voltage
in JJs (Figure 6d). Therefore, P, and ¢,, exhibit, here, the reso-
nant mode excited in the array. As seen from Figure 7c, the
junctions in the nodes do a significantly smaller work under the
field compared to the junctions in the antinodes, which generate
a power of P,, = 4-6 nW. Regarding the phase shift, the junc-
tions in the antinodes have ¢, 2 180° (Figure 7d), which is
characteristic for a generator with small capacitance. However,
when moving towards the nodes, ¢, decreases down to
110-120°, that is, the differential impedance Z of the JJs

acquires an inductive character.

Similar patterns of P, and ¢, are observed for both arrays when
array-b is biased within the current step (point 1 in Figure 6c).
However, the junctions in the antinodes of the resonant mode
now generate a larger power: P, = 7-9 nW for array-b and
P, =9-11 nW for array-a (Figure 7c). Moreover, the range of
junctions that do a large work under the field slightly widens in
each antinode. This is in agreement with the conclusion made
from the radiative analysis about the amplification of Josephson
radiation when two arrays are biased (Figure 6b,c). Each array
does a larger work under the field when two arrays are simulta-
neously biased compared to the case in which only one array is
active. Calculating the total generated power P for all three
cases in Figure 7c, we obtain 0.4 yW from array-b with inac-
tive array-a and 1.35 uyW from the arrays when they are both
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Figure 7: (a, b) Distribution of work of JJs under the EM field (a) and of the phase shift between ac voltage and ac current in the junctions (b) along
array-b when array-a is unbiased, and when array-b is out of the current step (point 2 in Figure 6b). (c, d) Distribution of work of JJs under the EM
field (c) and of the phase shift between ac voltage and ac current in the junctions (d) along array-b when array-a is unbiased (green solid line with
circles) and along array-b (blue dashed line with squares) and array-a (red dot line with diamonds) when array-a is biased. The bias points for the

arrays are within the current steps of the IVCs (points 1 in Figure 6b,c).
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biased. These values are slightly less than those of the radiation
power Py, and P,y (Figure 6b,c) calculated by the integration of
radiation pattern. This decrease can be caused by dissipations of
the radiation in the active loads of the power supplies
(Figure 6a).

The phase shift @, in the arrays undergoes slight changes when
two arrays are biased instead of one (Figure 7d). In each
antinode of the mode of array-b, ¢, has two local maxima
instead of one with the widening of range where ¢,, 2 180°. For
array-a, the phase shift in the antinodes decreases to
¢, = 160-170°, that is, Z of the effectively generating JJs
acquires an inductive character.

Keep in mind that /,, is determined by the resonant mode. Thus,
it has an equal oscillation frequency throughout each array [8].
Moreover, when the active arrays are coupled, the common
resonant mode is formed. Therefore, the data presented in
Figure 6d and Figure 7c,d allow one to conclude that the JJs in
antinodes of the resonant mode become phase-locked via the
common EM field. Such phase locking is fully constructive,
that is, all junctions in the antinodes do a positive work under
the field. This is what essentially provides the amplification of
the Josephson radiation. The present conclusion is in accor-
dance with the data of direct visualisation of the modes
presented in [13], in which the global synchronization of the

whole JJ array was indicated.
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Poly(diphenylene phthalide) (PDP) belongs to the class of carbocyclic organic electroactive polymers, which exhibits electric

conductive properties when an external electric field and/or mechanical stress is applied. In this work, the transport properties of

thin-film layered lead—PDP-lead structures were experimentally studied in a wide temperature range. At sufficiently high tempera-

tures, the current voltage characteristics are satisfactorily described in terms of the injection model of currents limited by the space

charge. At temperatures below ~8 K, a number of samples exhibit features that can be explained by the effect of induced supercon-

ductivity in a thin film of conducting polymer enclosed between two massive superconductors (lead).

Introduction

Most polymers can be classified as organic dielectrics. Howev-
er, there exists a specific class of polymers, typically character-
ized by the existence of conjugated r-bonds, which enable delo-
calization of electrons leading to electric conductivity in the
ground state of the system. Relatively recently it was found that
finite electric current can pass also through non-conjugated

polymers. In the ground state they are wide-band dielectrics,

but can exhibit high electric conductivity under the influence
of such external parameters as mechanical stress and/or
electric field [1]. The effect is interpreted as stimulation of
metallic state [2].

Poly(diphenylene phthalide) (PDP) was chosen as the object of
study being a representative electro-active polymer demon-
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strating induced electric conductivity. PDP is a carbocyclic
polymer with high chemical and thermal stability, transparency
in the visible spectrum, and high mechanical strength [3,4].
PDP has an amorphous structure with a degree of crystallinity
not exceeding 15%. It is characterized by unusually high chemi-
cal resistance. The conditions for the selective production of
PDP with a molecular weight of more than (50-60) X 103 with-
out the formation of a gel fraction have been found. A model
image of the structural unit of the PDP polymer is shown in
Figure 1a. Polymers of this class are soluble in organic solvents
and have exceptional film-forming properties [5,6]. According
to these results, continuous homogeneous films can be obtained
by centrifugation from a solution in cyclohexanone on a metal
surface with a thickness from several nanometers up to microm-
eters. High homogeneity and defect-free surfaces on nano-
scopic scales have been repeatedly confirmed by various
methods, including scanning tunneling and atomic force micros-
copy. In some cases, it was possible to observe regions with
surface macromolecular (quasicrystalline) ordering [7].

Figure 1: (a) Structural unit of poly(diphenylene phthalide) (PDP) mol-
ecule. (b) Schematics of C—O bond break leading to C* and O~ ioniza-
tion of the corresponding atoms, which enables effective charge
transfer along the polymer chain [2].

The remarkable property of PDP is that, depending on the
length of certain atomic bonds, its molecule can exist in several
spatial configurations. Under normal conditions, PDP is a wide-
gap dielectric material and is characterized by the following pa-
rameters: band gap ~4.3 eV, electronic work function =4.2 eV,
electron affinity ~2 eV, first ionization potential ~6.2 eV. Ex-
perimental evaluations of the electronic parameters of PDP have
been made earlier by various methods [8,9]. Quantum chemical
studies of PDP [10] have shown that its molecular structure is
unstable with regard to interaction with an excess (thermal)
electron and can result in a transition to a metastable state.
However, in that state, e.g. induced by external electric field,
the system is characterized by non-zero density of electronic
states within the energy gap. The depth of such states increases
if the system accepts an extra electron (Figure 1b), thus indi-
rectly enabling electric conductivity along the polymer chain
[11]. Later the validity of this model was supported experimen-
tally and further elaborated [12-14].

Beilstein J. Nanotechnol. 2022, 13, 1551-1557.

The purpose of this work was to study this interesting phenome-
non in a wide temperature range: from 4.2 K to room tempera-

ture.

Experimental

Layered Pb—PDP—-Pb heterostructures were fabricated in a glove
box in nitrogen atmosphere with minimum moisture and oxygen
content without exposure to room atmosphere between cycles of
formation of different layers. Glass or oxidized silicon were
used as substrates. The substrates were preliminarily cleaned in
ethanol and distilled water in an ultrasonic bath. The surfaces
were hydrophilized by treating the substrates with cyclo-
hexanone immediately before applying the polymer solution.
The electrodes consisted of two mutually perpendicular lead
strips with a width of 1 mm, between which the PDP polymer
film was ‘sandwiched’ (Figure 2a). Lead was chosen as fairly
low-melting metal exhibiting superconducting properties. For-
mation of thin-film lead electrodes with thicknesses from 50 nm
to 200 nm was carried out by thermal evaporation in vacuum.
The critical temperature of bulk lead is 7.(Pbsp) = 7.2 K. How-
ever, in the form of a thin film, the critical temperature of a
superconductor can differ significantly from the tabulated value
[15,16]. In our samples, the critical temperature of lead elec-
trodes varied from 7.8 K < T.(Pbgjj) < 8.2 K. Submicron PDP
films were prepared by centrifuging the polymer from a solu-
tion in cyclohexanone on a solid substrate. When preparing the
solution, the polymer was first soaked in a small amount of sol-
vent until complete dissolution, then the solvent was added in
the required amount, and the solution was kept for another day
in the dark. For fabrication of films of various thicknesses, solu-
tions of polymers in cyclohexanone with concentrations of
0.1-15 wt % were used. The polymer solution of specified con-
centration was applied onto the dielectric substrate fixed on a
centrifuge holder. The rotation speed was typically 2000 rpm.
The resulting polymer film was dried in air for about 45-60 min
at room temperature. Then the final drying was carried out to
remove solvent residues at a temperature of 150-200 °C for
45 min. Depending on the concentration of the solutions, it was
possible to obtain films of various thicknesses from several nm
to several um. The formation of films from dilute solutions
occurs according to the mechanism of linear or loop adsorption,
when macromolecules at the interface are completely or
partially elongated. Also, film formation at such low concentra-
tions strongly depends on the energy interaction of macromole-
cules with the substrate surface, which explains the weak de-
pendence of the film thickness on the solution concentration.
With an increase in concentration, associates of macromole-
cules are formed in the solution, and the influence of adhesion
processes decreases, but the cohesive forces increase. In the en-
tire thickness range from 3 nm to 1 um, the films are solid,

without significant defects and/or pin holes. The polymer films
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were studied by atomic force microscopy (AFM) using an
earlier described methodology [5]. The study of the film mor-
phology showed that they are homogeneous, and within the en-
tire thickness range from 3 nm to 1 um the films are solid, with-
out significant defects and/or pin holes. The observation
confirms the good film-forming properties of the PDP polymer
solutions. For example, Figure 2b shows the topography of the
polymer film 0.1 wt % on Si substrate. The plot at the bottom
demonstrates the variation of the structure along the line,
depicted at the upper panel. The distance between the
measuring lines is of the order of the polymer film thickness,
which is just 3 nm.

—\

129.8 nml‘\/
SV TANAA

(b)

EPOXY (for microscopy)

Figure 2: (a) Schematics of a Pb (grey)-PDP (blue)—Pb (grey) three
layer heterostructure on insulating substrate (not indicated for
simplicity). The layout enables electron transport measurements of
each lead strip and the whole sandwich itself. (b) Atomic force micro-
scope scan of a PDP film 0.1 wt % on Si substrate. The plot at the
bottom illustrates the roughness of the surface along the indicated line.
(c) Side view of a Pb—PDP—Pb structure on glass with solitary defect
(lead shortcut) obtained by transmission electron microscopy.

After electric measurements, a number of heterostructures was
sent for analysis by high resolution transmission electron
microscopy and/or scanning electron microscopy. None of the
studied samples showed a systematic ‘sticking’ of lead elec-
trodes through the thickness of the polymer or formation of
multiple metallic dendrites. However, a number of micropho-
tographs showed some defects in the form of shortcuts
(Figure 2¢). The origin of these artifacts is not entirely clear:
they could be initially present in heterostructures, or they could
have appeared during the preparation of a sample for electron

microscopy.
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Results and Discussion

The experiment was carried out in a four-contact configuration
at direct or alternating currents. Both R(T) and V() depen-
dences of the Pb—PDP-Pb sandwich could be measured, as
shown in Figure 2a, and the transport characteristics of each
lead electrode separately. To measure differential characteris-
tics dI/dV(V), modulation technique and phase-sensitive lock-in
detection were used. To suppress the negative effect of stray
electromagnetic pickups, a multistage RLC filter system was
used [17]. While R(T) measurements at cryogenic temperatures,
the current value from 0.1 to 100 uA was chosen so that its
increase by an order of magnitude would not lead to a notice-
able shift in the temperature of the superconducting phase tran-
sition. All experiments were carried out in a *He direct pumped
cryostat. The semiconducting thermosensors were calibrated by
the “He vapor pressure and by the reference points of supercon-
ducting transitions in pure bulk superconductors (Al, In, Sn,
Pb). The resulting absolute error in determining the tempera-
ture was ~10 mK, while the relative error was less than 1 mK.
Repeated measurements of 7, of the same sample coincided
with an accuracy of several mK. An analysis was made of the
degradation of samples over time. The difference between two
measurements of the same sample was 3 months, while the
shift in the beginning of the phase transition was minimal
3T, ~ 0.01 K.

It has been established that in the measured Pb—PDP-Pb struc-
ture, the shape of the current—voltage characteristics strongly
depends on temperature. At 300 K the /-V dependencies have a
nonlinear character j = kU", typical for organic dielectrics. At
temperatures ~77 K and below, the dependence j = f(U) is also
nonlinear, but is significantly different. In particular, as the
voltage increases, there is the tendency for the current flowing
through the heterostructure to saturate. Previously [2], it was
found that at high temperatures, the mechanism of overcoming
the barrier at the metal/polymer contact is satisfactorily de-
scribed in terms of the injection current model limited by the
space charge. At low temperatures, the tunneling mechanism is

the predominant mechanism.

Figure 3 shows the current—voltage characteristics of
Pb—PDP-Pb structures with different PDP film thicknesses.
With increase of the polymer film thickness, the current
decreases. Therefore, they were measured over a wide voltage
range. The shape of the /-V characteristics depends on the
energy spectrum. Several regimes could be distinguished on the
I-V plots: (a) ohmic mode at low voltages: thermally generated
charge carriers prevail; (b) mode with a predominance of traps:
trapped charge carriers in small traps limit the current; (c) the
limit of trap filling: the quasi-Fermi level reaches the energy of

the trap E, the traps are filled and there is a steep increase in
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Figure 3: Current-voltage characteristics, measured at room temperature, of several Po—PDP—Pb sandwiches with different thicknesses of the
polymer film: (a) 10 nm, (b) 25 nm, (c) 45 nm, (d) 150 nm, (e) 360 nm; (f) is the same structure as in (c) and with 2 kOhm load resistance in the elec-
tric circuit; (f) demonstrates the switching phenomenon of the thin PDP film from insulating to metal state. Thickness of Pb electrodes is about 200 nm.

current. It should be noted that in a circuit with finite load resis-
tance the effect of electronic switching to a highly conductive
state can be observed (Figure 3f). Such a bi-stable switching is
often used in practice to create non-volatile memory elements.

Presented in Figure 3 I-V characteristics do not contradict the

presented above model considerations. In this regard, to analyze

the /-V at 300 K, one can apply the formalism of the theory of
injection currents, which makes it possible to estimate the con-
centration of intrinsic charge carriers (1) and their minimum
mobility (u) [18]:
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where, j is the current density, L is the distance between the
electrodes, U, is the voltage corresponding to the transition
point from linear to parabolic dependency of the I-V’s, n is the
equilibrium concentration of charge carriers, € and g dielectric
constants of the polymer and vacuum, respectively, and p is the

maximum mobility of charge carriers.

According to this model, the ohmic behavior of the /-V charac-
teristics at low voltages is due to intrinsic charge carriers. If,
however, the concentration of injected carriers begins to exceed
the concentration of intrinsic carriers, then the transition to a
sublinear regime is observed. The corresponding estimations
give the following values ng = 1021-1023 m™3, u = 10713 to
10717 m?/Vs.

The analysis of the /-V characteristics within the framework of
Schottky barrier formation makes it possible to estimate the
height of potential barriers at the metal/polymer interfaces
utilizing the Richardson expression [18]:

kT . [ A4*T?
¢o=—1In| ———
e I

S

©))

where T is the temperature, £ is the Boltzmann constant, e is the
electron charge, A is the contact area, A* is the Richardson con-
stant, I the saturation current. To proceed, it is important to de-
termine the saturation current using, e.g., the semi-logarithmic
dependence of the current on applied voltage. This is the
so-called current at zero voltage. In addition, it is necessary to
take into account the non-ideality coefficient of the barrier. We
chose the value of the latter from previous measurements. As
the result, the value of the potential barrier calculated using
Equation 3 is equal to 0.7. As expected, the transport character-
istics of thin-film lead electrodes demonstrated the metallic be-
havior: in normal state, the resistance of the films decreased
linearly with decreasing temperature, and the /-V characteris-
tics exhibit ohmic behavior. At temperatures of the order of
T.(Pbgiim) ~ 8 K, a sharp superconducting transition was ob-

served.

Perhaps the most interesting are the results of transport mea-
surements of Pb—PDP—Pb sandwiches at temperatures below the
critical temperature of the superconducting transition of lead
electrodes. In a number of samples, with a polymer film thick-

ness of less than 350 nm, features are observed that unambigu-
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ously indicate the presence of a superconducting state: a sharp
drop in resistance to instrumental zero ~5 nV (Figure 4a) and
presence of supercurrent in the /-V’s (Figure 4b,c and d). A
trivial explanation may be the occurrence of shortcuts between
the lead plates: either macroscopic ‘pinholes’ or formation of
multiple thin dendrites. The second possibility seems unlikely:
neither the previous studies, nor the selective microscopic anal-
ysis of several samples by scanning and transmission electron
microscopy revealed signs of the presence of dendrites. While
the side view microphotographs made by high-resolution trans-
mission electron microscopy occasionally reveal some macro-
scopic features such as lead electrode shortcuts through the
polymer film (Figure 2c). These defects are episodic, and their
character does not resemble the ‘melting through’ of the PDP
film during the thermal deposition of lead. Moreover, the PDP
decomposition starts at 440 °C, which is significantly higher
than the melting point of lead, 327 °C. Moreover, it cannot be
ruled out that such defects as ‘collapse’ of lead electrodes
(Figure 2¢) are not intrinsic, and could have appeared only
during the process of sample preparation for transmission
microscopy. The sufficiently high critical current (Figure 4b—d)
also indicates the large area of the conductive channel, which
does not correspond to the scenario of the occurrence of single
point short circuits. The -V dependencies of the Pb—PDP-Pb
sandwiches above the superconducting temperature of the
lead electrodes are essentially non-ohmic (Figure 3), which
supports the claim about the absence of trivial metal-to-metal

shortcuts.

The second alternative explanation of the dependencies in
Figure 4 may be the Josephson effect: the flow of supercurrent
between two superconductors separated by a dielectric barrier.
However, the correlation of the order parameters of two
spatially separated superconductors is a subtle quantum me-
chanical effect, which in all practical cases is observed at
dielectric thicknesses of the order of several nm, while in our
case superconductivity in Pb—PDP-Pb sandwiches manifests
itself at polymer thicknesses up to 350 nm. Hence, it can be
assumed that the dependencies in Figure 4 can be explained by
the effect of induced superconductivity in a thin film of con-
ducting polymer enclosed between two massive superconduc-
tors (lead). The substantiation of this assertion requires further
verification. In the near future, experiments are planned on
planar heterostructures, where superconductivity, if observed,

cannot be explained by trivial metallic shortcuts.

Conclusion

R(T), V(I) and dV/dI(V) dependences of thin-film layered struc-
tures lead—PDP-lead were experimentally studied in a wide
temperature range. At sufficiently high temperatures, the I-V

dependences are satisfactorily described in terms of the currents
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Figure 4: Sandwich structure Pb—PDP—-Pb—0.4-GLASS, thickness of polymer is about 350 nm, both Pb electrodes are =200 nm thick. (a) Resistance
vs temperature R(T) dependence; (b), (c), and (d) voltage vs current V(I) characteristics measured at various temperatures.

injection model limited by the space charge. At temperatures
below =8 K, a number of samples exhibit features that can be
explained by the effect of induced superconductivity in a thin
film of a conducting polymer enclosed between two massive

superconductors (lead).
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Abstract

Josephson junctions can be used as sources of microwave radiation. However, synchronization of many junctions is required for
achieving a coherent amplification of the emitted power. In this work we present an experimental study of large arrays containing
up to one thousand Nb/Nb,Si;_,/Nb junctions. The arrays exhibit profound cavity mode resonances, corresponding to the forma-
tion of standing waves at the electrode/substrate interface. We observe that resonant steps in the current—voltage characteristics
appear above some threshold number of junctions, Ny, = 100, and then progressively enhance in amplitude with further increment
of the number of junctions in the resistive oscillating state. We use an external detector to measure the emission of electromagnetic
waves. The emission power correlates with the step amplitude. Our results indicate that the emission is facilitated by the cavity
modes in the electrodes. The modes are collectively excited by active junctions. In turn, the standing wave imprints its order on the
array, facilitating mutual phase-locking of junctions. This provides an indirect coupling mechanism, allowing for the synchroniza-
tion of junctions, which do not directly interact with each other. Our results demonstrate that electrodes can effectively work as a
common external resonator, facilitating long-range phase-locking of large junction arrays with sizes larger than the emitted wave-
length.

Introduction

Terahertz sources of electromagnetic waves (EMWSs) in the in high-7, superconductors [10-18]. The performance of
range of 0.1-10 THz are characterized by a low power effi- Josephson oscillators is limited by impedance mismatch [18,19]
ciency [1-6]. Josephson junctions (JJs) can generate tunable and self-heating [13,17,20,21]. Proper device engineering can
terahertz radiation in a broad frequency range, from sub-tera- obviate these obstacles and improve the performance [18]. A

hertz in low-T, superconductors [7-9], to tens of terahertz single JJ is able to emit EMWs, but with a low power [22].
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Therefore, synchronization of many JJs is required for coherent
superradiant amplification of the emitted power [7-10,19,23-
25].

Synchronization of many oscillators is a difficult task. It
requires their mutual coupling, which can be either direct or
indirect. The direct coupling is caused by interjunction interac-
tion via shared electromagnetic fields and currents [26]. For
conventional overlap JJs the scale of such interaction is short
(nanoscale) because it is limited by the corresponding screening
lengths in superconducting electrodes [27]. However, for planar
JJs the direct interaction can be of long range due to the pres-
ence of long-range stray fields [28]. Indirect coupling is caused
by interaction of JJs with a common external resonator [7,8,29-
35]. The resonator imprints the phase order onto the junction
array and, thus, can synchronize JJs without direct interjunction
coupling. The scale of such indirect coupling is not limited by
screening lengths and can be truly of long range. For example,
in [9,34], the successful indirect synchronization of up to
9000 JJs in a large array (=1 cm) was demonstrated. The indi-
rect coupling via a common resonator is the most promising
way for the synchronization of very large arrays with sizes sig-
nificantly larger than the emitted wave length.

In this work, we study experimentally large JJ arrays contain-
ing up to 1000 Nb/Nb,Si|_,/Nb junctions. The arrays exhibit
strong cavity mode resonances resulting in the appearance of a
profound step structure in the current—voltage (/-V) characteris-
tics. The resonances are caused by the formation of surface
plasmon-type standing waves at the electrode—substrate inter-
face [34]. Thus, the electrodes themselves act as a common
external resonator, facilitating the effective indirect coupling
between JJs and the long-range phase-locking of the arrays. Our
main result is the observation of a gradual development of
collective resonances upon sequential switching of JJs into the
oscillating resistive state. We show that a threshold number of
1Js, Ny, = 100, is required for excitation of the collective cavity
modes. Above the threshold, the amplitude of resonant steps
grows in a quasi-linear manner with the number of active JJs.
We employ an external microwave detector for measuring
EMW emission from the arrays. It is observed that the emitted
power is correlated with the amplitude of the resonant step in
the I-Vs, implying that the emission is facilitated by the cavity
modes [9,32-34]. We conclude that the long electrodes in
the studied arrays are acting both as external resonators and
microwave antennas. The large length (approx. 1 cm) of
the electrodes facilitates good impedance matching with
free space and improves the radiation power efficiency.
The cavity modes in the electrodes are excited collectively by
the JJs, which are, in turn, mutually phase-locked by the modes.

This provides a positive feedback mechanism allowing for the

Beilstein J. Nanotechnol. 2022, 13, 1578-1588.

synchronization of large arrays without direct interjunction
interaction.

Samples

We study arrays of Nb/Nb,Si;_,/Nb JJs fabricated on oxidized
Si substrates and connected in series by Nb electrodes. The
Nb,Si|—, interlayer with the composition x = 0.14 was
deposited by co-sputtering from Nb and Si sources. Details
about the fabrication procedure can be found in [36]. Figure 1a
and Figure 1c¢ show layouts of the two studied arrays, which we
refer to as (a) “meander” and (c) “linear”, respectively. The
arrays are similar to those studied in [9,34,37], but have smaller
JJ areas. Additional information about transport properties of
such arrays can be found in [9,34,36,37].

The meander array (Figure 1a) has seven identical (vertical)
sections with N = 1000 JJs in each and with an overall size in
the vertical direction of 6.25 mm. Each section consists of
125 horizontal segments with a length of 230 pm, a width of
10 um, and a separation of 40 um. Each segment contains eight
overlap-type JJs with the area 6 x 6 um?. This can be seen
from the close-up shown in the left panel of Figure 1a. The dis-
tance between nearby junction centers is 12 um. A cross section
of the junctions is sketched in the bottom-left panel of
Figure lc.

The linear array (Figure 1c) contains five straight sections
(lines) with N = 332 JJs in each. The spacing between the lines
is 6 um. Sizes and separation of the JJs is the same as for the
meander array.

The two outermost lines in the linear array and all seven
sections of the meander array can be measured independently.
We tested all of them, and they show similar characteristics.
Below we will show data for one of the sections of each array,
marked by the red bands in Figure la and Figure lc. The
meander array does not contain any specific resonator. In this
case, collective cavity modes originate solely from intercon-
necting Nb electrodes, acting as a travelling wave antenna for
surface plasmons at the electrode—substrate interface [9,34].
The linear array contains also two extra Nb lines (without JJs)
on each side of the array forming a slot waveguide, which may
act as an additional external resonator. However, comparison
with similar arrays without such lines [9,34] does not reveal any
significant influence of these lines, implying that even for the
linear array the electrodes are playing the dominant role in array

dynamics.

Results
Measurements were performed in a closed-cycle “He cryostat

(sample in gas) with rotatable sample holder. The magnetic
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Figure 1: (a, c) Layouts of the studied meander and linear arrays. The meander array in (a) contains seven meandering sections with N = 1000 JJs in
each. The linear array in (c) contains five straight lines with N = 332 JJs in each. The right panels represent corresponding closeups (top view). The
bottom-left part in (c) shows a sketch of the junction cross section with Nb in green, SiOz in yellow, and the junction interlayer in magenta (from [36]).
Red bands in (a) and (c) mark one of the sections in each array, which was used for detailed studies. Panels (b) and (d) show the /-V characteristics
of the marked sections in the meander (b) and linear (d) arrays. Measurements are done in zero magnetic field at T = 2.6 K. Appearance of profound
steps in the /I-Vs due to excitation of cavity resonances in electrodes is clearly seen for both arrays.

field is supplied by a superconducting solenoid. Figure 1b and
Figure 1d show the I-V curves (up and down bias swipes) for
meander and linear arrays, respectively, at zero magnetic field
and T = 2.6 K. For both arrays, all JJs switch simultaneously
from the superconducting to the resistive state, at similar criti-
cal currents, /. = 7.5 mA. This indicates good reproducibility of
the fabrication procedure with almost identical JJs. The charac-
teristic voltage per JJ is quite large, I.R,, = 0.5 mV. As seen
from Figure 1b and Figure 1d, well-defined vertical steps
appear in the reverse branch of the /-V characteristics for both
arrays. As shown in [9,34], they are caused by propagation of
surface plasmon-type EMWs along the Nb electrode—Si sub-
strate interface. These steps appear when the Josephson fre-
quency coincides with one of the cavity mode frequencies, cor-
responding to formation of standing waves along the whole
length (approx. 1 cm) of the electrodes [34]. Cavity modes
depend on the array geometry. Therefore, the step structure is
different for the two arrays. The meander array, Figure 1b, ex-
hibits a single large step at high voltage and many low-ampli-
tude steps with small separation in voltage. The linear array,
Figure 1d, exhibits several evenly spaced steps. The I-V charac-

teristics are hysteretic, with the retrapping current being signifi-

cantly smaller than the switching current. The hysteresis leads
to a metastability, which allows for the observation of different
voltage states at the same current. This will be exploited for
accessing a larger variety of states with different number of

active junctions in the oscillating resistive state.

Figure 2a shows the modulation, I.(H), of the critical current
versus the in-plane magnetic field for the linear array. The
period of modulation agrees well with the expected value for a
single JJ. However, the shape of I.(H) with sharp peaks devi-
ates from the standard Fraunhofer pattern, characteristic for a
single JJ. The reason is that the measured /. represents the
smallest /. for all JJs in the array. As discussed below, a mag-
netic field causes a spread in the modulations /. for different
JJs. Therefore, the measured I.(H) is lower than the Fraunhofer
modulation for an individual JJ. Presumably, the spread of the
modulations /.. is caused by the uneven distribution of fluxon
numbers in JJs when the flux per junction is not equal to integer
and half-integer numbers of flux quanta.

Figure 2b—d shows the /-Vs measured at different magnetic

fields indicated by vertical lines with the corresponding color in
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Figure 2: (a) Fraunhofer-type modulation of the critical current as a function of in-plane magnetic field for the linear array. Panels (b—d) show the I-V/
characteristics at different magnetic fields indicated by the same-color vertical lines in (a). Panel (b) represents the /-Vs at the central lobe. Panels (c)
and (d) show the /-Vs close to (c) maxima and (d) minima of /;(H) at different lobes. A correlation between /I and the step amplitudes can be seen.

Figure 2a. The step amplitude, Al, modulates in a correlated
manner with I.(H). Al is large at maxima of I.(H), see
Figure 2c, and vanishes when I.(H) — 0, see Figure 2d. The
correlation between Al and I, reflects the cavity mode—junction
interaction. The mechanism for appearance of resonant steps is
similar to that for the formation of Shapiro steps upon external
microwave (MW) irradiation. The steps appear via rectification
of the cavity-mode-induced MW current in the electrodes and
the amplitude of the rectified current is proportional to I, of the
1Js [38].

Dynamic states with different number of

active junctions

We want to emphasize that the discussed cavity resonances
represent a collective behavior of the arrays. A single JJ does
not exhibit such steps [36]. To analyze the collective behavior,
it is necessary to switch junctions one-by-one into the oscil-
lating resistive state. Since the JJs are almost identical, at H = 0,
they all simultaneously switch together, as seen in Figure 1b
and Figure 1d. However, application of a small magnetic field
introduces a spread in critical currents, as can be seen from

Figure 2b. In combination with the hysteresis in the I~V charac-

teristics, this makes it possible to reach a large variety of
dynamic states with different numbers of active JJs.

Figure 3a and Figure 3b show thus obtained /-Vs of the
meander array with different number of active JJs. Here, each
I-V curve is measured in a single swipe while sequentially in-
creasing the current amplitude. Figure 3a and Figure 3b repre-
sent the /-Vs for small and large ranges of N, respectively. The
voltage at a given current scales linearly with the number of JJs,
which allows for an unambiguous determination of N. In
Figure 3a, N = 46, 63, 90, 107, 122, 140, 155, 172, 184, and 207
(from left to right). In Figure 3b N = 140, 172, 184, 207, 224,
243, 271, 284, 304, 328, 365, 380, 422, 444, 478, 521, 560, 591,
632, 671, and 1000 (all JJs). The number of active junctions for
some curves is indicated by the corresponding color. As can be
seen from Figure 3a, the /-V characteristics for a small number
of JJs in the resistive state do not exhibit resonant steps. In
Figure 3b, the steps are gradually developing above some
threshold number of JJs, Ny,. Figure 3c represents an inte-
grating oscillogram measured during repetitively sweeping the
bias up and down with slowly changing amplitude. It allows for

an almost complete mapping of the -V evolution with changing
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Figure 3: Ensembles of the /-V characteristics with different numbers of active JJs for the meander array at T = 2.4 K and for an in-plane field of

H =7 Oe. (a, b) The I-Vs obtained in a single swipe (a) for a small number of JJs, N < 207 and (b) at larger N = 140—-1000. The number of active JJs,
N, is indicated for some /-Vs using the same color. A gradual development of the main resonant step at / = 5.5 mA with increasing N can be seen.

(c) An integrated oscillogram accumulated during many current swipes with varying amplitudes. It demonstrates a large variety of achievable states
with different numbers of active JJs. Dashed orange lines indicate a quasi-linear increase of the step amplitude with increasing N for N > Ny, = 150.

the number of active JJs. Dashed orange lines indicate edges of numbers for the three highlighted steps are Ny, =~ 88, 113, and
the main resonance step. They reveal a quasi-linear increase of 120 for the low-, middle-, and high-voltage resonances, respec-
the step amplitude with increasing N, for N > Ny, = 150. tively. Due to the presence of many closely spaced resonant
steps in the /-V of the linear array, it is difficult to identify and
Figure 4 shows similar data for the linear array. Figure 4a  analyze specific modes. Therefore, in what follows, we will
shows the integrating oscillogram of the /-V obtained at perform a quantitative analysis only on the meander array.
H = 7 Oe. Figure 4b shows a close-up of the step structure.
Dashed green lines in Figure 4b mark edges of three distinct In Figure 5a, we show portions of the /-V curves for the
cavity modes. The general behavior is the same as for the meander array with different number of active JJs in the bias
meander array. We observe the appearance and the gradual range corresponding to the main resonance. The resonant step is
increase of the step amplitudes at N > Ny,. The threshold large for N = 671 (red), distinct for N = 330 (orange), barely

0 50 100 150 40 60 80 100 120 140
V (mV) V (mV)

Figure 4: (a) An integrated oscillogram for the linear array at T = 2.4 K and for an in-plane field H = 7 Oe. Panel (b) shows a closeup view, which illus-
trates appearance and gradual evolution of several steps with increasing N. Edges of three distinct resonant steps are indicated by dashed green
lines.
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visible for N = 207 (violet), and not seen for smaller N. To
quantify the step amplitude, A/, at small N we plot the differen-
tial conductance, dI/dV. Figure 5b shows the dI/dV(I) curves for
the I-Vs from Figure 5a, normalized by the resonant voltage
Vistep- This quantity does not depend on the number of active
JJs. A current step in the I-V is represented by a peak in Viep
dI/dV. The height of the peak reflects the sharpness of the step
and the width is equal to the step amplitude, Al. For the well-
developed step, N = 671, both the height and the width of the
peak are large. From Figure 5b, it can be seen that with decreas-
ing N both the height and the width of the peak decrease. For
N = 153 (blue) a small peak is still visible, but for N = 106
(olive) we can not distinguish any signature of the resonant

step. This observation clearly shows that the observed steps are
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Figure 5: (a) Parts of the V-/ curves near the main resonance for the
meander array with different number of active JJs, N. (b) Normalized
differential conductance for the /-V characteristics from (a). The peak
represents the resonant step. It reduces with decreasing N and is not
visible for N = 106 (lower panel) below the threshold number of JJs.
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not inherent to individual Nb/Nb,Si;_,/Nb JJs but are the conse-
quence of collective surface-plasmon resonances. The finite
threshold number is the consequence of the collective excita-
tion of the cavity mode [32,33].

Radiation detection

For detection of EMW emission we use a superconducting
microwave detector. Figure 6a shows an optical image of the
detector. It consists of a log-periodic microwave antenna [39]
with a broad frequency range of ca. 15-700 GHz. In the center,
there is a nanoscale JJ sensor, shown in Figure 6b. The detector
is made of a Nb film (70 nm thick), using a fabrication tech-
nique similar to that described in [28]. The antenna is patterned
using photolithography and reactive ion etching. The JJ sensor
with variable thickness and a width of 100 nm is made by Ga™
focused ion beam etching. The JJ is made small in order to
increase its resistance R, to approx. 50 €, which is needed for a
good impedance matching with the antenna.

In order to calibrate the detector, we use a MW source with
f=74.5 GHz. Figure 6¢ represents a sketch of the calibration
setup. The detector is placed in an optical cryostat and the giga-
hertz signal is guided through an optical window using two
high-density polyethylene lenses. The gigahertz source is
linearly polarized. To tune the incoming microwave power,
Pyw, we use a wire-grid polarizer with adjustable angle 6. The
blue curve in Figure 6d represents the /-V of the detector with-
out MW power. It is seen that the detector JJ has a very large
I.R, ~ 2 mV, enabling large readout signal and broad operation
frequency up to f~ 1 THz. Olive and pink curves in Figure 6d
show the /-Vs with attenuated and full MW power, respective-
ly. The detector operates as a Josephson switching current
detector [15]. The incoming MW signal suppresses the
switching current, I, of the detector JJ. At high MW power, it is
fully suppressed and the /-V is Ohmic with a normal resistance
R, =42.8 Q, as seen from the pink /-V from Figure 6d.

To quantify the suppression of I, we measure the ac resistance
at a fixed current amplitude, I,, corresponding to the bias range
in Figure 6d (without dc bias offset). As shown in [40],
Ryo/Ry = 1 — (IJ/1,0)2. Figure 6e shows the thus obtained
detector resistance, R4, versus c0s20 of the polarizer, which is
proportional to the incoming MW power. With increasing Pyrw,
R4 decreases due to suppression of I;. At high MW power,
when Iy = 0, Ry = R, =42.8 Q. As discussed in [15], the com-
plete suppression of I corresponds to the absorbed MW power,
P, = (2\/5/3n)130Rn ~ 30 nW. Thus, we can perform an
absolute calibration of the absorbed power as a function of the
detector resistance, as shown in Figure 6f. The absorbed power
depends on the absorption efficiency, y, the antenna area, A,,

and the power density, Pyyw/Amw, Where Ayw is the micro-
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Figure 6: (a) Optical image of a superconducting detector with a log-periodic microwave antenna. (b) SEM image of a nanoscale sensor junction
(false color). (c) Schematics of the calibration setup using a microwave source with f = 74.5 GHz. (d) The /-V characteristics of the sensor junction at
T = 2.4 K without (blue) and with attenuated (olive) and full (pink) microwave power. (e) The ac resistance of the detector, Ry, as a function of cos28 of
the polarizer angle, proportional to the transmitted power. (f) Obtained calibration curve of the detector, that is, absorbed microwave power, P, as a

function of Ry.

wave spot area, P, = yPyw(A/Amw). Taking an optimal
y =0.5[19,41] and an antenna radius of r, = 0.5 mm while also
assuming a MW spot radius of rypw =~ 1 cm, we can estimate the
total incoming power, Pyw = Y P (rvw/re)? = 24 pW. It is
consistent with the total power of the source of approx. 100 uW,
taking into account losses on the way to the detector via diffrac-
tion on optical windows and a set of low-temperature MW
filters (Zitex). Such an estimation indicates that the absorption
efficiency y of our detector is indeed not far from the optimal.
However, the overall detection efficiency, P,/Pyw = 10_3, is
small because of geometrical constraints, (ry/ryw)? < 1.

For the analysis of EMW emission, the detector is placed face-
to-face at about 1.5 cm distance from the array. The sample/
detector arrangement is similar to that described in [9]. The
detector position is fixed, but the sample is placed on a rotat-
able sample holder, facilitating adjustment of the angle a be-
tween the normals of the detector and the array. As discussed in
[9], emission from such arrays has a strong angular dependence.
Below we show measurements for the meander array at o = 45°,

which corresponds to the emission maximum.

Figure 7 represents simultaneous measurements of the /-V char-
acteristics and the detector response (represented by the color
scale) for the meander array. Figure 7a and Figure 7b show two
integrated oscillograms acquired in external fields of 8 and
15 Oe, respectively. Figure 7c shows the I-Vs (single sweeps at

the returning branch) for fields from 0 to 20 Oe at an angle of

45° with respect to the normal of the JJs. It is seen that the
magnetic field strongly affects the emission. For example, at
H =8 Oe in Figure 7a, the main resonance is dominating, but, at
H =15 Oe in Figure 7b, many more smaller steps appear. The
main resonance is not shown in Figure 7b in order to show
details of the smaller steps, but it is still there, as can be seen
from Figure 7c. The I-Vs from Figure 7 reveal several emitting
resonances, for which the emission power grows in a correlated
manner with the step amplitude upon increasing the number of
active JJs.

The linear array exhibits a qualitatively similar behavior, as re-
ported in [9,34] and as shown in Figure 4. However, the pres-
ence of many nearby steps complicates unambiguous identifica-

tion and analysis of specific cavity modes.

Discussion

Figure 8 summarizes our main results, that is, the observation of
collective excitation of surface plasmon resonances by large
Josephson junction arrays and the correlated enhancement of
EMW emission. Figure 8a shows a close-up on the /-V charac-
teristics from Figure 3b for the meander array at the main reso-
nance. Figure 8b shows the step amplitude as a function of the
number of active JJs for this resonance. Blue symbols represent
Al measured directly from the I-V characteristics. Orange
symbols are obtained by integration of the areas of the peak in
differential conductance, j(dl / dV)dV, taken from Figure 5b.

The latter data set was multiplied with a calibration factor of
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2.63 in order to merge it with direct measurements of A/ in the
range 300 < N < 500 where both methods are working well. A
quasi-linear growth in AI(N) starting from the threshold num-
ber Ny, = 150 is observed. However, as can be seen from
Figure 7a and Figure 7c, there is practically no emission at this
most prominent step with V(N = 1000) = 389 mV, which corre-
sponds to fj =~ 188 GHz, even when all N = 1000 JJs are active.
This is not surprising because a non-emitting cavity mode is ex-
pected to have the highest quality factor due to the lack of radia-
tive losses [19]. Therefore, this step is large because it is non-

emitting.

Figure 8c shows the data for a secondary resonance from
Figure 7a with a lower voltage and fj =~ 182 GHz. In Figure 8d,
we plot the step amplitude, Al (olive, left axis), and the detected
(absorbed) MW power, P, (violet, right axis), as a function of N
for the secondary mode from Figure 8c. The general behavior is
similar, that is, a quasi-linear growth from a threshold number
Ny = 160. Up to N = 350, there is a direct correlation, P, o Al.
However, at larger N > 600 we observe a superlinear upturn in
the emission power, consistent with [9]. This is a likely indica-
tion of the global synchronization of the array, which leads to
the coherent superradiant emission, for which Py;w should be
proportional to AI%. The emitted power at N > 700 becomes so
large that it saturates our detector. Therefore, unfortunately we

can not confidently analyze further development of the mode.

Generally, we observe that all cavity modes are behaving simi-
larly, that is, Al and P, increase in a quasi-linear manner with
N, above some threshold number Ny,. This clearly shows a
collective nature of the excited resonance. Yet, there are some
differences. For example, some modes emit strongly and some
do not emit at all. Such behavior is characteristic for construc-
tively and destructively interfering coherent states [19]. Also,
the threshold number is individual for each mode. The large
variety of modes and their differences can be seen in Figure 7b.
In Figure 9, we analyze the detected power vs N for the two
most distinct emitting modes from Figure 7b at different biases
I =3.7 mA (down triangles) / = and 4.2 mA (circles). Here, the
threshold number is significantly larger, Ny, = 380, and the
power does not grow linearly but increases abruptly for
N > Ny

The results presented here are consistent with several previous
works. A linear increase of a resonant step amplitude with in-
creasing junction number has been observed in [30,31]. A
threshold behavior for excitation of a common resonance has
been reported in [8,15]. However, the ability to individually
switch JJs in very large arrays allows us to observe those effects
with an unprecedented clarity. This facilitates unambiguous

interpretation of synchronization and emission mechanisms
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(down triangles) and / = 4.2 mA (circles).

from such arrays, in which JJs are indirectly coupled via a
common resonator. Combining our results with earlier observa-
tions, we can make the following conclusions on the mecha-
nisms of formation of collective resonant steps, emission, and

synchronization in large JJ arrays:

(I) The mechanism for the formation of resonant steps in the
I-V is similar to that behind Shapiro steps with the only differ-
ence that the corresponding MW current, Iyqw, originates from
the cavity mode in the array rather than from an external source.
Therefore, the amplitude of the step, Al, is proportional to the
critical current and modulates together with it as a function of
magnetic field, as demonstrated in Figure 2. At small step
amplitudes, Al « I, the cavity mode current is directly propor-
tional to the step amplitude, Iypw = aAl with a = 1 (see section
11.3 in [38]).

(IT) The absence of emission at N < Ny, shows that the emis-
sion in this case is not caused by direct interference of electro-
magnetic fields from individual JJs. The JJs in our study have
an overlap (parallel-plate capacitor) geometry. They are charac-
terized by a large impedance mismatch and a very low emis-
sion efficiency [19]. The emission is facilitated by the long
(approx. 1 cm) electrode, which acts as a matching travelling
wave antenna [9]. The role of the JJs is just to pump oscilla-
tions, Iyviw, in the antenna. Therefore, the quadratic increase of
the emission power as a function of the number of active JJs
[8,30,42] in this case is not due to direct interference of radia-
tion fields from individual JJs (which are negligible due imped-
ance mismatch) but is the consequence of the linear Ipyw(N) o<
AI(N) o« N dependence. The emission power from the antenna
in this case remains quadratic: P(N) = IMWZ(N)/Z o N2, where Z
is the corresponding microwave impedance. However, general-

ly Iyyw(N) can be nonlinear, in which case P(N) is non-
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quadratic. Indeed, the nonlinear Iyyw(N) dependence often
appears in corresponding numerical simulations [33]. Further-
more, the simple analysis above assumes a perfect phase-
locking of the array to a single cavity mode, which is not
always the case. During the experiments we observed switching
between nearby modes, which prevents us from a straightfor-
ward analysis of the linear array. Presumably, such instability
and incomplete phase-locking leads to a linear dependence
P,(N) < AI(N), which is shown in Figure 8d up to N = 430. An
improvement of phase-locking at larger N leads to the boost in
the emission power, as also reported in [9]. Yet, for JJs coupled
via a cavity mode, even a perfect parabolic dependence P o« N2
is not the consequence of direct superradiant emission from N
1Js. It should rather be referred to as a collective cavity mode
emission (emission by a cavity mode pumped collectively by a
phase-locked array of oscillators). This is still a coherent phe-
nomenon, but the emission occurs from a single source, namely

the antenna formed by the electrode.

(IIT) The synchronization: the overlap-type JJs in the studied
arrays are separated by 12 um, which is much larger than the
London penetration depth. This precludes direct interaction be-
tween the JJs [28]. Therefore, JJs are coupled only indirectly via
common cavity modes, corresponding to the formation of
standing surface plasmon waves along the electrode [34]. The
standing wave imprints its order on Josephson junctions in the
array. This requires a critical amplitude, which translates into a
threshold number of active JJs for excitation of the cavity reso-
nance [32,33].

Conclusion

We have studied large arrays containing up to 1000 Nb/
Nb,Si;_,/Nb Josephson junctions. By applying a small magnet-
ic field, we managed to acquire a large variety of dynamic states
with different numbers of active junctions in the oscillating
resistive state. This allowed for a detailed analysis of the collec-
tive phenomena that take place in the arrays. We reported a
gradual development of cavity mode resonances in the arrays
upon sequential switching of JJs into the oscillating state. We
show that a threshold number of JJs, Ny, = 100, is required for
excitation of such resonances. Above the threshold, the ampli-
tude of resonant steps in the /-V characteristics grows in a
quasi-linear manner with the number of active JJs. We employ
an external microwave detector to measure the electromagnetic
wave emission from the arrays. It is observed that the emission
power is correlated with the amplitude of the resonant steps in
the I-V characteristics.

Our observations clearly reveal the collective, indirect mecha-
nism of interjunction coupling. Studied junctions are of the

overlap type and are separated by a distance of 12 pm, that is,

Beilstein J. Nanotechnol. 2022, 13, 1578-1588.

one hundred times larger than the London penetration depth in
Nb. This precludes direct interactions between them. Neverthe-
less, they can be effectively synchronized via the indirect cou-
pling mechanism mediated by the extended centimeter-long
electrodes in the arrays, which act as transmission lines for sur-
face plasmon-type electromagnetic waves. Therefore, they both
support collective cavity resonances and act as matching
antennas for microwave emission.

Our observations imply that cavity modes in the electrodes are
pumped collectively by the junctions, which are in turn mutu-
ally phase-locked by the modes. This provides a positive feed-
back mechanism, which allows for the synchronization of large
arrays without direct interjunction interaction. The electromag-
netic wave emission in this case is facilitated by the cavity
modes in the large resonator outside the junctions formed by the
electrodes, rather than by direct emission from the junctions.
We conclude that such indirect coupling is effective for the
synchronization of very large arrays.
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Abstract

The present paper considers a mathematical model describing the time evolution of spin states and magnetic properties of a nano-
material. We present the results of two variants of nanosystem simulations. In the first variant, cobalt with a structure close to the
hexagonal close-packed crystal lattice was considered. In the second case, a cobalt nanofilm formed in the previously obtained nu-
merical experiment of multilayer niobium—cobalt nanocomposite deposition was investigated. The sizes of the systems were the
same in both cases. For both simulations, after pre-correction in the initial time stages, the value of spin temperature stabilized and
tended to the average value. Also, the change in spin temperature occurred near the average value. The system with a real structure
had a variable spin temperature compared to that of a system with an ideal structure. In all cases of calculations for cobalt, the ferro-
magnetic behavior was preserved. Defects in the structure and local arrangement of the atoms cause a deterioration in the magnetic

macroscopic parameters, such as a decrease in the magnetization modulus.

Introduction
The analysis of phase transitions and related critical phenome-  the one hand, this is due to the need to use a comprehensive ap-
na in condensed media is a complex, time-consuming, and often  proach in theoretical studies, since the behavior of different

a high-cost process from a technological point of view [1-3]. On  phases is often described by different models or state equations
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[4]. Another reason is that phase transformation mechanisms
originate at the nanoscale and atomic levels [5,6], where obser-
vation and experiments require modern and expensive equip-
ments. In this regard, precision experimental studies in critical
regions are fraught with significant difficulties due to both
temporal and spatial scales of object behavior [4].

Despite the existing difficulties, the interest in the study of
phase transitions is not decreasing. Evolutionary analysis of the
structural transformations of substances finds wide application
in many areas of science and technology, including physics of
multicomponent systems. One promising application of multi-
component systems is the development of phase-transition heat-
storage materials [7,8], in which heat storage and accumulation
occur due to phase transformations. The functioning of such
storage media is based on energy fluctuations in the process of
crystallization or melting of the media. In contrast to traditional
media, thermal storage does not require sealing of the working
volume during change of aggregate states, and is actively imple-
mented as a highly efficient and energy-saving technology in

the field of construction [9] and solar energy [10].

Phase transformations occupy an important position in the theo-
ries of superconductivity and ferromagnetic alloys. These theo-
ries actively consider composites with shape memory [11,12].
Such composites are also called intelligent materials of the
future [13] due to their unique functional properties and the pos-
sibility of restoring the original parameters under certain
external conditions. Both thermodynamic conditions [14] and
magnetoelectric fields [15] can act as external perturbations
affecting the internal state and phase transitions of the samples.
It has been shown in [11,12,16] that structural phase transitions
in shape memory materials are in close relationship with
external static and induction fields. Studying the role of
magnetism on the structural features of composites opens up
promising possibilities, since it allows predicting and creating
new materials with controllable properties.

The idea of mutual correlation between material structure and
its magnetic properties is being developed in the field of spin-
tronics. Modern computing devices face a number of difficul-
ties during production, including those related to arrangement
of nanoscale computing elements on integrated circuits and
their subsequent cooling during operation [17,18]. Problems
related to excessive heat dissipation and performance improve-
ment can be solved with the help of spintronics devices, which
are currently presented in a fairly wide variety of valuable
effects: spin valves and valves in thin films and heterostruc-
tures [19,20], sensors based on the anomalous Hall effect [21],
spin injection and magnetism detection [22,23], giant magnetic

resistance effects in data storage items and hard drives [24,25],
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ultrafast magneto-optical switches and optically induced ferro-
magnetic materials [26]. The discovery and implementation of
topological insulators in Josephson contacts make spintronics
devices excellent candidates for applications in quantum
computing [27,28] as well as in quantum cryptography [29].

The extensive influence of phase transitions and critical phe-
nomena on the working properties of the samples testifies the
importance of a detailed study of structural transformations and
possible stable states. Morphological analysis enables the iden-
tification of local defects in the crystal structure, which form
different scale aggregates that can further serve as causes of
deterioration of the target material functional characteristics
[30,31]. Comprehensive studies in this area not only allow to
establish the presence of structural heterogeneities and features,
but also to formulate the main laws of their origin and develop-

ment.

This work is devoted to solving an important problem regarding
the relationship between the magnetic properties of multilayer
nanocomposites and their structure. The problem of studying
the influence of structure on the materials magnetic properties
is not new and has been previously solved by other authors
[4,32-34]. For example, in [4], to describe the thermodynamic
equilibrium and nonequilibrium properties of magnetic materi-
als, a multiscale approach of a mathematical model is used. This
approach includes methods of first principles, spin models
based on the stochastic Landau-Lifshitz—Gilbert equation,
and a submodel of micromagnetism, described by the
Landau-Lifshitz—Bloch equation. The reference [32] is also
devoted to the development of modeling methods in the field of
materials phase transitions, but with the help of classical and
quantum Monte Carlo approaches. The main emphasis of the
work is placed on studies of the statistical lattice model, includ-
ing a high-precision calculation of the critical indices.

The intermetallic magnetic compound FeRh is discussed in
[33]. In the considered material, the thermodynamic first-order
phase transition is observed near room temperature. Heating the
material above the transition temperature changes its magnetic
behavior from antiferromagnetic to ferromagnetic and is accom-
panied by a significant change in the crystal lattice structure and
an increase in electrical conductivity. The material is promising
for applied research and development of new spintronics
devices, energy management sensors, and magnetic recording

media.

Research focused on specific application devices based on
phase-transition memory state is discussed in detail in [34].
Phase-transition memory technology is among actively devel-

oping and promising technologies since it enables the design of
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small devices with high performance, durability, and cost-effec-
tiveness. The authors of [34] review how the characteristics of
phase transition memory combine with various potential appli-
cations, addressing some of the problems of this technology, in-
cluding those related to cell design, negative structural features,
and changes in nanomaterials that can occur during fabrication.

Thus, the evaluation and elaboration of structural changes in a
nanomaterial arising from its production are important tasks,
often closely related to the composition of the sample in ques-
tion. In this paper, we propose one mathematical model to in-
vestigate the relationship between the material structure and its
magnetic properties. Mathematical modeling is used to esti-
mate the influence of the disturbances in the atomic arrange-
ment inside the crystal lattice, in the destruction and fragmenta-
tion zones of spin orientation inside the material, and overall

magnetization of the sample.

Description and Conditions of the
Numerical Experiment

The structure and magnetic properties of the nanomaterial were

investigated in this work using a promising nanocomposite
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formed by alternating layers of cobalt and niobium. The pro-
posed composite has potentially promising functional proper-
ties and can be used in magnetic systems with controlled effec-
tive energy exchange in Josephson contacts [35], which are suc-
cessfully implemented in memory and information storage
devices. A similar layered heterostructure, but with the addition
of a thin platinum film necessary for the generation of

spin—orbit bonds, is also described in [36].

Comprehensive research on new promising materials is a com-
plex multistage process. The general scheme of the problem-
oriented analysis of a multilayer composite of niobium and
cobalt is presented in Figure 1. At the preparation stage of the
conceptual model, the expected requirements to the main prop-
erties of the predicted material are formulated, a manufacturing
method, and an approximate composition are proposed on the
basis of already existing technologies. The conceptual model
for our study is based on a sample whose structure and compo-
sition is shown in the upper right part of Figure 1.

At the next development stage, the technological processes of

nanocomposite manufacturing were simulated and system-

X6 H

Conceptual
model

__ preparing

b

Simulation of
sample
manufacturing
technology

Optimization of
technological
processes

Nb25

Manufacturing and
ol experimental studies
of the structure

Optimization of
magnetic
properties

Experimental studies
o of magnetic

Manufacturing and using the sample in neurocomputers

l properties

Figure 1: Problem statement for the complex study of cobalt and niobium heterostructures. The sketch of the Nb/Co spin-valve nanosystem was
reproduced from [37] (© 2020 A. Vakhrushev et al., distributed under the terms of the Creative Commons Attribution License (http://

creativecommons.org/licenses/by/4.0)).
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atized. This was done to establish the dependence of the struc-
ture and characteristics of the nanocomposites on the produc-
tion parameters, to check the presence of target functional
aspects, and to determine controllable properties (i.e., those
properties that are influenced and corrected in the manufac-
turing process). The previously conducted studies considered
the influence of sample parameters (e.g., temperature of the
substrate on which the magnetron sputtering of nanofilms takes
place, the intensity and deposition direction) on the final proper-
ties of the sample. The results of numerical experiments are de-
scribed in the literature [37-39].

The next stage of sample study involved the optimization of the
nanofilm interface. The basic magnetic properties of the nano-
composite depend on the quality of the interface between the
layers, so the problem of obtaining clearly separated contact
layers is highly relevant. Using simulations, it was demon-
strated that optimization of the nanofilm interface can be ob-
tained either by introducing additional intermediate thin layers
neutral to the original composition, such as aluminum oxide, or
by additional processing means, such as mechanical alignment
and intensive substrate cooling. The stage of experimental
studies of the sample structure is necessary to identify the real
structure of the nanocomposite and to compare the data with
previously obtained simulation results.

This current work is aimed at modeling the magnetic properties
of the nanomaterial heterostructure under study. In Figure 1, the
block of modeling magnetic properties is highlighted by a red
dashed line. As noted earlier, the formed nanofilms have a
nonideal structure. Consequently, the influence of the real struc-
ture and local order of atoms on parameters with considerable
practical interest (e.g., magnetization, different types of ener-

gies, spin temperatures, and particle orientations) remains open.

The last two steps of the analysis, which include the optimiza-
tion of magnetic properties and experimental study of magnetic
properties, are the subject of future research and are cited in this
work for a complete understanding of the complex task of

developing new promising nanomaterials.

A Mathematical Model for Studying the
Magnetic Properties of Nanomaterials

When describing the magnetic properties of a nanosystem, si-
multaneous equations of classical molecular dynamics are used,
which are supplemented by considering the spin vectors s; for
each atom. The motion equation for atoms and spins is written
in the following form:

dr;

&P
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dp, & a (Jy) a7 (J )
%:fixsi, 3)

where r; is the vector characterizing the position of the particle
i; sj,and s; are the spin vectors; p; is the momentum; e;; is the
unit vector along ry; f; is the analogue of the force applied to
spin; and U is the potential energy.

The general form of the expression for describing the total
energy of magnetic systems can be written in the following

form:

H=H,+H +H,, +Hyeel + Hymy + Hipe + Hy;i, 4

where the first two terms in the right-hand side are the Zeeman
and exchange interactions, respectively, the next two terms
describe magnetic anisotropy, followed by the terms responsi-
ble for the Dzialoshinsky—Moriya, magnetoelectric, and dipole
interactions, respectively. The consideration of different types
of interactions in a model depends on the structure of the
systems considered, as well as on problems that are solved in
the simulation. The determination of parameters used to
describe different types of interactions in modeling magnetic
systems requires additional numerical and experimental investi-
gations. For this reason, the emphasis at this stage was placed

on the pairwise anisotropy model of Neel.

The exchange interaction provides a natural connection be-
tween the spin and lattice degrees of freedom due to the depen-
dence of the function J on the interatomic distance. This func-
tion determines the intensity of the interaction. As noted in [40],
the function J is a symmetric radial function. Due to its sym-
metrical representation, only isotropic phenomena and pro-
cesses in materials can be described using the J function. At the
same time, anisotropic effects are of great interest, since they
often affect the most prospective and promising magnetic nano-
materials. Magnetic crystallographic anisotropy arises on
spin—orbit interaction of atoms. As a consequence, this type of
interaction should be separately taken into account when con-
structing theoretical models and conducting numerical experi-
ments.

The type and parameters of the crystal lattice of magnets largely

determine the type and shape of the resulting magnetic
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anisotropy. In ferromagnets, magnetic anisotropy is character-
ized by the magnitude and orientation of the magnetization, as
well as by the change in the magnetic energy of the material.
The main causes of magnetic anisotropy are temperature
changes, dipole interactions, mechanical deformations, or other
external factors. If external influences are absent, then due to
spin—orbit interactions of atoms inside the nanomaterial, mag-
netic crystallographic anisotropy can occur, which is caused by
a change in the internal energy and by the symmetry or asym-

metry of the crystal structure of ferromagnets.

The dipole—dipole interaction does not make a significant
contribution to the anisotropy energy and its value is insignifi-
cant. Only in a number of rare-earth metals the contribution of
the dipole—dipole interaction can be significant due to large
magnetic moments of the atoms and small values of the crystal
lattice parameters.

Approximations for modeling spin—orbit coupling have been
proposed in [41,42]. In particular, the functions proposed by
Neel [41] for modeling the bulk magnetostriction and surface
anisotropy in cobalt were used in [43]. The model proposed by
Neel considers magnetocrystalline anisotropy in more complex
forms as compared to uniaxial anisotropy. This model is used to
describe magnetocrystalline anisotropy between pairs of mag-

netic spins:

N

Hyeet == 2. & (rl-j)[(eij ‘si)(eg s ) - - .3sj j*

i, j=li#j

o) (e 5 s, P25 e 0
i (Vy‘)((ez‘j i) e 'sj)3 +egos;) e -si)3j,

where the intensity of the dipole and quadrupole contributions

are described using the functions g.q,g»:

gl(rz/)=g(r@/)+%Q(ny), (6)
ql(r,j)%q(n-j), )
q2(”y’):‘%q(”y')- ®)

When modeling, it is convenient to describe the functions g(r;;)
and g(r;;) with the Bethe-Slater curve:
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where o (in €V), & (in A), and y (dimensionless value) are con-
stant coefficients that depend on the structure of the sample
under study and O(R. — ry;) is the Heaviside function. The coef-
ficients a, d, and y must be chosen so that the aforementioned
function corresponds to the values of the magnetoelastic con-
stant of the materials under consideration.

The following equation is used to calculate the spin tempera-
ture:

u 2
i " §|sixmi|

s 2kB N > 10)
Zsl- X 0y
i=1

where s; is vector representing the magnetic spin of the particle,
w; is the magnetic moment, and 7 is the Planck constant.
This approach to calculate spin temperature was proposed in
[44].

The approach described in this paper and originally proposed by
the authors [40] is implemented using direct simulation
methods. At each time point, we do not know the assumed spin
location, but we know its computed value, which is calculated
based on empirical parameters or other previously obtained
data. Therefore, an additional advantage is that systems of arbi-
trary size, including small ones, can be considered for calcu-
lating magnetic properties based on the combined model of mo-
lecular dynamics and magnetization dynamics.

The technique used includes simulations of atomic magnetic
spins associated with lattice vibrations. The dynamics of these
magnetic spins can be used to simulate a wide range of phe-
nomena related to magnetoelasticity or to study the influence of
defects on the magnetic properties of materials.

Results and Discussion

As numerical experiments at the stage of modeling technologi-
cal processes of niobium and cobalt sample manufacturing
showed, the structure of the formed layers is not ideal. Visually,
noticeable crystallization zones are observed in the formed
nanofilms. In addition, there are areas of mixed structures,
where the amorphous atomic structure most likely prevails.
Quantitatively, the structure of nanofilms can be estimated, for

example, by calculating the lattice ideality parameter [45]. This
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parameter is close to zero in ideal crystal lattices and has a posi-
tive value where the structure of the material differs from the
reference one, and the higher the value of the parameter, the

higher the degree of discrepancy.

For the sample under study, the change in the ideality parame-
ter, averaged over thin horizontal layers, is shown in Figure 2.
The legend to the figure provides information about the temper-
ature of the substrate on which nanofilms were deposited in the

numerical experiments.

Niobium is known as one of the most actively used supercon-
ductors [46,47] with a superconducting transition temperature
for pure metal equal to 9.25 K. In superconductors, including
niobium, due to the Meissner effect, the phenomenon of com-
plete or partial ejection of the magnetic field from the material
volume occurs [48,49]. In the superconductivity mode, which is
the mode of greatest interest for the magnetic behavior of the
target film heterostructure, the absence of a magnetic field is
observed inside the metal, which is predominantly concentrated
near the surface. For the reasons previously described, niobium
nanofilms were excluded from explicit consideration in numeri-
cal experiments to investigate the magnetic properties of the
spin nanocomposite, whose appearance and structure are
demonstrated in Figure 3a.

To investigate the magnetic properties of nanomaterials, the
substrate temperature was set in the range of niobium nanofilm
superconductivity mode operation at 5 K. Regarding the prob-
lem of nanofilm deposition and structure formation, we consid-
ered three substrate temperatures on which the deposition took
place: 300 , 500, and 800 K. These temperatures are deter-
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mined by process features of niobium and cobalt-based nano-
composite fabrication and can be seen in the legend shown in
Figure 2. For both studies of magnetic properties and nanofilm
deposition mechanisms, the substrate temperature was main-

tained using a Nose-Hoover thermostat.

Thus, at the initial stage of studying magnetic characteristics,
the spin behavior of only cobalt atoms was analyzed for two
calculation variants. In the first case, the cobalt atoms were lo-
cated near the nodes of the hexagonal close-packed (HCP)
crystal lattice, since this cobalt modification is more stable at
temperatures up to 700 K. The functional features of the nano-
composite involve its superconducting niobium nanolayers, so
the simulation was performed at a nanosystem temperature of
5 K. For the first version of the numerical experiment, a
2 X 2 x 2 unit crystal cell of HCP cobalt, bounded on all sides
by periodic boundary conditions, was considered. The size of
such a system (i.e., 0.5 nm X 0.87 nm X 0.82 nm) is relatively
small.

For the second variant of the numerical experiment, the real
structure of cobalt nanofilms obtained earlier by simulating
their deposition processes was considered. In order to preserve
the structure of the cobalt nanofilm, a small volume was cut out
from it, shown in Figure 3a as a white rectangle. This volume
had strictly the same dimensions as the ideal HCP structure in
the first numerical experiment. A group of cobalt atoms with
structural defects acquired as a result of film sputtering in an
enlarged form is shown in Figure 3b. Henceforward, to simplify
the formulation, the nanosystem of cobalt atoms from the nu-
merical experiment with nanofilm deposition will be referred to
as the real one.
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Figure 2: Variation of the average value of the crystal lattice ideality parameter in horizontal layers of a niobium and cobalt nanocomposite. Image
reproduced from [37] (© 2020 A. Vakhrushev et al., distributed under Creative Commons Attribution License (http:/creativecommons.org/licenses/by/

4.0)).
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Periodic boundary conditions

(b)

Figure 3: Multilayer nanocomposite of niobium and cobalt (a) formed in a numerical experiment during deposition on a 300 K substrate and a group of
cobalt atoms was cut out to simulate the magnetic properties (b). The image shown in (a) was adapted from [37] (© 2020 A. Vakhrushev et al., distri-
buted under the terms of the Creative Commons Attribution License (http:/creativecommons.org/licenses/by/4.0)).

The small size of the system in question was chosen for several
reasons. First, the actual produced nanofilms in composites of
cobalt and niobium have a small thickness, reaching 1-2 nm in
some layers. Of practical interest are structural defects and their
influence on the magnetic properties of thin films. Therefore, in
our studies, a small volume in the cobalt nanofilm is cut out and
the simulation results were compared to that of the correspond-
ing volume with an ideal structure.

In addition, the periodic boundary conditions used in molecular
dynamics enables one to balance the influence of direct bound-
ary effects by symmetrically continuing identical computa-
tional volumes along those space directions where they are
used, in our case along all three x, y, z directions. Lastly, the
small computational cell in this work was used for clarity, so
that the orientation of individual atom spins could be easily
traced.

Subsequently, the two selected systems were exposed to an
external magnetic field with induction B¢y = 1.0 T in the ox
axis direction (along the nanofilm surface for the real structure
variant) for 100 ps. The result of the spin distribution at the
final moment is shown in Figure 4. The time for the spin distri-
butions of the atoms are shown in Figure 4 corresponds to
100 ps.

In order to catch the smallest changes in the spin behavior of the
material and to take them into account, an integration step of
0.1 fs was chosen. The normal and spin temperatures were

maintained at the initial value of 5 K. The coordinates of the

atoms changed insignificantly, which is associated with small
thermal fluctuations and their linear velocities. As for the spin
rearrangement, at the initial times, corresponding to the interval
of 0-5 ps, the change in the spin direction of atomic spins was
active. At the initial time, a chaotic spin distribution regulated
only by their initial spin temperature, was set for the atoms.
Later, the direction of spins was influenced by the external
magnetic field, as well as by their mutual arrangement and force
behavior, which caused their reorientation.

Analysis of Figure 4 shows that there are significant differ-
ences in the spin distributions of an ideal crystalline hexagonal
close-packed cobalt (letters (a), (b), (c)) and the nanofilm with
structural defects formed as a result of the numerical experi-
ment (letters (d), (e), (f)). Crystalline cobalt is characterized by
small changes in spin states at finite times, with atomic spins set
in the direction of external magnetic field induction, (i.e., ox
axis). Nanofilms with structural defects and deviations from
crystal lattice nodes are subject to higher randomness with
respect to the direction of spins. The disordered orientation of
spins is related to the enhanced influence of magnetic character-
istics and forces of neighboring atoms. In the case of lattice dis-
tortions and defects in the material, zones of anomalies arise,
which also bring about a stable magnetic state in the form of a

local minimum of energy.

Internally, the behavior of atomic spins can be evaluated by
calculating the spin temperature of the material. The spin tem-
perature is equal to the normal temperature but reflects the

degrees of freedom of the atoms responsible for the magnetic

29


http://creativecommons.org/licenses/by/4.0

Beilstein J. Nanotechnol. 2023, 14, 23-33.

e 0 V@
st 7

b
X
s

©)

Figure 4: Spatial distribution of cobalt atom spins for ideal crystal hexagonal close-packed lattice (a), (b), (c) and nanofilm structure (d), (e), (f) formed
in the numerical experiment at a deposition temperature of 300 K, spin relaxation time 100 ps, and external magnetic field value of 1.0 T.

energy fluxes. A graph of spin temperature variations for the
two versions of ideal and real nanosystems under consideration

is shown in Figure 5.

As it can be seen from Figure 5, at initial time intervals (0-3 ps)
the spin temperature for both simulation variants is subject to
considerable changes. In the graph of Figure 5, this time period
is marked by the letter (a) and is shown in an enlarged form.
The jumps in the spin temperature transformation at 0-3 ps cor-
respond to an active rearrangement of the atomic spin direc-
tions, which were unstable in the initial state due to stochastic

allocation. Subsequently, the spin temperature fluctuations de-

crease, and its fluctuations occur near the thermostat target
value of 5 K. For an interval of 5-100 ps, the reorientation of
spins is slow and mutually consistent, which is reflected in a
small change in spin temperature. The system with a real struc-
ture has a less stable spin temperature behavior. The variation
of this parameter in the range of 3-25 K indicates greater scat-
tering and amplified oscillations of instantaneous values com-
pared to those of the ideal structure case.

Another macroscopic, but dependent on each atom, character-

istic of the material is its magnetization. The magnetization de-

termines the effect of partial or complete ordering of magnetic
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Figure 5: Changes in spin temperature under a constant external magnetic field of 1.0 T for ideal hexagonally close-packed cobalt and cobalt from

the deposited nanofilm obtained in a numerical experiment.

moments of a set of atoms under the influence of an external
magnetic field, which allows the use of this value to evaluate
the response of nanocomposites to external factors, considering
its structure and internal features. Dynamics of the vector
modulus of the investigated sample during simulation for two
variants of the investigated structure under a constant external

magnetic field of 1.0 T is presented in Figure 6.

The change in the modulus of the magnetization vector at the
initial times (07 ps) is also characterized (e.g., spin tempera-
ture) by an increased variability. The gradual rearrangement of
atomic spin states does not allow us to instantly find a stable

energy state. The length of the initial section of the magnetiza-
tion graph with high volatility has a longer length compared to
the same value for the spin temperature.

For an interval of 7-100 ps, the magnetization modulus value is
set near the mean value, which is 0.7 eu&’lps’1 for the case of
an ideal crystal structure and 0.47 e-A~L-ps™! for the real struc-
ture variant, where e is the notation of the electron charge. Such
nanomaterial behavior is associated with the ordering of mag-
netic moments and is typical for ferromagnetic materials (e.g.,
cobalt [50,51]). Thus, from the analysis of the graphs in
Figure 6 we can conclude that, despite the defects in the struc-
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Figure 6: Changes in the magnetization vector modulus under a constant external magnetic field with an induction of 1.0 T for ideal hexagonally
dense-packed cobalt and cobalt from the deposited nanofilm obtained in the numerical experiment.
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ture and the local arrangement of the atoms, cobalt retains its
ferromagnetic character. However, there may be a decrease or
deterioration of the magnetic macroscopic parameters, such as

the magnetization modulus.

Conclusion

A mathematical model capable of reproducing the time evolu-
tion of spin states and magnetic properties of a nanomaterial is
proposed. This model reflects the response of an external mag-
netic field on the behavior of individual atoms, and considers
the internal structure and features of structural defects at the
nanoscale when calculating the macroscopic magnetic charac-
teristics of a material.

The spatial distribution of cobalt atom spins for an ideal crys-
talline hexagonal close-packed lattice was studied. The struc-
ture of the nanofilm formed in a numerical experiment during
deposition on a substrate maintained at a constant temperature
of 300 K shows that the spin directions are significantly de-
pendent on the material structure. Under an external magnetic
field with an induction of 1.0 T, a reorientation of spins along
the external magnetic field is observed for crystalline ordered
cobalt. Conversely, for cobalt from the nanofilm a more chaotic
distribution of spins is characteristic, but also with a predomi-
nant direction parallel to the vector of induction of the external

magnetic field.

In numerical experiments, for the ideal and real structure it is
obtained that after preliminary adjustment and significant jumps
in the initial time intervals, the change of spin temperature
occurs in a small range of values near the average thermostat
target value. The system with the real structure has a less stable
behavior of the spin temperature and a larger scattering of in-
stantaneous values, which may indicate a less energetically
stable state of the nanomaterial.

Analyses of simulation results show that for both calculation
variants, with ideal hexagonal close-packed and with real struc-
ture, the ferromagnetic behavior is preserved for cobalt. Defects
in the structure and local arrangement of atoms can be the cause
of the deterioration of magnetic macroscopic parameters. For
example, the magnetization modulus for the considered nano-
system in the case of the real structure decreased by 30-50%.

The mathematical model used in this work serves as a predic-
tive tool, allowing to correct nanocomposite manufacturing pro-
cesses and to reveal their weak points (e.g., the influence of
indistinctly separated interfaces of nanofilms on the magnetic
properties). Experimental studies on the subject of work are as-
sociated with a number of difficulties, and related results are

planned to be published in following papers.
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Non-centrosymmetric superconductors have recently received significant interest due to their intriguing physical properties such as

multigap and nodal superconductivity, helical vortex states, as well as non-trivial topological effects. Moreover, large values of the

upper critical magnetic field have been reported in these materials. Here, we focus on the study of the temperature dependence of

the perpendicular magnetic field of NbRe and NbReN films patterned in micrometric strips. The experimental data are studied

within the Werthamer—Helfand—Hohenberg theory, which considers both orbital and Zeeman pair breaking. The analysis of the

results shows different behavior for the two materials with a Pauli contribution relevant only in the case of NbReN.

Introduction

Superconducting films of NbRe and NbReN have recently
received great attention in the field of low-temperature elec-
tronics as suitable candidates for the realization of fast super-
conducting nanowire single-photon detectors (SNSPDs) [1-4].
Apart from the reduced values of the superconducting gap and
short quasi-particle relaxation times [5], the property that makes
these materials appropriate to be used as SNSPDs is the high

value of the electrical resistivity [6]. This feature is related to

the polycrystalline or amorphous nature of these materials when
deposited in a thin-film form [4,7,8]. In addition to the
applicative interest, the study of these materials is relevant
from a fundamental point of view. Nb,Re;_, (NbRe) for
0.13 < x < 0.38 crystallizes in the non-centrosymmetric
TisRep4-type structure with the space group /43m (No. 217)
[9-12]. This non-centrosymmetric nature of the material leads to

intriguing and unconventional physical properties such as the
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time-reversal symmetry breaking observed with muon-spin
rotation and relaxation studies [13] and large values of the
upper critical magnetic fields [11,14], which are above the Pauli
paramagnetic limit [15,16]. In the case of thin films, the struc-
ture of NbRe is polycrystalline with grains of small dimensions,
typically of the order of 2-3 nm [7,8,17]. NbReN films also
present a polycrystalline nature with a moderate texture. In this
case, it was possible to interpret the results of the structural
characterization only by assuming for NbReN the same unit cell
as that of NbRe [4]. However, detailed knowledge of its struc-
tural and microscopic properties is still lacking. Finally, while
the morphological properties are similar to those of NbRe films
[18], the values of the electrical resistivity stand slightly higher
with respect to NbRe films [4,7,18].

The value of the upper critical magnetic field is a fundamental
quantity that gives a measure of the robustness of the supercon-
ductivity in a specific material. For a standard BCS s-wave
type-1I superconductor, Werthamer, Helfand, and Hohenberg
(WHH) have calculated the temperature dependence of the criti-
cal field [19]. In this model, two mechanisms are responsible
for the breaking of the superconductivity and both contribute to
the behavior of H.>(7T), namely the orbital and the paramag-
netic effect. While the former is due to the Lorentz force acting
on electrons of the Cooper pairs with opposite momentum, the
latter is related to splitting of the spin-singlet pairs because of
the Zeeman effect. Accordingly, paramagnetic pair-breaking
effects are absent in spin-triplet superconductors. The Pauli
limiting field is given by H,(0) = A(0)/(2v2u3), where A(0)
is the superconducting energy gap at zero temperature and g is
the Bohr magneton [15]. For weakly coupled BCS
superconductors it is Hp(0) [T] =~ 1.84T, [K]. In the dirty
limit, the orbital limit at zero temperature is given by
HYP (0)=0.69T, (dH ¢, /dT)p_z, [19]. Close to the critical
temperature, 7., the contribution of the orbital term dominates
in determining the value of H,,, at low temperatures and high
fields, the Pauli term is predominant [20,21]. In general, the
relative weight of the two effects is given in the theory by the
Maki parameter o = Hg;b (0)/\/§Hp (0) [19,22]. Alternatively,
it could be convenient to express a in terms of normal-state
properties [19,22,23]. In this case, a = 3/(2kg/) [24] where kF is
the Fermi wave vector and /¢ is the mean free path. If spin—orbit
scattering is also taken into account, another quantity, Ay, (the
spin—orbit parameter), is introduced in the theory [19]. The
effect of Ay, is to soften the role of a in determining the values
of Hy(T) [19]. When A, =0, itis H, (O) = Hé’ﬁb (0)/\/1 +o?
[23]. The WHH theory has been used to interpret the tempera-
ture dependence of the critical fields of several superconduc-
tors [20,24-36], including non-centrosymmetric materials for
which experiments give contradictory results [14,37-43]. In par-

ticular, values of the critical field larger than H,(0) have been

Beilstein J. Nanotechnol. 2023, 14, 45-51.

experimentally observed. These results, which cannot be de-
scribed by the WHH model, are interpreted as an indication of
the presence of an unconventional superconducting pairing in

the material.

In this paper, we measure the temperature dependence of the
perperpendicular, Hcp | (T), and parallel, Hey || (T), critical field
of NbRe and NbReN microstrips. The behavior of H¢,  (T) is
analyzed in the framework of the WHH theory. We find that
while for NbRe the value of the critical field is purely orbital-
limited, in the case of NbReN, the effect of the Pauli contribu-
tion plays a relevant role in the temperature dependence of
H.,,. We have not observed a positive curvature of H¢p, (T)
near T, as it was in the case of two-band superconductivity [44]

or proximity-coupled superconducting systems [45,46].

Experimental

NbRe and NbReN films were sputtered on oxidized Si sub-
strates in a UHV dc magnetron system with base pressure of
1 x 1078 mbar. The films were deposited at room temperature
from a stoichiometric NbRe (Nbg 1gReq g2) 99.95% pure target
of 5 cm diameter at a power of 350 W. NbRe films, 8 nm thick,
were grown at a Ar pressure of 4 ubar, which resulted in a
deposition rate of 0.3 nm/s. NbReN films, 10 nm thick, were
reactively sputtered in a mixture of inert Ar (85%) and reactive
N, (15%) gas at a total pressure of 3.5 ubar at a rate of
0.36 nm/s. NbRe films were patterned by standard optical li-
thography and lift-off procedures to realize a Hall bar geometry
of width w = 10 um and a distance between the voltage contacts
of L =90 ym. The NbReN films were structured by using direct
laser writer exposure followed by argon ion etching into
constriction-type bridges with w = 2 ym and L = 700 um.
Further details on the fabrication procedure of the films are re-

ported elsewhere [4,8].

The superconducting properties have been analyzed by elec-
trical resistance measurements using a standard four-probe tech-
nique in a Cryogenic Ltd. CFM9T cryogen-free system. The
microstrips were biased with a current of [y, = 10 pA. During the
measurements, the error on the temperature value was less than
10 mK. The superconducting H-T phase diagrams were ob-
tained by measuring the resistive transitions in the presence of
the magnetic field applied perpendicularly or parallely to the
surface of the samples. For each field, the value of 7, was deter-
mined using the 50% Ry criterion, where Ry is the value of the

normal-state resistance at 10 K.

Results and Discussion

Figure 1 displays the normalized resistive transitions in zero
magnetic field of the NbRe and NbReN microstrips. The criti-

cal temperature, the low-temperature resistivity, and the residual
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resistivity ratio (RRR) are reported for both microstrips in
Table 1. The RRR is defined as the ratio of the resistivity at
room temperature and at 10 K, that is, RRR = p30or/p1ox =
R300k/R10k- The values of T are not significantly smaller than
the values measured on unpatterned films of the same thickness
[4,8]. The rounding present at the onset of both the curves is
due to the paraconductivity phenomenon, whose nature has
been analyzed in detail in the case of unstructured NbReN films
of different thickness [4].

LOF — T T 1
0.8 F
0.6
Q<Z o "
E 04 ; n 7
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02} " -
| ]
0.0 S " 1 " 1 " 1 -
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Figure 1: Resistive transition in zero magnetic field of the NbRe (black
squares) and NbReN (red circles) microstrips.

Table 1: Parameter values of NbRe and NbReN microstrips.

Parameters NbRe NbReN
Film thickness (nm) 8 10
o (uQ-cm) 248 220
RRR 0.92 0.94
D (x 10~* m%s) 0.49 0.48
T. (K) 5.31 461
|dHe2/dT]r. (T/K) 2.23 2.27
o = 3/(2kg /) 0.51 0.51
HoHp(0) (T) 9.78 8.48
HoHSP (0) () 8.09 7.17
HoH2(0) (T) 8.12 6.38

In Figure 2, the resistive curves of NbRe are shown for various
values of H with the microstrip placed perpendicularly
(Figure 2a) or parallely (Figure 2b) to the external field. The
same quantities measured for NbReN are shown in Figure 2¢
and Figure 2d. In Figure 2e and Figure 2f, the field dependence

of the width of the resistive transitions, AT, is reported for
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NbRe and NbReN, respectively. We define AT, = TC90% - TCIO%,
where TC%%(TCIO%) is the critical temperature obtained with the
90% (10%) Ry criterion. As it can be seen, when the samples
are placed perpendicularly to the field the curves significantly
broaden at high fields due to the entering of the vortices. How-
ever, the value of AT is similar for both materials. In contrast,
in a parallel field, AT, is almost constant in both cases.

The temperature dependence of H., for NbRe and NbReN is
displayed, respectively, in Figure 3a and Figure 3b, where both
Hcp ) (T) and H || (T) are reported. In the insets of Figure 3a and
Figure 3b, the temperature dependence of the anisotropy coeffi-
cient Y(T) = Hep | (T)/H¢21.(T) is given for NbRe and NbReN, re-
spectively. For both the materials, y shows a nonmonotonic be-
havior with a fast increase followed by a smooth decrease when
the temperature is lowered. However, for NbReN, v is larger by
a factor of almost two than for NbRe. We will comment on this
point later on.

In the dirty limit and assuming that spin—orbit scattering is
negligible with respect to spin-independent scattering, the tem-
perature dependence of H.; is given by the implicit equation
[19]

(ocﬁ/t)z

L \2v+1\+E+—
\2v+1\+(ﬁ+kso)/t

l2v+1| t + ()

V=—00

where t = T/T,, h = T%ch (T)W. Ao = /(B3mkpTcTso)
with T4, being the mean free time for spin—orbit scattering. We
have used Equation 1 with Ay, = 0 to describe the experimental
data for both materials using the measured values of T, and the
slope of H¢y close to T, which can be accurately determined
via the many transition curves measured at very low fields.
Moreover, the values of o for both materials have been ob-
tained from the normal-state properties. Therefore, the WHH
curves obtained from Equation 1 do not contain any fitting pa-
rameter [19,40]. All these quantities together with other super-
conducting and normal-state properties of the two materials are
summarized in Table 1. In Figure 4 the perpendicular H-T
phase diagram is reported for NbRe (Figure 4a) and NbReN
(Figure 4b) microstrips together with the prediction given by
the WHH theory. As far as NbRe is concerned, the experimen-
tal data are not described by the WHH theory considering
o = 0.51, the value obtained from the normal-state properties
(see solid line in Figure 4a). In fact, kg{ = 3Dm/#h [47], where
D = (4kg/me)x|ugdH,, /dT[z! [48] is the quasiparticle diffu-
sion coefficient and m is the mass of the electron. From the
value of D reported in Table 1, we get kg/ ~ 1.3 and then

a = 0.51. In contrast, data are very well reproduced by the
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Figure 2: (a) Temperature dependence of the resistance of the NbRe microstrip in various magnetic fields in the perpendicular geometry. The curves
have been measured for increasing magnetic fields (as indicated by the arrow) from pgH = 0.003 to 4 T. (b) The same as panel (a) but in the parallel
geometry. The field increases from ppH = 0.003 to 8 T. (c) Temperature dependence of the resistance of the NbReN microstrip in various magnetic
fields in the perpendicular geometry. The curves have been measured for increasing magnetic fields from poH = 0.001 to 3 T. (d) The same as panel
(c) but in the parallel geometry. The field increases from ppH = 0.007 to 5 T. (e, f) AT, field dependence of (e) the NbRe and (f) the NbReN microstrip
for the perpendicular (black squares) and parallel (red circles) geometries.
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Figure 3: (a, b) H-T phase diagram of (a) the NbRe and (b) the
NbReN microstrip. Black squares and red circles indicate the tempera-
ture dependence of Hep) and Hep |, respectively. The insets show the
behavior of the anisotropy coefficient y as a function of the tempera-
ture.

WHH theory with a = 0, even though the points at the lowest
temperature lay above the curve (see dashed line in Figure 4a).
The value of the zero-temperature critical magnetic field
[He1(0) =8.12 T] is below Hp(()) =9.78 T, and since o = 0, the
orbital limiting to Hy, is the only contribution that should be
considered. Our result, which is in line with other studies on
H» | (T) made on non-centrosymmetric materials in bulk forms
[37,39,41], may suggest the presence of a triplet component of
the order parameter. This result was even more evident in the
case of polycrystalline NbRe samples, for which the experimen-
tal points in the H-T phase diagram stand well above the WHH
line with a = 0 [14]. This result, interpreted in [14] as an indica-
tion of unconventional superconducting pairing, may be weak-
ened in our case due to the poorer crystal quality of our disor-
dered films. In the case of NbReN, the data are well described
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Figure 4: (a, b) Temperature dependence of the perpendicular upper
critical field of (a) the NbRe and (b) the NbReN microstrip. The lines
represent the WHH calculations. Details of the procedure are given in
the text.

by the WHH theory with a = 0.51, as shown by the solid line in
Figure 4b. In this case, the critical field is paramagnetically
limited with the Pauli contribution that lowers the value of the
critical field with respect to the pure orbital-limited case (a = 0).
This suppression of the perpendicular critical field in conjunc-
tion with the steepest behavior of He; || in the studied tempera-
ture range could also be the cause of the larger value of y
measured on the NbReN microstrip. Again, we ascribe this
effect to the crystallographic properties of the films. Indeed, it is
reasonable to suppose that the presence of the N atoms in the
atomic cell may break the non-centrosymmetricity of the
system, thus depressing the spin-triplet component of the order
parameter. For this reason, H.p, becomes paramagnetically
limited [24,35]. In order to confirm these results, we are cur-

rently working on different experiments that may give more
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direct access to the order parameter in these systems. Regarding
the aforementioned purpose, while in the case of NbRe it is now
even more evident that films with larger crystallites are manda-
tory [7,8,12], detailed analyses of the NbReN crystal structure
are still lacking and need to be performed.

Conclusion

We have studied the H-T phase diagram for NbRe and NbReN
microstrips. Despite the fact that the two materials show very
similar morphological, normal-state, and superconducting prop-
erties, different results are obtained for the H.,, (T) behavior. In
particular, while for NbRe the critical magnetic field is related
to the orbital contribution, the Pauli limitation plays a relevant
role in the case of NbReN. We correlate this result to the differ-

ent microscopic properties of the two materials.
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Electrons in two different normal metallic electrodes attached to a sufficiently thin superconducting island may become entangled

due to the effect of Cooper pair splitting. This phenomenon is of fundamental importance and may also have serious implications

for developing quantum communication technologies. One way to identify Cooper pair splitting is to analyze long-range cross

correlations of fluctuating currents in three-terminal hybrid normal-superconducting—normal nanostructures. Here, we theoretically

investigate non-trivial behavior of cross-correlated non-local shot noise in the presence of a temperature gradient. We suggest that

applying a temperature gradient may serve as an extra tool to control the phenomenon of Cooper pair splitting.

Introduction

Normal metals connected to a superconductor exhibit a variety
of non-trivial phenomena associated with the existence of prox-
imity-induced superconducting correlations spreading over long
distances at sufficiently low temperatures [1]. One of these
phenomena is the so-called crossed Andreev reflection (CAR):
A Cooper pair may split into two electrons [2] (see Figure 1a),
thereby generating pairs of entangled electrons in different
metallic electrodes [3]. This phenomenon and its effect on elec-
tron transport in normal metal-superconductor—normal metal
(NSN) hybrid structures were intensively investigated both
theoretically [4-10] and experimentally [11-18] over the past
decades.

The process competing with CAR is the so-called elastic
cotunneling (EC), where an electron is transferred from
one normal metal to another across an effective barrier
created by the energy gap inside the superconductor, see
Figure 1b. Unlike CAR, EC does not produce entangled
electrons. In the zero-temperature limit, CAR and EC contribu-
tions to the low-bias non-local conductance of an NSN device
cancel each other in the limit of low-transparency barriers [4].
In contrast, at high transmissions, the CAR contribution
vanishes [6,7]. These observations make an unambiguous
identification of CAR in transport experiments a non-trivial
task.
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Figure 1: Schematics of the processes of crossed Andreev reflection (a) and elastic cotunneling (b). These schemes are redrawn from [25].

The way out is to investigate fluctuations of electric currents
passing through both NS boundaries of an NSN structure. While
in non-superconducting multiterminal structures cross correla-
tions of current noise in different terminals always remain nega-
tive [19], such cross correlations may become positive in the
presence of superconductivity due to the process of CAR. This
conclusion was initially reached theoretically in the limit of
low-transparency barriers at NS interfaces [20,21] and later ex-
tended to the case of arbitrary barrier transmissions [22-25].
Positively cross-correlated non-local shot noise was indeed ob-
served in a number of experiments [26,27]. Real-time observa-
tion of Cooper pair splitting was also reported in a recent work
[28].

Usually, an interplay between positive and negative cross corre-
lations of current noise in NSN devices can be controlled and
tuned by applying external bias voltages. In this work we
suggest another way of controlling Cooper pair splitting: We
predict and investigate non-trivial behavior of cross-correlated
non-local shot noise in the presence of a temperature gradient.
Note that, previously, this so-called “delta-T” noise was studied
in normal atomic-scale junctions [29]. Here, we demonstrate

that such kind of noise can also manifest itself in subtle non-
local properties of hybrid NSN structures associated with the
phenomena of crossed Andreev reflection and Cooper pair split-
ting.

Results and Discussion

Let us consider the NSN structure depicted in Figure 2. Normal
metallic leads are attached to a bulk superconductor with the aid
of two junctions described by a set of conducting channel trans-
missions 1 , and 15, with n being the integer number enumer-
ating all conducting channels. The two junctions are located at a
distance considerably shorter than the superconducting coher-
ence length £ Normal electrodes are kept at different tempera-
tures 7| and T, thus creating a temperature gradient across our
device. In addition, voltages V| and V, can be applied to two
normal leads, as shown in Figure 2.

The Hamiltonian of this structure can be chosen in the form

q=73 (FI,+I:1T’V)+IEIS,

r=1,2 )

Figure 2: Schematics of the NSN structure under consideration. Normal electrodes are biased by external voltages V1 and V» and are kept at differ-
ent temperatures T1 and T». The superconducting electrode is assumed to be thinner than the superconducting coherence length &.
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where

) . v? .
H, = Z J.dX‘Ijj,a(X) —Z——H_eVr]q]r,a(x)’ 2
a=t "

are the Hamiltonians of two normal leads, ¥] 0L(}u{), ‘i’,ﬂa(x)
denote creation and annihilation operators for an electron with a
spin projection a at a point X, m is the electron mass, and p is

the chemical potential,

(3)
AV ()P () A" () ,Ax)}

is the Hamiltonian of a superconducting electrode with the
order parameter A and the terms

C)

account for electron transfer through the junctions between the
superconductor and the normal leads. In Equation 4, the surface
integrals are taken over the contact areas A,., and t,(x) denote

coordinate- and spin-independent tunneling amplitudes.

Let us denote the probability for N| and N, electrons to be
transferred, respectively, through the junctions 1 and 2 during
the observation time ¢ as P{(N{,N»). Introducing the so-called
cumulant generating function F (x;,x2) by means of the formula

e]:(xl’xz) = Z e_iN1X1 _iNZXZPt (Nl > N2 )

Ni,N,

&)

with x; » being the counting fields, one can express the average
currents through the junctions /, = <f p (z)> and the current—cur-
rent correlation functions

=—Idt[< (to +1) 1 (1
2(1, (1)) {1 (1)) ]

(t0)+ 1 (1)1, (10 +1))

Q)

in the following form
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, S =—lim——— - (D
t=0 t 0%,.0%, -

r=

I, = lim le 8.7-'
t—0 t axr .

»=0

The cumulant generating function F in Equation 5 be evalu-
ated in a general form with the aid of the path integral tech-
nique [22,25], which yields

f(xl,Xz)=tr[lnG_1(xl,Xz)J, 8)
where Q_l is the Keldysh Green function of our system
G' i) 0
g (X15X2)— ;1T(Xl) Gv§1 fz(Xz) > ©))
. <1

the 4 x 4 matrices G
functions of isolated normal and superconducting leads and t is

represent the inverse Keldysh Green

the diagonal 4 X 4 matrix in the Nambu—Keldysh space
describing tunneling between the leads,

Lt
te'2 0 0 0
0 T 0
v t.e
i (1) = ’ ,-Lr (10)
0 0 12 0
ke
0 0 0 —te 2

Further analysis of the general expression for the function F
(Equation 8) is essentially identical to that already carried out in
[25]. Therefore, it is not necessary to go into details here. Em-
ploying Equation 7 and making use of the results [25], we
recover general expressions for both the currents /, across the
junctions and the cross-correlated current noise Sy, in the pres-

ence of a temperature gradient between two normal terminals.

In what follows we will be particularly interested in the limit of
low voltages and temperatures eV} 7,71 2 < A. In this case, I,
(containing both local and non-local components) is practically
insensitive to temperature and matches with the results [6,7,10]
derived earlier in the corresponding limit.

For the non-local current noise in the same limit eV 5,77 > < A
we obtain
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4R0
Sip = 32 Z'[dEAlnAZm

) (1—2A1,,,)(1—2A2’m)[w(

\/Al,nAZ,m

where we defined the Andreev reflection probabilities per con-

ducting channel in both junctions

12 12
A, = L Ay = 2 > (12)
(2_Tl,n) (2 TZ,m)
introduced the function
w(n,,nr) (l—nrr)+(1—nr)nrr. (13)

and employed Fermi distribution functions for electrons and
holes in the normal leads

BN 14

Equation 11 defines the low-energy cross-correlated current
noise in the presence of a temperature gradient and represents
the main general result of the present work.

The expression (Equation 11) contains the integrals of the type
IdE w(nli,nzi), which cannot be handled analytically except in

some special limits, i.e.,

Vi-1,)
dE wlnE . nE ) =e(v V- he(l 2 15
j w(nl,nz) e(V; =V, )cot e (15)
forT)=T,=Tand
+ e(Vl_Vz)
'[dEw(nl—,nz—)zﬂln 2+200thT (16)
1
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nl‘,n;)—i—w(nfr,nz_)—W(nl_,n2_>—W(n1+,n§)}
+W(n;’n5r)+W(nf,nz’)-i—w(nf,ng)—w(nfr,n;)
_4[(1—A17n)w(n1_,n1 ) (1 A2m) (

ny,n
24, (w(nl_,nl_)+w("1+s”1 ) 24 (

an

gl

l’lz n2 +W(l’l;,n;))},

for T » T,. In the opposite limit 75 >» T} in Equation 16 one
should simply interchange 7| < T5.

In order to proceed, we note that there exists a very accurate
interpolation formula between the above limits. It reads

[aE w(nli,nzi) ~ T ln(2+ 2cothe(V}—;V2)], 17
€

where we defined an effective temperature

2
T =L\/1+(8TL2)(1n22—1/4) (18)

In2

and introduced the notations 7= (T} + T»)/2 and 8T = T| — T>.

With the aid of this interpolation, the non-local noise
(Equation 11) can be reduced to a much simpler form

e(Vl +V2)
S12 :GIZTeff y+ln 2+2cosh——==
eff

V=V
-v_ 1n[2 + ZCOShM]
eff

19)

v,
4G, {BleVl cotheT—1+(l—[31 )T
1

V.
+B2€V2 COthe]_'—2+(1_BZ)T2:|.
2

Here we have introduced the non-local conductance in the limit

of zero temperature and zero bias voltage,
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2@4Rg
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G12 = (20)

Z Al,n Z A2,m ’
n m

Rg being the normal state resistance of a superconducting
island [25], as well as the parameters

(1—2A1,n)(1 —2A2’m)
zn,m AL”AZJ" \/Al,nAZ,m

Y+ = >
Zn,m Al,nA2,m

*1
2n

and the local Fano factors for two barriers in the Andreev

reflection regime

_ ZnAl,n (1 - Al,n )

z [32 _ zmAZ,m (l_AZ,m)
,,Al,n ’

p
! zmA2,m

. (22)

At zero bias voltages V| = V, = 0, we obtain the noise in the
form

Si2= 4Gy (Tegp In2-2T). (23)

Hence, for the excess non-local noise 8S1p = S12(7,0T) —
S12(7T,0) induced by the temperature gradient we get
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This contribution is positive and reaches its maximum
0512 = 0.44G T at |dT| = T.

The effect of the temperature gradient on cross-correlated non-
local noise remains appreciable also at non-zero bias voltages
V1 2, in which case it essentially depends on transmission distri-
butions in both junctions.

We start from the tunneling limit Ay ,,, A5, < 1, where one has

_ Zn,m\’ Al,nAZ,m 1

- Zn,m Al,nAZ,m

Y+ =7-=7 (25)

Keeping only the terms o<y in the expression (Equation 19), we
obtain

V1_+Vz>]

e
812 = G Ty 1n[2+2<:osh (
Tegr

(26)
V —
—ln(2+2coshMj .

eff

The first and the second terms on the right-hand side of this
formula are attributed, respectively, to CAR and EC processes.
We observe that, similarly to the limit 87 = 0, the noise
cross correlations remain positive, S1p > 0, provided V| and V)
have the same sign, and they turn negative, S;, < 0, should V
and V, have different signs. The result is also illustrated in

Figure 3.
(87’ o . .
881, =4G,T| 4|1+ 5 (ln2 2 1/4) —-11. (24) In the opposite limit of perfectly conducting channels in both
T junctions with 7y, = 12,, = 1 one gets y. =2, y- =0,
B1 = B2 = 0. Hence, in this case, Equation 19 yields
T=T,=0 Si2/(GyzA) T,=T,=0.1A Si2/(Gy2A) T,=0.2A, T,=0 Si2/(GyA)

evV,/A

eV /A

04 02 0 02 04
evV,/A

Figure 3: Non-local noise S12 (Equation 26) in the tunneling limit (Equation 25). Left panel: T = 0; middle panel: T = 0.1A, 8T = 0;

right panel: |87 = T = 0.1A.
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(n+n)

e
Sip = 2Gy, | Togp In| 2+ 2cosh —4T |. @7

eff

This result is always positive at non-zero bias and sufficiently
low temperatures, indicating the importance of CAR processes
in this limit, see also Figure 4.

Yet another important physical limit is realized provided the
contact has the form of a short diffusive wire with the corre-
sponding Thouless energy exceeding the superconducting
gap A. In this diffusive limit the transmission probability distri-
butions in both junctions are defined by the well-known
formula

P

> ()=t L
262RrN T4/l -1,

r= 1,2 (28)

with RrN being the resistances of diffusive contacts in the
normal state. Making use of this formula, one readily finds
Y+ = %1 and B = B = 1/3. Then Equation 19 reduces to

T,=T,=0

S12 / (G12A)
03

°
eV,/A

-0.4 -0.2 0 . . -0.4 -0.2 0
eV,/A eV /A

T,=T,=0.05A

Beilstein J. Nanotechnol. 2023, 14, 61-67.

e(V £V
S12 = GIZTeflen 2+2C0ShM
+ eff
(29)
ev,

—fG12 4T+ 3 eV, coth
3 r=1,2 r

This result is also displayed in Figure 5.

Conclusion

Comparing the non-local shot noise pattern in all the above
limits, we can make several important conclusions. First, in full
accordance with our previous results [22,25], this pattern turns
out to be markedly different depending on particular transmis-
sion distributions for intermetallic barriers, thus emphasizing
different roles played by CAR and EC processes. Second, rela-
tive contributions of the latter processes can be reliably con-
trolled by applied external bias voltages V| and V as well as by
varying temperature 7. Third, we observe that the non-local
shot noise patterns undergoes additional modifications provi-
ded a temperature gradient is applied to our structure. Hence,
the temperature gradient, along with other parameters, can also
serve as a possible extra tool to control and tune the process of

S12 / (G12A)
03

Si2/(Gi28)
0.3

T,20.1A, T,=0

°
eVy/A

02 04 04 02 0 02 04
evV,/A

Figure 4: Non-local noise S12 (Equation 27) in the case of fully transparent junctions. Left panel: T = 0; middle panel: T = 0.05A, 8T = 0;

right panel: |87] = T = 0.05A.

T=T,=0 S12/(G2A) T,=T,=0.03A
0.3
04
0.2
02 o
2
> o0 0
o
02 01
-0.2
04
-0.3
04 02 0 02 04 04 02 0
eV,/A eV, /A

T,=0.06A, T,=0

02 04 04 02 0 02 04
eV,/A

Figure 5: Non-local noise S12 (Equation 29) in the case of diffusive barriers. Left panel: T = 0; middle panel: T = 0.03A, 3T = 0;

right panel: |87] = T = 0.03A.
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Optimization of Josephson oscillators requires a quantitative understanding of their microwave properties. A Josephson junction

has a geometry similar to a microstrip patch antenna. However, it is biased by a dc current distributed over the whole area of the

junction. The oscillating electric field is generated internally via the ac-Josephson effect. In this work, I present a distributed, active

patch antenna model of a Josephson oscillator. It takes into account the internal Josephson electrodynamics and allows for the deter-

mination of the effective input resistance, which couples the Josephson current to cavity modes in the transmission line formed by

the junction. The model provides full characterization of Josephson oscillators and explains the origin of the low radiative power

efficiency. Finally, I discuss the design of an optimized Josephson patch oscillator capable of reaching high efficiency and radia-

tion power for emission into free space.

Introduction

A flux-flow oscillator (FFO) is the most extensively studied
Josephson source of high-frequency electromagnetic waves
(EMW) [1-12]. A FFO was used in the first direct demonstra-
tion of Josephson emission by Yanson et al., back in 1965
[13,14]. State of the art FFOs, developed by Koshelets and
co-workers show a remarkable performance in terms of
tunability and linewidth [6,9,12]. However, they emit very little
power into free space [11,13,15,16]. The low radiation power
efficiency, that is, the ratio of radiated to dissipated power, is

commonly attributed to a large impedance mismatch between a

Josephson junction (JJ) and free space [10,16,17]. But there is
no consensus about the value of the junction impedance: Is it
very small [16] or, in contrast, very large [10]? At present, there
is no clear understanding about what causes the impedance
mismatch and which geometrical parameters should be changed
for solving the problem. The discovery of significant terahertz
emission from stacked intrinsic JJs in layered high-T. cuprates
[18-27] further emphasizes the necessity of a quantitative
understanding of microwave emission from Josephson oscilla-

tors.
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Figure 1a shows a sketch of a typical FFO. It is based on a
sandwich-type (overlap) JJ with the length, a > Ay, much larger
than the Josephson penetration depth, and both in-plane sizes
much larger than the thickness of the junction interface,
d < b « a. The in-plane magnetic field, H,, introduces a chain
of Josephson vortices (fluxons) in the JJ. The dc bias current, [},
exerts a Lorentz force, Fy, and causes a unidirectional fluxon
motion. Upon collision with the junction edge, the fluxons anni-
hilate. The released energy produces an EMW pulse, which is
partially emitted but mostly reflected backwards in the JJ. Prop-
agation and reflection of FFO pulses in the transmission line
(TL) formed by the JJ leads to the formation of standing waves.
The corresponding cavity mode resonances are manifested by
Fiske steps in the current—voltage (/I-V) characteristics [16,28-
32]. FFOs exhibit sharp emission maxima at the Fiske steps
[9,12,13]. Such a conditional emission indicates that several ad-
ditional and equally important phenomena (apart from the
ac-Josephson effect) are involved in FFO operation [10]. The
excitation of high-quality factor, Q > 1, cavity modes is one of
them.

Geometry is playing a decisive role for characteristics of micro-
wave devices. Although calculations of radiative impedances of
JJs do exist [33], they were not made for the FFO geometry.
From the outside, the overlap JJ looks like a well-known
microstrip patch antenna [34-36]. The difference, however, is
inside. A standard patch antenna has a point-like feed-in port,
while in a JJ the bias current is distributed over the whole area
of the JJ. Furthermore, the oscillating component of the current
is actively generated inside the JJ by means of the ac-Josephson
effect and the flux-flow phenomenon. Therefore, a JJ can be
considered as an actively pumped patch antenna with a distri-

buted feed-in current.
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In this work, I present a distributed, active patch antenna model
of a Josephson oscillator. It expands the TL model of a patch
antenna [36], taking into account the spatial distribution of the
input current density in a JJ, described by the perturbed sine-
Gordon equation. In the presence of a magnetic field and
fluxons, the oscillating current is distributed nonuniformly
within the junction. This nonuniformity is essential for the FFO
operation. It determines the variable input resistance, which
enables the coupling of the Josephson current to cavity mode
resonances in the junction. The presented model allows for the
application of many of patch antenna results and facilitates full
characterization of Josephson oscillators, including the emis-
sion power, directivity, and power efficiency. The model
explains the origin of the low power efficiency for emission in
free space and clarifies which parameters can be changed to
improve the FFO characteristics. Finally, I discuss the design of
a Josephson patch oscillator that can reach high power for emis-
sion in free space with the optimal power efficiency of approx.
50%.

Results
The spatial-temporal distribution of voltage in a JJ is described
by the equation (see chapter 9 in [31]):

(9)12
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where c( is the (Swihart) velocity of EMWs in the TL formed
by the JJ and L is the inductance of JJ per square. J, is the cur-
rent density through the JJ, which has Cooper pair and quasipar-

ticle (QP) components,

Figure 1: (a) A sketch of the Josephson flux-flow oscillator. It is based on a sandwich-type junction with two superconducting electrodes (light blue)
separated by a dielectric interlayer (yellow). Red ovals represent Josephson vortices that are driven by the Lorentz force, F|, exerted by the dc bias
current, l. From the outside, the junction has a patch antenna geometry. However, inside it is driven by a distributed dc current, and the oscillating
voltage is generated internally by a combination of the ac-Josephson effect and the flux-flow phenomenon. (b) Clarification of spatial and angular co-
ordinates. (c) An equivalent circuit of the Josephson junction. The ac-Josephson effect provides a source of the high-frequency alternating current
with the fixed amplitude of current density, Jco. The oscillating voltage at the junction edges is generated by means of the input junction impedance,
Zin, and is distributed between the internal dissipative resistance, Rgjs, and the external radiative impedence, Z;,4, connected by the transmission line

impedance Zt.
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Here, Jq is the Josephson critical current density, n is the
Josephson phase difference, and rqp = Rgpab is the QP resis-
tance per unit area.

Active patch antenna model of a junction
Equation 1 is the equation for an active TL [37] with a distribut-
ed feed-in current density J,. Therefore, a JJ has many similari-
ties with the microstrip patch antenna. However, there are three
main differences:

(i) The feed-in geometry. A patch antenna has a point-like feed-
in port, through which the oscillating current is applied [34-36].
The FFO is biased by a dc current distributed over the whole JJ

area.

(i) The excitation scheme. A patch antenna is a linear oscil-
lator pumped by a harmonic signal. In contrast, a JJ is biased by
a dc-current and the oscillatory component is generated inside
the JJ via the ac-Josephson effect and the flux-flow phenome-
non.

(iii) The slow propagation speed of EMWs inside the JJ, ¢y <« c.
This is caused by a large kinetic inductance of superconducting
electrodes. For Nb-based JJs, c/cq = 40 (see the estimation in
section Discussion). For atomic-scale intrinsic JJs in layered
cuprates, ¢y can be almost 1000 times slower than ¢ [32].
Because of that, the wavelength inside the JJ is much smaller
than in free space, A < Ag. Therefore, a JJ corresponds to a
patch antenna with an extraordinary large effective permittivity,

si = (c/co)z.

The dynamics of a JJ is described by a nonlinear perturbed sine-
Gordon equation,

2 2
a—n—a—n—aa—?:sinn—jb. 3
v orr o

It follows from Equation 1 and Equation 2, taking into account
the ac-Josephson relation, V = (®y/2m)dn/dt. Equation 3 is
written in a dimensionless form with space, X = x/Aj, normal-
ized by Aj,and time, 7 = wpt, by the Josephson plasma frequen-
cy, wp. Here a is the QP damping factor, and jb =JplJ is the
normalized bias current density, which originates from the
92V/dy? term in Equation 1 [38]. In what follows, “tilde” will

indicate dimensionless variables, & = w/w, and k = Mk. The
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definition of and the interconnection between different vari-

ables are clarified in the Appendix section.

Radiative resistance of a patch antenna

A rectangular patch antenna has two radiating slots, which cor-
respond to the left and right edges of the JJ in Figure 1a. The
slots can be considered as magnetic current lines (magnetic
dipoles) [39]. Radiation from the antenna is determined by the
radiative impedance, Zrad. For a patch with a very thin insu-
lator (as is the case for a tunnel JJ), the radiative admittance of
one slot, 1/Z,41 = G| + iBy, contains a large imaginary part By,
caused by the large capacitance. However, at the cavity mode
resonance the imaginary contributions from the two slots cancel
out [34,36,39] and the radiative impedance becomes real.

Therefore, at the resonance the radiation power from one slot is

where [v(0,a)| is the amplitude of voltage oscillations at the slot
(x = 0,a) and G is the radiative conductance of the single slot.
Low-T, JJs are operating at sub-terahertz frequencies, for which
the wavelength in free space is large, Ao > b > d. In this limit
[36,39],

2
G1:4_Tc i , (b<<x0) 5)
37, | 7

where Zy = JHo/gg = 376.73 (Q) is the impedance of free

space.

To calculate the total radiation power from both slots one has to
take into account the mutual radiative conductance, G,, and the
array factor AF [36]. G, is originating from a cross product of
electric and magnetic fields generated by different slots. For
Ao > b > d it is equal to [36,40]

2n

| b . .3

G, =—{—} Jo (koasin©)sin” ©d®. (6)
Zy[ ho '[

Here, Jj is the zeroth-order Bessel function, ko = 2m/A is the
wave number in free space, and the angle ® is defined in
Figure 1b. For the n-th cavity mode,

T
k, :;n, o, =cok,, 7
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the argument of J becomes (cq/c)mnsin®. Since ¢ < ¢, koa is
small. Expanding in Equation 6, Jo(x) = 1 — x%/4 (for x <« 1), we
obtain:

2
G, = G 1_%(0_07[”) , (c—onn <<1). (8)
S c c

It is seen that the mutual conductance for a JJ with thin elec-
trodes (slow cg) is not negligible and can be as big as the single-
slot conductance G, Equation 5.

The array factor takes into account the interference of electro-
magnetic fields from the two slots in the far field. It depends on
the separation between the slots, a, the relative phase shift, {3,
and the direction (¢,®). Since radiation from a patch antenna is
induced by magnetic current lines, it is more intuitive to
consider the interference of magnetic fields, H| + Hy = AFH|.
For the geometry of Figure 1a and Figure 1b, it can be written
as [36,40]

AF = ZCOS[%(koaSin®Sin(p+B):|. )

Odd-number cavity modes have antisymmetric voltage oscilla-
tions but symmetric magnetic currents, f = 0. This leads to a
constructive interference with the maximum AF = 2 perpendic-
ular to the patch along the z-axis. For even modes its vice versa,
B =, and a destructive interference leads to a node, AF = 0,
along the z-axis.

The total emission power is

. (MO +p(a) o £2p(o)(@lGn
rad B 5

where the plus/minus signs are for odd/even modes, respective-
ly. For equal amplitudes, [v(0)| = v(a)l,

, (11)

with the effective radiative resistance

2
Prad:;ﬁ L . (12)
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Determination of voltage amplitudes
To calculate P,4, we need voltage amplitudes at the JJ edges.
Within the TL model of patch antennas, v(x) is obtained by de-
composition into a sum of cavity eigenmodes [34]. For IJs, a
similar approach is used for the analysis of Fiske steps [16,29-
31]. To separate dc and ac components, we write

n(x,t) = ke + ot +(x,1). (13)

Here, k = 2n(®/®g)/a is the phase gradient induced by the
external field, where @ is the flux in the JJ. w = 2n®yV, is the
angular Josephson frequency proportional to the dc voltage V.
The last term, ¢, represents the oscillatory component induced
by cavity modes and fluxons. This term generates the ac
voltage, which we aim to determine:

v(x,t)—&@ (14)

C2not

Small-amplitude, multimode analysis
In the small-amplitude limit, ¢ « 1, a perturbation approach
can be used. A linear expansion of Equation 3 yields [16,29,31],

G R -
————a—=sin(kx+ot)+cos(kx+wt)p—AJ,. (15
2 ar Ca o snlerren)veos(bron)g-ak, 45

Here, AJy, =Jy, —0d is the excess dc current with respect to the
ohmic QP line. It is caused by the second term on the right-hand
side, which enables nonlinear rectification of the Josephson cur-
rent. The excess dc current is defined as

a

T
.1 1
Al =1, lim —jdt—Jcos(/oHcot)d)dx. (16)
T—ooT a
0 0
The oscillatory part is described by the equation
2 2
ﬂ—ﬂ—oca—(l):sin(l<:x+o)t). a7
ot ot o

A comparison with Equation 1 shows that this is the active TL
equation in which the supercurrent wave, sin(kx + wt), acts as a

distributed (x,f)-dependent drive.
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To obtain ¢, a decomposition into cavity eigenmodes is made
[15,16,29,31], similar to the TL analysis of patch antennas [34-
36]:

o(x.1)= —ie'®! ign cos(k,x).

n=l1

(18)

Note that Equation 18 does not include the dc term, n = 0,
which is accounted for in Ajb instead, so that ¢ generates
solely ac voltage, as described by Equation 14. Substituting
Equation 18 in Equation 17 and taking into account the orthogo-
nality of eigenfunctions, one obtains

g = B, +iC,
" -k —iad 1
sin(k—k,)a sin(k+k,)a
B =
" lh—k)a | (k+k)a (20)
Cn:_l—cos(k—kn)a 1-cos(k+k,)a on
(k—kn)a (k+kn)a

From Equation 14, voltage amplitudes at radiating slots are:

DO 0 =
v(0)=— =2 g 22)
2n el "
@ ) o0
v(a) :Lwe"”’Z(—l)” 2, (23)

21

n=l1

Excess current

Without geometrical resonances, the dc current, well above the
field-dependent critical current, I > I.(H), is determined by the
QP resistance, I = V/Rgp. In dimensionless units, I/l = aV/Vp,
where V), = ®gwp/2m is the voltage at plasma frequency. At
resonances, a partial rectification of the oscillating supercurrent
occurs, leading to the appearance of Fiske steps in the I-V
curves. The excess dc current, obtained from Equation 16, is

[16,29,31]

24
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Figure 2a shows calculated /-V characteristics of a JJ with
a = 5\j, a = 0.1 and at a magnetic field corresponding to
® = 5 in the JJ. Blue symbols represent the direct numerical
simulation of the sine-Gordon Equation 3 for up and down cur-
rent sweep. The red line shows the analytic solution with the
excess current given by Equation 24. The agreement between
exact (without linearization) numeric and (approximate) analyt-
ic solutions is quite good. It is seen that a series of Fiske steps
appear in the /-V. Vertical grid lines mark positions of cavity
mode resonances, w/cqy = k,,. Fiske steps appear at this condi-
tion because of the vanishing of @’ —7{3 term in the denomi-

=z

O L=52, T
®=5 @,
08 o=0.1 1
-3
~—
~ 06} -
04 numeric

analytic

8 10 12

78%

Figure 2: (a) Simulated current-voltage characteristics of a junction
with L = 5A;, ®/®¢ = 5 and o = 0.1. Blue symbols represent the full
numeric solution of the sine-Gordon equation (up and down current
sweep). The red line represents the approximate (perturbative) analyt-
ic solution, / = V/Rqp + Al. (b) Excess dc current, Al(V), at Fiske steps.
The thick red line represents the multimode analytic solution,

Equation 24. Thin blue, black, and olive lines show single-mode solu-
tions forn =9, 10, and 11, respectively. Vertical grid lines in (a) and (b)
mark Fiske step voltages. Voltages are normalized by (a) the plasma
frequency voltage, V), and (b) the lowest Fiske step voltage, V.
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nator of g,, Equation 19. The main step occurs at the double
resonance condition, w/cq = k,, = k. It happens at n = 20/®q and
leads to the vanishing of (k — k,) in the denominators of
Equation 20 and Equation 21. The condition, w/cqy = k, is re-
ferred to as the velocity matching because at this point the
velocity of the fluxon chain (or phase velocity of the current
wave in Equation 17) reaches cq [16].

Single-mode analysis

Figure 2b shows the excess current, Al/l . versus V, normalized
by the n = 1 Fiske step voltage, V| = ®yco/2a. Such normali-
zation clearly shows that the main resonance occurs at
n = 20/®gy = 10. The thick red line represents the full multi-
mode solution, Equation 24. Thin blue, black, and olive lines
represent a single eigenmode contribution for n =9, 10, and 11,
respectively. A perfect coincidence with the red line indicates
that for underdamped JJs, a <« 1, it is sufficient to consider just
a single mode. This greatly simplifies the analysis.

For a resonance at mode n,

&n(0=F,) =%, (25)
and
|vn (O,a)| =% gn| = i(:;p F,, (26)
Al = 41; ’Zn I, @7
where
F, =+/B+C2. (28)

Large-amplitude case

The described above perturbative approach is valid only for
small amplitudes. Simulations in Figure 2a are made for an
underdamped JJ, a = 0.1. In this case the quality factor of high-
order cavity modes is large,

®
Ql’l = (’OHRQPC = Fn > l,

and |g,| is not small. Since ¢ appears within the sin n term in
Equation 3, the maximum possible amplitude of |g,| is 7. This
reflects one of the key differences between FFO and patch

antenna. The patch antenna is a linear element in which the
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voltage amplitude is directly proportional to the feed current. A
FFO is essentially nonlinear. The amplitude of Josephson phase
oscillations will not grow beyond |g,| = 7. Instead, higher

harmonic generation will occur.

Full numerical simulations of the sine-Gordon equation
(Equation 3), shown by blue symbols in Figure 2a, reveal that
the amplitude of oscillations reach 7 at the end of the velocity-
matching step. This causes a premature switching out of the
resonance before reaching the resonant frequency. It is some-
what miraculous that the agreement with the perturbative solu-
tion (red line in Figure 2a) is so good. Apparently, it works
remarkably well far beyond the range of its formal applicability,
lgnl < 1.

A general single-mode solution for an arbitrary amplitude was

obtained by Kulik [30]. The amplitude at the resonance, ®=k,,,
is given by the first solution of the implicit equation [31],

k
JO (MJ =OL_’1|<g;1|y

2 F

n

(29)

where Jj is the zeroth-order Bessel function. This equation can
be easily solved numerically. It is also possible to obtain an ap-
proximate analytic solution by expanding Jo(x) = 1 — x%/4 for
small x. With such expansion, Equation 29 is reduced to a

quadratic equation with the solution

(30)

For overdamped JJs, a » 1, it reduces to the small-amplitude
result of Equation 25, |g,| = Fn/oJc,,. For underdamped 1Js, it
qualitatively correctly predicts saturation of the amplitude for
a—0, although at a value of 4 instead of 7. Thus, Equation 30
provides a simple and sufficiently good approximation for
a significantly broader range of damping parameters than

Equation 25.

Input resistance

For the practically most important velocity matching mode,

k,, = k, from Equations 19-21 it follows, B, =1,C,, =0, F, =1,
leading to a remarkably simple result,

|v(0,a)| = Pop

2na.

€2y}

= cORQP'

This equation has a straightforward meaning illustrated by the

equivalent circuit in Figure 1c. A JJ is a source of a spatially
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distributed oscillating current, J, = J.osin(w? + kx), with a fixed
amplitude, J(, but spatially dependent phase, kx. It couples to
the cavity mode via some effective input impedance Z;,. Zi,
depends on w, k, and k and is, in general, complex. However,
since the phase of the current wave is strongly varying along the
junction, it is hard to define the phase shift between current and
voltage. Therefore, in what follows, I will be talking about the

input resistance, R;, = |Z;,|, defined via the relation

v(0.a)|=I.oR;,. (32)

From Equation 26 it follows,

Ry, = Rop - (33)

Figure 3a—c shows, respectively, By, Cy, and R;y/Rqp = F,
versus n for the case from Figure 2. Lines are obtained for con-
tinuous variation of n in Equation 20 and Equation 21, and
circles represent the actual cavity modes with integer n. From
Figure 3c, it is seen that Rj, has a distinct maximum at the
velocity matching condition n = 20/®y = 10. At this point,
»= INcn = 7{, the wave numbers of the cavity mode and the cur-
rent wave coincide, leading to a perfect coupling along the
whole length of the JJ. Therefore, R, = Rgp and v = I ;oRqp. For
other modes, k,, # k, the coupling with Josephson current oscil-
lations is much weaker. As seen from Figure 3c, it is oscillating
with n. For the particular case with integer ®/®g, R;, vanishes
for all even modes. This leads to the absence of corresponding
Fiske steps in Figure 2a.

The coupling of a cavity mode to the current wave in the JJ
depends on magnetic field and flux in the JJ (via the parameter
k). This is illustrated in Figure 3d for ®/®y = 5 (olive line, the
same as in Figure 3c), 5.25 (blue), and 5.5 (red). Although the
oscillatory behavior of Fiske step amplitudes is well known
[16,29,31], the interpretation of such behavior in terms of the
input resistance makes a clear connection to the analysis of
patch antennas, for which Rj, is one of the most important pa-
rameters. From this point of view, geometrical resonances with
large voltage amplitudes appear only for modes coupled to the
current source (Josephson oscillations) via a large input resis-
tance, Equation 32. As seen from Figure 3d, the best coupling
with maximum, R;;, = Rgp, occurs for the velocity-matching
step, n = 2®/®y. Modes with Rj;, = 0 are not coupled to
Josephson oscillations and, therefore, are not excited at all. In
particular, there is no coupling to any mode in the absence of an
applied field, Rj,(H = 0) = 0. This is why Fiske steps do not

appear at zero field.
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Figure 3: Panels (a) and (b) show mode-number dependence of coef-
ficients B, and Cp, given by Equation 20 and Equation 21, for the case
from Figure 2 with ®/®y = 5. Panel (c) shows the corresponding oscil-
latory dependence of the input resistance, Equation 28 and

Equation 33. (d) Input resistance for ®/®q = 5 (olive), 5.25 (blue) and
5.5 (red). The large Ri, enables good coupling of the cavity mode to
the Josephson current.

Inclusion of radiative losses in a cavity mode
analysis

Finally, in order to calculate radiative characteristics, we need
to take into consideration radiative losses. In the previous
section, only QP losses in a pure cavity eigenmode were consid-
ered. Yet, pure eigenmodes, E,, «< cos(k,x), H, o sin(k,x), do
not emit any radiation because they do not produce ac magnetic
fields at the edges H,,(0,L) = 0 [36]. Consequently, the Pointing
vector is zero. In other words, eigenmodes have infinite radia-
tive impedance, Z;,4(0,L) = E(0,L)/H(0,L) = . Therefore,
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despite large electric fields, the radiated power Pryg o¢ E2/Zaq is
zero [10].

Radiative losses can be included using the equivalent circuit
sketched in Figure 1c. Voltage oscillations at the JJ edges are
produced by the oscillating supercurrent via the input resis-
tance, Equation 32. The generated electromagnetic power is dis-
tributed between internal losses, characterized by the dissipa-
tive resistance, Rgjs, and radiative losses to free space, charac-
terized by the radiative resistance R;,4. They are connected by

the transmission line impedance,

(34

Here Zg,,¢ is the surface impedance of the electrodes,
Gqp = 1/Rqp is the quasiparticle conductance, L is the induc-
tance, and C is the capacitance of the JJ. The bars indicate that
the quantities are taken per unit length. For not very high
frequencies and temperatures, the surface resistance of Nb elec-
trodes is small (as will be discussed below). For tunnel JJs, Ggp
is also small. In this case,

L [Ad
R = \/; :ZO —_—.
TL C Srb2

It is very small because b > A >» d and can be neglected for all

(35)

practical cases. Therefore, in Figure 1c we may consider that
the dissipative and radiative resistances are connected in
parallel. Analysis of patch antennas [36] and numerical calcula-
tions for JJs with radiative boundary conditions [10] show that
radiative losses can be simply included in the cavity mode anal-
ysis by introducing the total quality factor, Oy, of the cavity
mode with parallel dissipative and radiative channels,

1 1 1
= + .
Qtot Qdis Qrad

(36)

Here, Qg is associated with all possible dissipative losses, such
as QP resistance in the JJ as well as surface resistance in elec-
trodes and dielectric losses while Q,,4 represents radiative

losses,

Qdis,rad = (DCRdis,rad : 37

Using definitions of a and 0, we can introduce a total damping
factor
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o o 1 1
tot = = > 38
cop Qtot mpCRtot 38
where the total resistance is
_ Rdierad (39)
tot — :
Riis + Riag

Thus, to include radiative losses, a and Rqp in the equations
above should be replaced by o and Ry For the n-th cavity

mode resonance we obtain,

2 52
12R2,
Prad.n =—§‘}e LS (40)
rad

For the most important velocity matching resonance from
Equation 31, we obtain

2 p2
1 CORtot

) 41)
2Rrad

rad,k —

with R,q and R defined in Equation 12 and Equation 39.

Power efficiency
The total power dissipated in a JJ is given by the product of dc
voltage and dc current,

2
Dy ~
Fot =V =—"— O gis®+——"—|L¢.
2n

42
40 gis® “

Here, the left factor is the dc voltage, and the right one is the
total dc current. It contains the QP current (first term) and the
rectified excess current, Al, (second term). The latter is written
using Equation 27 at the resonance condition ® = /NCn. It is im-
portant to note that the nonlinear rectification occurs only inside
the JJ. Therefore, the damping parameter ag;s within the JJ is
used for both terms. The first term in Equation 42 describes
dissipative dc losses, which generate only heat, Ppey = V2/2R gis.
The second term in Equation 42 describes the total power con-
sumed by the cavity mode, P,, = VAI. Only this term is partici-
pating in radiation. From Equation 39 and Equation 40, we
obtain a well-known connection between the radiated power
and the power consumed solely by the cavity mode,

Prad — 2Rdierad

Pcav (Rdis + Rrad )2

(43)

158



As usual, the maximum emission power is achieved at the
matching condition R;,q = Rgjs. In this case, exactly one half of
the cavity mode power is emitted and another half is dissipated.
This is typical for antennas [36] and is consistent with direct
simulations for JJs with radiative boundary conditions [10]. Yet,
the overall power efficiency is reduced by the “leakage” QP
current in Equation 42, which just produces heat. For the I-V
curves in Figure 2a, the ohmic QP current is more than twice Al
at the velocity matching step. Therefore, the total power effi-
ciency, Praq/Piot. for such moderately underdamped JJ will not
exceed 50/3 = 17%. Since the leakage current decreases with in-
creasing Rqp, strongly underdamped JJs are necessary for
reaching a power efficiency of approx. 50%. This is the case for
Nb tunnel JJs [9] and for high-quality intrinsic JJs in Bi-2212
high-T, cuprates, for which the quality factor may exceed
several hundreds [32] and Al can be several times larger than
the leakage QP current [9,32].

Discussion
Estimation of parameters

Let us estimate characteristic impedances for the case of
Nb/AlO,/Nb tunnel JJs, which are used in state-of-the-art FFOs
[9,11]. T assume that a = 100 pm, » = 10 um, d = 2 nm, ¢, = 10,
d) = dy = 100 nm, the zero-temperature London penetration
depth Arg = 100 nm, Jeg = 5 x 103 (A/ecm?), Ig = Jeoab =
50 mA, and the characteristic voltage I.oR, = 1 mV. This yields,
R, = 20 mQ, C = 44.25 pF, A = 272.6 nm, inductance
L" = upAal/b = 3.43 pH, and cglc = 2.71 x 1072,

Surface resistance
Within the two-fluid model, the surface resistance of two super-

conducting electrodes can be written as [41]:

a 2 2,3
Ry = Z“O(’) ALoO, 32 (44)
4
(1-(rm))

Here, 0,, is the normal state conductivity. This approximation is
valid for not very high temperatures, 7/ < 0.8. Using typical
parameters for sputtered Nb films, o, ~ 1.75 x 10° (Q-cm)~!
[42], frequency f = 400 GHz, and T/T. = 0.5, we obtain:
Rgurf = 0.12 Q.

Transmission line impedance

The TL impedance is given by Equation 34 where Ggp = 1/Rqp.
For tunnel JJs, Rgp > R, at sub-gap voltages. I will assume
Rqgp = 25R,, typical for Nb tunnel JJs [9,11]. This gives
Rop =0.5Q and Ggp =2 QL. Atf=400 GHz, wL* = 8.61 Q,
wC =1112 Q71 and Zpp, = 0.278 +i0.0015 Q. It practically

coincides with the resistance of an ideal TL, Equation 35. The
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value of Zty_ is only slightly affected by an ill-defined QP resis-
tance and remains practically the same even if we use the upper
limit, Ggp = 1/R,,. Importantly, Zty, is small because of very
small d.

Dissipative resistance

The effective dissipative resistance is affected by all sources of
dissipation, including QP and dielectric losses in the junction
barrier and surface resistance in electrodes. According to
Equation 37, Ry is defined via the effective quality factor, Qgjs,
which can be written as:

1 1 1 1
= + + ,
Qiis  90p  Gsut Cdiel

(45)

where Qqp, Qsurf and Qgiel are determined by QP, surface, and
dielectric losses, respectively. QP and surface resistance contri-
bution can be accounted for using the TL analysis. The quality

factor of a TL is determined by the relation

Orp =k 2k,

where k| and k; are real and imaginary parts of the wave num-
ber in the TL, k = k| — ik,. They are obtained from the TL

dispersion relation,

K2 = —(Rsurf +imL*)(GQP +imC).

Taking into account that Ggp = 1/Rgp <« wC, Rgyf < wL”, and
-1 -1 -1 .
O = QQP + Ogurf» We obtain

QQP = O)RQPC = 556, (46)
oL’

Oquef =——=T71.7. 47)
surf

Dielectric losses in the AlO, barrier of a JJ were estimated in
[43]. Atf= 10 GHz, Qgje ~ 10%. Although it should decrease at
=400 GHz, we anticipate that it is still in the range of ca. 10°.
Therefore, dielectric losses are negligible, compared to QP and
surface loses. Assuming Q] = 500, we obtain, from Equations
45-47, Qgis = 29.48 and Rgis = 0.265 Q. It is close to the effec-
tive dissipative resistance of the TL,

Orp _ Rap
oC 1+ RQPRsurfC/L*

Ryis = (48)
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Radiative and total resistances
From Equation 12 and Equation 8, taking into account the

smallness of co/c, we can write,

2
3Z4| A
=[]

49
16| b 9

Substituting Ay = 750 um for f = 400 GHz, we obtain a very
large value, R;,q =~ 126.5 kQ. Since R;,q > Ryjs, the total resis-
tance, Equation 39, is Ro¢ = 0.265 Q = R ;.

Table 1 summarizes characteristic resistances.

Radiation power

From Equation 41, we get the maximum radiation power at the
velocity matching condition, Ppyq x = 0.7 nW. It is much smaller
than the total dc power at the velocity matching step, approx.
Dqflo =~ 40 uW. The corresponding power efficiency of approx.
107 reflects the key problem for using FFO as a free-space
oscillator.

Whom to blame?

The very low radiation power efficiency of a JJ is colloquially
attributed to “impedance mismatch”. However, so far, there was
no clear understanding of what mismatches with what. A long-
living misconception is that the mismatch is between the TL
and free-space impedances, Z11, < Z [16]. However, this is not
the source of the poor performance. On the contrary, it is bene-
ficial to have a small TL impedance, connecting two radiating
slots in a patch antenna [36]. The small Zpy, does not affect

antenna performance and can be neglected.

The real source of the problem becomes apparent from
Equation 41. It is associated with the more than five orders of
magnitude mismatch between the total and radiative resistances,
Riot € R;ag, see Table 1. There are two main reasons for the
mismatch: (i) The smallness of the junction width with respect
to the free-space wavelength. The factor (Ag/b)? in Equation 12
and Equation 49 leads to a very large R;,q > Z. (ii) The small-
ness of the junction resistance, Rgp <« Zj. The huge mismatch
indicates that a JJ alone does not work as a free-space oscillator.
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What to do?

Accurate matching between radiative and junction resistances is
necessary for efficient emission into free space. Therefore, Rgp
should be increased and R;,q decreased to a fraction of Zj,.
However, this is not possible for the standard FFO geometry as
sketched in Figure la. Indeed, increasing Rgp would require the
reduction of junction sizes, which would lead to even faster
increase of Ry,q. Alternatively, Rgp can be increased by de-
creasing J, but this will not reduce R;,q4. Therefore, the imped-

ance matching requires modification of the oscillator geometry.

There are many ways of coupling a Josephson oscillator to free
space. First, I note that biasing electrodes that are attached to
the junction, significantly affect the net impedance. Since the
total length of the electrodes (few millimeters) is larger than A,
the electrodes will reduce the net impedance and, thus, improve
impedance matching with free space [17]. Analysis of large JJ
arrays demonstrated that long electrodes may act as a traveling
wave antenna, facilitating a power efficiency of several percent
at f = 0.1-0.2 THz [44,45], which is much better than approx.
107 estimated above for the bare junction without electrodes.
In [11], a free-space oscillator based on an FFO, coupled to a
double-slot antenna, was demonstrated. Although the power
efficiency was not specified, a detected off-chip signal up to
55 dB higher than the background noise was reported at
f=0.5 THz. In [27], a mesa structure containing several
hundreds of stacked Bi;SrpCaCu,0Og.5 intrinsic JJs was imple-
mented in a turnstile antenna. A radiation power efficiency up
to 12% at f =~ 4 THz was reported. The record high efficiency
was attributed to a good impedance matching with free space
[17]. In [24], a BipSr,CaCu,Og.5 mesa was implemented into a
patch antenna and far-field emission at f = 1.5 THz was re-

ported.

Common for all mentioned approaches is that the junctions,
which are small compared to Ay and, according to Equation 49,
have poor coupling to free space, are coupled to large passive
elements, comparable with Ay. These elements act as micro-
wave antennas, enabling good impedance matching and
enhancing the power efficiency for emission in free space. The
target parameters for such oscillators are f ~ 1-10 THz, a high
power-efficiency of approx. 50% and a sufficiently high off-
cryostat power above 1 mW.

Table 1: Estimation of characteristic resistances (in ohms) for a Nb/AlO,/Nb tunnel junction with sizes a = 100 ym, b = 10 pm, d = 2 nm,

di = d = 100 nm, Jgg = 5000 (A/cm?), at T/T¢ = 0.5 and f = 400 GHz.

Rn Rap Rsurt R wlL

0.02 0.5 0.12 0.28 8.6

Rdis Rrad Riot

0.265 126.5k 0.265
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Josephson patch oscillator

Since in this work I consider patch antennas, below I will dwell
on the patch antenna approach, discussed by Ono and
co-workers [24]. Figure 4 shows a design of a Josephson patch
oscillator (JPO). Here, small junctions (red) are acting as an ex-
citation source for a superconducting patch antenna. The bottom
junction electrode (blue) forms the ground plane, and the top
electrode (cyan) creates the patch antenna with sizes (a, b),
comparable to Ag. In principle, the JPO can be driven by a
single JJ. However, as follows from the estimation above (see
Table 1), raising the junction resistance to the desired Z level
would require a drastic (100 times) reduction of the junction
area. This will also lead to a proportional reduction of /g and
the net available power. Therefore, a better strategy is to use a
stack of JJs with large-enough area, enabling high-enough /.
The number of JJs, N, is an additional controllable parameter,
allowing for fine-tuning of R;, and R, Furthermore, in-phase
synchronization of N JJs would provide the N-fold increment of
the oscillating voltage v(0,L), leading to a superradiant amplifi-

cation of the emission power, Ppq o N2 [10].

Top electrode

Stacked junctions

Ground plane

Figure 4: A proposed design of the impedance-matched free-space
Josephson oscillator. Here, a small stack of Josephson junctions (red)
is sandwiched between two large superconducting electrodes, namely
the ground plane (blue) and the top electrode (light blue). The stack is
acting as a source of microwave current (feed-in) for the patch antenna
formed by the electrodes.

Moderate-size (approx. 10 um) BipSrpCaCu,Og45 mesa struc-
tures are optimal for JPOs. The R,, of such mesas can be easily
raised to several hundred ohms, while maintaining /.y of
a few milliamperes. This facilitates the optimal net power level
~I?R,, of several milliwatts [24,27]. It is small enough for obvia-
tion of catastrophic self-heating, which is one of the major
limiting factors for superconducting devices [17,27]. Simulta-
neously, it is large enough to enable emission above 1 mW, pro-
vided the radiation power efficiency is close to the optimal

approx. 50%.

The operation frequency should be aligned with the Josephson
frequency at the characteristics voltage, I.oR,, of JJs. For opera-
tion at the primary TMj,, mode, one side of the patch should
be a = A2, where A = Ao/ \Je; is the wavelength inside the patch
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and ¢, is the relative dielectric permittivity of the insulation
layer between the patch electrodes. The other size, b, is adjust-
able and strongly affects the patch antenna performance. For
b < )\, the radiative conductance per slot is given by
Equation 5. In the opposite limit, it becomes [36]

(50)
0

b
G = Zlo(k_J (b<hy)

One of the most important parameters of the emitting antenna is
the directivity, D, of the radiation pattern. A rectangular patch
at the TMj, mode has the main lobe directed perpendicular to
the patch (in the z-axis direction) with [36]

D =6.6, (b<h)

D:SE%} (b 1)

0

A good free-space emitter should have a value for D as large as
possible. From this point of view, it is preferable to have fairly
wide antennas b ~ M.

Finally, the position (x, y) of the stack plays an important role in
the selection of the excited cavity mode. To excite solely the
TMj7o mode, the stack should be placed at x close to one of the
radiating slots, that is, x ~ @ and y = b/2. The position x of the
stack affects the effective input resistance of the antenna and
provides another adjustable parameter for patch antenna opera-
tion, along with the shape of the top electrode [35,36,46]. The
FFO input resistance, Equation 33, is not relevant for JPOs,
because it describes coupling to an internal cavity mode within
the JJ. In JPOs, the Josephson current is coupled to an external
cavity mode in the patch. Since the patch is much larger than
the JJ, the feed-in of the JPO is not distributed (in contrast to a
FFO). Consequently, there is no need for a magnetic field. The
best coupling occurs at H = 0, corresponding to the homoge-
neous distribution of the Josephson current. Generally, opera-
tion of JPOs is described by the standard patch antenna theory
[36]. The only interesting physics is associated with synchro-
nization of JJs in the stack [10], which can be forced by the
high-quality cavity mode in the antenna [47].

Conclusion

I described a distributed, active patch antenna model of a
Josephson oscillator. It expands the standard transmission line
model of a patch antenna, taking into account the spatial-
temporal distribution of the input Josephson current density in a
Josephson junction. In the presence of a magnetic field and

fluxons, the distribution of the oscillatory component of current
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is nonuniform. This nonuniformity is essential for operation of a
Josephson flux-flow oscillator and determines the effective
input resistance, which enables the coupling between the
Josephson current and the cavity modes in the junction. The
presented model allows for the explicit application of many
patch antenna results and facilitates full characterization of the
device, including emission power, directivity, and power effi-
ciency. The model explains the low power efficiency for emis-
sion in free space. It is primarily caused by the smallness of the
junction width compared to the free-space wavelength and the
corresponding mismatch between very large radiative and small
junction resistances. The model clarifies which parameters can
be changed to improve FFO characteristics. Finally, I discussed
the design of a Josephson patch oscillator that can reach high
power for emission in free space with the optimal power effi-

ciency of approx. 50%.

Table 2: Definition of variables.

Variable Definition

a,b junction length and width in (x, y) plane

o quasiparticle damping factor

C junction capacitance

Co Swihart velocity

d,dq2 thicknesses of JJ interlayer and the two electrodes
0} flux in the junction

(O} flux quantum

Jeos Ico maximum critical current density and critical current

k field-induced phase gradient

kn wave number of a cavity mode

L' Ly inductance of JJ and inductance per square

M2 London penetration depths of the two JJ electrodes
Ao wavelength in free space

A wavelength in the patch antenna

N Josephson penetration depth

N characteristic length associated with JJ inductance
N effective magnetic thickness of the JJ

n Josephson phase difference

Wp Josephson plasma frequency

Wy angular Josephson frequency

wp cavity mode angular frequency
Rap, (rqp)  subgap quasiparticle resistance, (per unit area)
Rgis net dissipative resistance

Rsurt surface resistance of electrodes
Rn normal state resistance of the JJ
RtL transmission line resistance

Rrad radiative resistance

Rin effective input resistance of the JJ
Riot total load resistance of the JJ
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Appendix

Definition of variables (Table 2).
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The main goal of the present work is the description of the dynamics of spin current and induced magnetization inside a supercon-

ducting film S that is in contact with a ferromagnetic insulator layer FI. Spin current and induced magnetization are calculated not

only at the interface of the S/FI hybrid structure, but also inside the superconducting film. The new and interesting predicted effect

is the frequency dependence of the induced magnetization with a maximum appearing at high temperatures. It is also shown that the

increase of the magnetization precession frequency can drastically change the spin distribution of quasiparticles at the S/FI inter-

face.

Introduction

Creation and manipulation of spin flows in superconducting
hybrid systems have become a very active research area during
the last decade because of the possibility to create spin super-
currents with much larger relaxation lengths and spin lifetimes
[1]. The creation of persistent spin currents in superconductors
opens new ways for the development of prospective spintronic
devices such as magnon transistors [2,3] and superconducting
magnon crystals [4]. In this context, the challenge of supercon-
ducting spin injection is one of the central problems in modern

superconducting spintronics. There are several ways of spin

current injection into a superconductor, for example, the spin
Hall effect [5], the spin Seebek effect [6], and ferromagnetic
resonance spin pumping [7,8]. The spin pumping technique in
hybrid structures consisting of a ferromagnetic insulator and a
superconductor is considered to be the most preferable way to
inject spin currents because of the absence of Joule heating.
Moreover, proximity coupling between magnetic excitations
plays a crucial role in ferromagnetic Josephson junctions [9-12]
and mesoscopic structures [13]. Recent experimental research

[5,8,14] shows that the interaction between the supercon-
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ducting correlations and spin waves influences the dynamics of
both superconducting and magnetic films. Interfacial exchange
interaction between Cooper pairs and magnons results in a
nonstationary induced magnetization and spin currents in the
superconducting film and changes the magnetic excitation spec-
trum inside the ferromagnetic insulator [15]. Despite the large
number of discussions in experimental works, there is no clear
understanding of the interplay between superconducting and
magnetic excitations inside proximity-coupled hybrid struc-
tures. That is why developing a consistent theory of the inverse
proximity effect is one of the central topics of modern super-
conducting spintronics. There is a series of theoretical papers
[7,16-19] describing spin current injection and induced magne-
tization generation in microscopic [7,16] and quasiclassical [17-
19] frameworks. However, the main subject of these works is
the magnetic excitation spectrum in hybrid structures. Most of
the works ignore the dynamics of nonuniform distributions of
induced magnetization and spin current inside the supercon-
ducting film, which can be called the “dynamic inverse prox-
imity effect”. Distributions of spin current and induced magne-
tization were calculated in recent works [20,21], where the
authors investigate spin current flow through Josephson-like
trilayer structures.

The proximity effect is the penetration of superconducting
correlations in an adjacent nonsuperconducting layer, which
serves as an origin of the Josephson effect, for example. While
the reverse influence of a magnetic layer on a superconducting
condensate is called the inverse proximity effect. Both spin cur-
rent and induced magnetization in the superconductor originate
from singlet—triplet Cooper pair conversion, which is the main
mechanism of the inverse proximity effect. The magnetization
in a superconductor is induced by the proximity in a stationary
case, and the spin current is pumped only via magnetic dynam-
ics in the adjacent layer. The quasiclassical theory of proximity
effect in superconductor/ferromagnetic insulator hybrid struc-
tures was applied to describe nonstationary phenomena, such as
generation of spin transfer torques, nonuniform thermoelectric
effects, and domain wall movement. The theoretical description
of the dynamic proximity effect is the more complex task
because of the double time structure of the nonstationary Usadel
equation. The recent successes in the theory of boundary condi-
tions for quasiclassical approximations [22,23] enabled the de-
velopment of adequate models of the proximity effect in differ-
ent types of superconducting hybrid structures. Quasiclassical
boundary conditions can successfully describe the interfaces be-
tween, among other things, a superconductor and weak or
strong ferromagnets [22-24], normal metals [25-27], and half-
metals [28]. The first attempts to implement nonstationary,
adiabatic, quasiclassical boundary conditions were made in

[18,19]. In these works, calculations based on Usadel equations
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combined with adiabatic, nonstationary boundary conditions
were made. We show that the adiabatic approximation is useful
in a wide range of magnetization precession frequencies. The
main goal of our theory is to describe the dynamic perturba-
tions produced by the spin current and induced magnetization
inside the superconducting film in contact with a ferromagnetic
insulator layer with precessing magnetization. Distributions of
spin current and induced magnetization originating from the
dynamic proximity effect in aluminium were recently calcu-
lated [29]. Another important problem that occurs during
consideration of the dynamic inverse proximity effect is the
nonequilibrium behavior of quasiparticles at the S/FI interface.
In this work, we present our new results that prove that adia-
batic dynamics of quasiparticles into the superconducting layer
can be changed by spin pumping from the adjacent ferromag-

netic insulating layer.

Model

The investigated structure is schematically presented in
Figure 1. The spin current is injected from the ferromagnetic
insulator (FI) to the superconducting film (SC). The thickness
of the ferromagnetic insulator does not matter, because the
superconducting correlations do not penetrate into the insu-
lating material. Uniform magnetization periodically precesses in
the ferromagnetic insulator with a cyclic frequency Q. To

describe the nonstationary state of the superconducting conden-

SC

FI

Z=Lsc

Figure 1: The investigated hybrid superconducting structure consisting
of a ferromagnetic insulator (FI) adjacent to a superconductor (SC).
The interface between the superconducting layer and free space is lo-
cated at z = 0; the interface between the superconducting layer and
the ferromagnetic insulator is located at z = Lgc. The magnetization m
in the ferromagnetic insulator layer is uniform and precesses with the
cyclic frequency Q.
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sate, we use the formalism of two-time quasiclassical Green’s
functions in Nambu—spin-Keldysh space [28]. We expand the
Green’s function assuming a weak proximity effect [28] with
the ferromagnetic insulator: g (#,,t,)~ g+ g(V). To handle the
expansion of the order parameter correctly, we should cancel
the odd orders of the perturbation, because the triplet Green’s
function components do not contribute to the order parameter.
Only even orders of the perturbation series determine its correc-
tion. Thus, the superconducting order parameter in the linear

regime, has only a zero-order term in expansion.

The resulting dynamics of the superconducting condensate in
the weak proximity effect regime can be described via the
nonstationary Usadel equation [18,19,30]:

n{ps0.2}, -h00,(2°0. 2)=i[A%g], ()

where A? is the stationary BCS superconducting order
parameter matrix [28], D is the diffusion constant,
py=0¢®0c, ®ic,, is the auxiliary matrix in Nambu-spin-
Keldysh space, o is the time convolution operator, and the anti-
commutator {f, g}; = f(t1)g(t1, t2) + g(t1, tp)f(t2). We have
dropped the coordinate dependence of the Green’s functions for
simplicity of notation. We consider the time-dependent magne-
tization at the interface as an adiabatic perturbation that changes
slowly compared to the timescale of the superconducting
system: AQ < A. A similar approach was used in our recent
work [29].

In general, the equation can be solved numerically within the
mixed representation formalism [31]. Sometimes, the Usadel
equation (Equation 1) can be solved analytically, for example,
in the case of weak superconductivity, as it has been done in the
pioneering work by Houzet [32]. Two-time quasiclassical
Green’s functions have the following structure [28]:

SRIA _ ghl4  pRiA )
& _J;R/A _gR/A ’ 2)
x| g~ st ;
el v

The time-periodicity condition allows for the representation of
spin current and induced magnetization as time-harmonic vari-
ables:

i (z0)= i (), )
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M(z,t)=M(z)e*, 5)

where t = (¢| + t)/2 is the center-of-mass time argument. To
form a closed set of equations, we should add the equation for
the normalization condition [30] in mixed representation. The
amplitudes of the observables in Equation 4 and Equation 5 can
be calculated from the Fourier components of quasiclassical

Green’s functions using a standard procedure [29]:

M(z)= @T} do Tr[fch (m)} 6)

where K = diag(c,6") is the spin operator in electron—hole—spin
space, g is the gyromagnetic ratio for free electrons, ug is the
Bohr magneton, Ny is the density of states at the Fermi level,
and gK(m) is the Fourier—Winger transform of the Green’s
function [29,30] The expression for the spin current takes the
following form [29]:

K

I NoD 0 ~ | @y o1
:—OL)O do Tr| pyk g() 82g() (©)], 1

i(z)=—¢

where K is the Keldysh component.

Using the normalization condition, Keldysh Green’s function
can be written through the distribution function \:
~K _ sR

g =8
matrix reduces to a function tanh(B#w/2), p = 1/kT, which cor-

oy — o g, In thermal equilibrium, the distribution
responds to the Fermi distribution function.

Results and Discussion

For the numerical calculations, we have considered niobium as
a superconducting metal with the following parameters:
T,=92K, A ~ 1.76kg-T, = 1.4 meV, D = 0.8:1073 m2.s71,
and eg ~ 5.32 eV. We approximate the DOS on the Fermi level
with the free electron gas value Ny ~ 4.9-10% J=L.m™3. The
coherence length has been estimated using &, = /D / 2mkgT, ,
where kg is the Boltzmann constant and &y ~ 11 nm. We numer-
ically solve Equation 1 in mixed representation with the
normalization condition. To obtain physical observables from
the quasiclassical Green’s functions, one should find the
harmonic coefficients in Equation 6 and Equation 7 and directly
calculate observable values at the space-time points. In this
work, we are interested in the calculation of spin current distri-
butions along the thickness of the superconducting film, as well
as the influence of induced magnetization dynamics on the elec-

tron perturbations in the S film. The dynamics of any observ-
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able will be periodic and can be characterized by its amplitude
value. Thus, we only need to calculate the doubled absolute
value of the coefficients in Equation 6 and Equation 7, which
are exactly the amplitudes of the spin current and magnetiza-
tion in the linear regime. Nonadiabatic processes are unlikely
because the ratio A/AQ > 1 for the Nb/Y3Fes01, (YIG) hybrid
structure. However, the superconducting order parameter may
be partially reduced near the S/FI interface because of the
inverse proximity effect. It gives rise to the spin distribution of
quasiparticles with energies close to the spectrum gap near the
interface.

Both spin current and induced magnetization in the supercon-
ductor originate from the singlet—triplet Cooper pair conversion
mechanism, which is the main origin of the inverse proximity
effect. The spin current can be induced only by the nonsta-
tionary flow of triplet Cooper pairs, just as in a conventional
spin-pumping bilayer structure with a normal metal [33]. Thus,
spin currents cannot emerge when the magnetization is station-
ary inside the ferromagnetic insulator layer. However, there is a
possibility to induce stationary pure spin currents inside trilayer

superconducting structures [1].

The distributions of spin current amplitudes into the S layer are
depicted in Figure 2. The amplitudes are normalized by the
factor jyo = (fi/2¢)j 9. The charge current density normalization
factor is j,o = 2eNgDA)/E = 6.262.10 A-cm™2.
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Figure 2: Distributions of the spin current density inside the supercon-
ducting layer at different frequencies of the magnetization precession.
The interface between the superconducting layer and ferromagnetic
insulator is located at z = 3§

Distributions of spin current and induced magnetization for alu-
minum were calculated in our previous work [29]. One can see

that the spin current amplitudes decay at a distance of the coher-
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ence length, similarly to the induced magnetization. However,
the amplitude of the spin current strongly depends on the fre-
quency of the magnetization precession. This effect is similar to
ferromagnetic resonance spin pumping in normal metal/ferro-
magnetic insulator structures. In the last case (normal metal),
the decay of the spin current is a consequence of spin relaxa-
tion processes, but we do not take into account any spin relaxa-
tion mechanisms within our model for a superconductor. We
should mention that both spin pumping mechanisms in super-
conductors and normal metals are determined by the penetra-
tion of nonequillibrium spin density from the interface. In
metals, such a penetration is limited by the spin flip scattering,
while inside the superconductor, the spin relaxation time is
usually much longer. Thus, induced magnetization and spin cur-
rent in our problem are determined mainly by the competition
between spin singlet and spin triplet orders [34] Therefore, we
conclude that the main mechanism of the spin current decay is
similar to that for the induced magnetization. It corresponds to
the lowering of the triplet pair density away from the magnetic
interface where the singlet—triplet conversion occurs. Moreover,
we should point out that the decrease of spin current inside the
superconducting layer completely agrees with the boundary
condition of the zero matrix current at the interface between the
free space and superconducting layer at z = 0.

Now let us consider the Fourier coefficients for the induced
magnetization. Earlier, we have shown that the induced magne-
tization almost does not depend on the precession frequency
[29]. This is because the absolute value of the projection of the
magnetization vector to the interface plane does not change
with a change of the precession frequency and may be given by

the stationary component of the induced magnetization [35].

However, more precise results presented in Figure 3 show that
the induced magnetization at the interface depends nonmonoto-
nically on the precession frequency. Moreover, a maximum
becomes obvious with increasing temperature, even if we do not
take into account the thermal suppression of the supercon-
ducting order parameter. The competition between two differ-
ent spin pumping mechanisms can explain this interesting be-
havior. The first mechanism is the adiabatic spin pumping of
the superconducting condensate, and the second one is the spin
pumping of the thermally generated quasiparticles, for example,
unpaired electrons and holes. The competition of these two spin
pumping mechanisms gives rise to the nonmonotonous frequen-
cy dependence of the induced magnetization, which is the sum
of the quasiparticle spin density and the triplet correlations
component.

The interplay between magnetization precession and proximity

effect can suppress superconductivity at the interface causing an
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increasing number of quasiparticles. To explore the spin dy-
namics of the quasiparticles more deeply, let us investigate spin
components of the electron block of the distribution function.
Spin polarization of quasiparticles can be obtained by applying
a spin polarization operator to the distribution function matrix.
Due to the block-diagonal structure of the spin operator in elec-
tron—hole space, the spin distribution of quasiparticles can be
represented as a superposition of electron-like and hole-like
spin distributions Tr[K{] = Tr[6y ]+ Tr[6"yy,]. The first term
in this expression corresponds to the spin polarization of elec-
tron-like quasiparticles and is mathematically equivalent to the
trace of the product of Pauli matrix and the left upper block of
the distribution matrix. Figure 4 illustrates the dynamics of the
quasiparticle distribution function at magnetization precession

frequencies of 1 and 8 GHz. The color maps for quasiparticles
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with x and y spin component evolution Sy \(z, €, 1) = Tr[o, y W]
are presented in Figure 4. The spin distribution function splits
into two almost symmetric peaks around the spectrum gap value
with increasing frequency (Figure 5). The asymmetry of the
electron spin distribution is very small but visible in Figure 5,
where two peaks emerge twice during one period of magnetiza-
tion oscillation. This picture is similar for hole excitations due
to the electron—hole symmetry. It should be noticed that a frac-
tion of the spin distribution is lying inside the gap and should
not be taken into account. But in the time-dependent case, there
is always an energy shift equal to £%(/2. This energy shift
appears in every time convolution. The real consequences of
these undergap states may be found if one takes into account
also the density of states correction, which is beyond the scope

of the current paper. Thus, the effect of spin distribution func-
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Figure 5: Snapshots of the spin distribution function at different
moments of the precession period at a frequency of 8 GHz.
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magnetization precession.

237



tion splitting can be revealed in superconducting hybrid systems
with nonequilibrium electron-hole distributions such as super-
conductor/normal metal contacts [36]. This is one more evi-
dence of the significant role of quasiparticles in the spin dynam-
ics of hybrid superconducting structures.

Conclusion

In this work, we have investigated the simplest case of the
linear adiabatic dynamics of spin current and spin polarization
of quasiparticles caused by the proximity of a superconductor to
a ferromagnetic insulator. It was found that the spin current
density amplitude is proportional to the frequency of the mag-
netization precession. Spin supercurrent distributions are simi-
lar to those of the spin pumping in normal metal/ferromagnetic
insulator hybrid structures. But the spin current penetrates into
the superconducting film to distances much longer than in
normal metals. This behavior is a result of the adiabatic
singlet—triplet Cooper pair conversion process at the interface,
that is, the inverse proximity effect. We have found that the in-
duced magnetization at the interface has a weakly nonmonoto-
nous dependence on the magnetization precession frequency
with a maximum appearing at increasing temperatures. We
suppose that this effect originates from spin pumping of quasi-
particles, which can be generated at the interface. There is also a
dynamical effect of spin splitting of the quasiparticle distribu-
tion. This effect can have some nontrivial consequences in
superconducting systems with broken electron-hole symmetry.
All these effects emerge in the adiabatic regime. The results
demonstrate the rich potential of the dynamic inverse proximity
effect in hybrid superconductor/ferromagnetic insulator struc-
tures, making them promising candidates for novel spintronic
devices.
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