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With the restrictions on travelling and social distancing lifted,
we were delighted to continue two series of meetings on atomic
force microscopy (AFM), the 23rd International Conference on
Non-Contact Atomic Force Microscopy (NC-AFM) held in
Nijmegen (Netherlands) and the 6th International Workshop on
Advanced Atomic Force Microscopy Techniques held in
Potsdam (Germany). The strong advance in the field and the
high quality of the presentations motivated us to establish this
thematic issue in the Beilstein Journal of Nanotechnology for
compiling the latest results on developments and applications of

atomic force microscopy techniques.

Atomic force microscopy, a technique soon celebrating its 40th
anniversary, is nowadays a well-established tool for the investi-
gation of nanoscale phenomena. The technique is steadily de-
veloped to increase accuracy, precision, and versatility; some of
these developments are presented in contributions to this

thematic issue.
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Along these lines, Dickbreder et al. address the precision of
scanning probe microscopy experiments by introducing a soft-
ware for lateral drift correction [1]. Post-data acquisition drift
correction for longer series of consecutively recorded image
sets can be cumbersome and extremely time consuming. Here,
the authors develop an easy-to-use and robust software tool
(unDrift”), which allows reliable and fast drift correction.
Dickbreder et al. demonstrate the robust performance of the
software tool by AFM data recorded under varying conditions
(vacuum or liquid environment) on calcite surfaces with

recording times up to several hours.

The work by Nony et al. addresses the significantly increased
precision of force spectroscopy measurements when performed
with a quartz cantilever allowing to reduce the oscillation
amplitude to values in the low picometer regime [2]. As the
conversion of frequency-shift to force data critically depends on

the accurate knowledge of the quartz cantilever stiffness,
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the authors develop a method to quantify the stiffness
based on thermal noise measurements and numerical simula-

tion.

Calibrated measurements of conductivity and resistivity are the
focus of the contribution by Piquemal et al. [3]. A particular
challenge in precision measurements of local electrical parame-
ters lies on possible contributions of environmental factors as
well as on unknown electrical properties of the scanning tip.
The work by Piquemal et al. tackles these challenges by
introducing a reference sample suitable for calibrating the
microscope over a wide current range. A central zone of the
sample offers several contact pads, each addressable by the
tip of a conductive atomic force microscopy probe, and
each connected to a different calibrated resistor. Thus, calibrat-
ed current measurements over a large current range become

possible.

Khachartryan et al. highlight the strength of cantilever displace-
ment detection with a Michelson-type fibre interferometer and
provide a model for interferometric signal generation [4]. The
interferometer response is slightly nonlinear under typical
NC-AFM working conditions, while a large cantilever oscilla-
tion amplitude yields a signal with a complex temporal struc-
ture. This is due to the interferometer signal being limited in
amplitude by the spatial periodicity of the cavity light field. By
the fit of a model function to the measured time-domain inter-
ferometer signal, all displacement signal parameters can
precisely be determined regardless of the oscillation amplitude.
As the periodicity of the cavity light field scales with the length
standard given by the laser light wavelength, this specifically
facilitates a calibration of the oscillation amplitude with
unprecedented accuracy and precision not involving any

tip—surface interaction.

The measurement of electrostatic properties at the nanoscale
emerged as a most relevant subfield of atomic force microsco-
py. especially driven by electrostatic force microscopy (EFM),
Kelvin probe force microscopy (KPFM), and closely related
techniques.

Grévin et al. further push the boundaries of the detection by
implementing an open-loop variant of KPFM which accesses
the spectrum of a time-periodic surface potential [5]. By
exploiting a double heterodyne frequency mixing effect, they
can selectively transfer each harmonic component to the second
cantilever eigenmode, which is particularly relevant when
generating the time-periodic potential by optical or electrical
pumping. With this development, the authors could present the
detection of modulated components that are below the detec-

tion limit of other KPFM measurement modes.

Beilstein J. Nanotechnol. 2025, 16, 54-56.

Da Lisca et al. investigate the cross-sectional potential distribu-
tion across a III-V multilayer stack [6]. With a spatial resolu-
tion down to 20 nm at ambient conditions, they identified the
presence of several space charge regions along the stack. The
authors further conclude on future requirements on electrical
contacts to carry out a more detailed characterization of the
optoelectronic properties.

Rothhardt et al. map the local work function on graphene
nanoribbons [7]. They experimentally investigate the charge
transfer between a gold substrate and graphene nanoribbons and
compare that to DFT calculations. Indeed, the doping of the
graphene nanoribbons is reflected by the local work function.
They also measure and calculate the local work function as a
function of tip—sample distance and compare results to those of
simple electrostatic models of a graphene nanoribbon, vali-
dating the overall approach of measurement and calculations.

Eftekari et al. measure the local surface photovoltage generated
in a silicon photodiode integrated with a piezoelectric mem-
brane [8]. The design of such a device allows for the laterally
resolved simultaneous quantification of the photovoltage gener-
ated by the photodiode as well as the mechanical oscillation of
the piezoelectric membrane with highest resolution in real time.

In addition to the measurement of surface potentials or photo-
voltages, Navarro-Rodriguez et al. investigate the dynamics of
surface charges and how they couple to the detection system
[9]. They describe in detail how Joule dissipation leads to
energy dissipation of the cantilever oscillation and a reduction
in amplitude for constant excitation. They focus on two-dimen-
sional materials and discuss how the reduction in amplitude re-
sulting from energy dissipation influences the height measure-
ment. In addition to the inaccuracy caused by electrostatic or
capillary forces, this is an additional mechanism having an
impact on AFM height measurements.

Closely related is the measurement of conductivity. Skolaut et
al. investigate conductivity in dependence on the roughness of
the substrate using alkanethiol self-assembled monolayers
(SAMs) and conducting AFM [10]. The authors find that
rougher surfaces lead to stronger variations in conductivity, and
it is suggested that a correlation of topography and conductivity
maps is carried out to identify suitable areas for a representa-

tive averaging of conductivity values.

Miiller et al. present the application of AFM-based infrared
nanospectroscopy to coated polymer surfaces [11]. The authors
prepare thin films of SiO, on polypropylene surfaces by
plasma-enhanced chemical vapor deposition (PE-CVD), which

is commonly done to improve gas barrier properties of
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polypropylene. They characterize SiO, films as thin as 5 nm by
the so-called surface-sensitive mode, in contrast to the estab-
lished contact mode, which provides much less surface sensi-

tivity.

A particular strength for the study of materials is the combina-
tion of different measurement modes. Rothe et al. extend the
characterization of defects in a single layer of graphene on
iridium that were induced by rare-gas ion bombardment by
using combined scanning tunnelling microscopy (STM) mea-
surements and NC-AFM [12]. The authors reveal that presumed
monoatomic vacancies, as deduced from STM measurements
alone, have rather different origins. The authors assign one type
of defects to a possible defect in the Ir surface. The other type is
identified as four missing carbon atoms corroborated by a

higher reactivity with the tip.

We thank all authors who contributed to this thematic issue and
we are grateful to all reviewers for their input which was most
helpful. It has been our greatest pleasure to work with the team
at the Beilstein Journal of Nanotechnology and we appreciate
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Abstract

Multilayer III-V-based solar cells are complex devices consisting of many layers and interfaces. The study and the comprehension
of the mechanisms that take place at the interfaces is crucial for efficiency improvement. In this work, we apply frequency-modu-
lated Kelvin probe force microscopy under ambient conditions to investigate the capability of this technique for the analysis of an
InP/GalnAs(P) multilayer stack. KPFM reveals a strong dependence on the local doping concentration, allowing for the detection of
the surface potential of layers with a resolution as low as 20 nm. The analysis of the surface potential allowed for the identification
of space charge regions and, thus, the presence of several junctions along the stack. Furthermore, a contrast enhancement in the sur-
face potential image was observed when KPFM was performed under illumination, which is analysed in terms of the reduction of
surface band bending induced by surface defects by photogenerated carrier distributions. The analysis of the KPFM data was

assisted by means of theoretical modelling simulating the energy bands profile and KPFM measurements.

Introduction
The development of photovoltaic (PV) technologies has material science. As a consequence, solar cells have turned into
progressed significantly over the past twenty years as a result of complex structures containing numerous layers and interfaces

considerable advancements in solar cell device engineering and  [1]. The capability to conduct local investigations at the nano-
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scale level that provide information on the electrical properties
of materials and along physical interfaces is becoming crucial

for solar photovoltaic device efficiency improvement [2].

Electrical measurements based on scanning probe microscopy
(SPM) allow for the analysis of two-dimensional (2D) features
at the surface and along a physical cross section of nanoscale
semiconductor structures. Among the wide variety of SPM
techniques available [3], Kelvin probe force microscopy
(KPFM) is an application of the atomic force microscope
(AFM) for the evaluation of the surface potential with nano-
metric resolution. KPFM is a valuable investigative approach
for the study of work functions via the measurement of the con-
tact potential difference Vpp, that is, the difference between
the electrostatic potential at the surface of the investigated struc-
ture and that of the KPFM probe [4].

KPFM has been extensively used in the PV field [5-7]; more
specifically, by the analysis of interfaces in a solar device [8,9],
it can reveal the presence of unintentional potential barriers or
pn junctions, which hinder the extraction of the photogenerated
charges. III-V-based solar devices belong to the PV technology
of thin and ultrathin films in which layers with widths of the
order of a few nanometres are often integrated for an optimal
surface passivation or for better carrier extraction, considerably
enhancing device efficiency [10,11]. Consequently, the experi-
mental demonstration of the sensitivity of KPFM to the
narrower layers can be crucial for the investigation and compre-
hension of local surface properties and charge transport mecha-
nisms at interfaces [12].

Within this context, this work presents a study about the capab-

ility of cross-sectional KPFM for the study of a III-V multilayer

stack under ambient conditions. In particular, we have investi-

Table 1: Full structure of the investigated multilayer stack sample.

Beilstein J. Nanotechnol. 2023, 14, 725-737.

gated an InP/GalnAs(P) multilayer structure with layers of dif-

ferent widths and doping concentrations.

The first objective of this analysis is the evaluation of the
spatial resolution of our KPFM setup under ambient conditions.
The second objective is a full understanding of the Vpp results
combined with a description of the principal factors that affect
KPFM measurements with the application of Kelvin probe (KP)
numerical modelling. This enables the interpretation of the
KPFM data, specifically to investigate the effect of space
charge regions, surface defects, and illumination on Vcpp [13].

Experimental
Sample preparation

The structure of the studied sample is summarized in Table 1.
This multilayer stack structure was epitaxially grown using a
MOVPE process in an AIXTRON “Close Coupled Shower-
head” reactor (6” x 2") at three different surface temperatures
(580/600/640 °C). The n-type AXT substrate doping was typi-
cally in the range of 3 x 108 to 5 x 10'8 cm™ with a thickness
of 500 um. Trimethylindium (TMIn), trimethylgallium (TMGa),
phosphine (PH3), and arsine (AsH3) were the source materials,
with hydrogen (H») as a carrier gas. Diethylzinc (DEZn) was
used as a source of Zn for p-type doping the InP:Zn and the
phosphorus-based quaternary (GalnAsP:Zn) and GalnAs:Zn
layers. The precursor flow was varied to cover a doping level
range from 1 X 10'8 cm™3 to 2.5 x 10!® cm™3. The first part of
the structure was used to measure the growth rate of the non-
intentionally doped InP layers (InP:nid) at surface temperatures
of 600 and 640 °C. The reflectance signal, monitored with an in
situ Laytec EpiCurve TT tool, did not show any difference be-
tween the growth rates at the two surface temperatures, which
were around 2.13 um-h™!. The second part of the structure cor-

responds to the Zn calibration stack used for the p-type clad-

Layer Material Doping concentration (cm=3) Thickness (nm)
substrate InP:S (3-5) x 1018 500 pym
buffer InP nid 100
interlayer GalnAs nid 5
buffer InP nid 300
interlayer GalnAs nid 5
buffer InP nid 250
cladding InP:Zn 2x 1018 500
cladding InP:Zn 1.50 x 1018 750
cladding InP:Zn 1x10'8 500
transition GalnAsP:Zn 6x 1018 20
contact GalnAs:Zn 2.50 x 101° 200
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ding of the multiple quantum well-based structure. The doping
concentration of the InP:Zn layers was varied from 2 x 1018 to
1 x 10'8 cm™3. The three Zn doping levels of InP layers were
purposely inverted along the growth direction to facilitate elec-
trochemical capacitance—voltage (ECV) characterization due to
the strong Zn diffusion. The InP:Zn and the GalnAsP:Zn layers
were epitaxially grown at a surface temperature of 600 °C. Note
that the GalnAsP:Zn layer is an intermediate layer with a
doping concentration of 6 x 10'8 ¢cm™3 with the purpose to
smooth the InP:Zn/GalnAs:Zn transition bandgap and to reduce
contact resistances. Finally, a GalnAs:Zn contact layer was
made at a lower temperature of 580 °C in order to reach a

higher doping level around 2.5 x 10'% cm™3.

Before starting the KPFM analysis, the sample was cleaved, and
a surface cleaning was carried out to expose a clean cross
section. We performed a chemical treatment based on sequen-
tial ultrasonic baths of acetone, ethanol, and deionized water.
The sample was then placed in 1% HF solution for 30 s to etch
the top oxide layer. This step was followed by a rinsing with de-
ionized water and drying in air. This procedure was necessary
for an optimal KPFM analysis since the presence of a native
oxide surface layer on top can lead to the measurement of a
misleading Vcpp value [14].

Kelvin probe force microscopy

The following KPFM experimental procedures closely follow
those described in [12]. KPFM evaluates the contact potential
difference (Vcpp) between the surface of metallic and semicon-
ductive samples and a conductive AFM tip, which at equilib-
rium can be related to the work functions as:

qVcpp = ¢tip - ¢sample’ )]

where {gample and dyp, are the work functions of the sample and
of the tip, respectively [4]. The Vcpp value is acquired by eval-
uating the DC voltage required to compensate for the electro-
static force generated between the tip and the sample, which, in
turn, defines the KPFM signal [15]. KPFM was performed
using a scanning probe microscopy system from AIST-NT
(TRIOS platform) under ambient conditions and operated in the
frequency-modulated KPFM (FM-KPFM) mode using a two-
pass scanning mode, where the second pass was performed at a
constant distance of 10 nm from the sample surface. Topo-
graphical data were collected on the first pass, whereas Vcpp
was measured during the second one. The schematic of our

KPFM setup is depicted in Figure 1.

The FM-KPFM mode was chosen over the amplitude-modula-
tion mode (AM-KPFM) since it is well known that it provides
better spatial resolution. In particular, in AM-KPFM the elec-

Beilstein J. Nanotechnol. 2023, 14, 725-737.

White light -

illumination
1310nmiIR 2y & Four quadrant
photodiode \ \ H ‘ \ ‘ l detector

(in
Topography
Metal coated
Vdc

tip T
"
| |

XYZ stage

Figure 1: Schematic diagram of the KPFM system employed in this
analysis. While an ac + dc potential is applied, the KPFM tip scans
across a surface. The ac signal is sinusoidal with a frequency that
equals the mechanical resonance of the cantilever. The four-quadrant
detector gives feedback in order to minimize cantilever oscillation
modifying the dc signal providing the sample surface potential relative
to that of the tip. Figure 1 was reproduced from [13] (© 2019

C. Marchat et al., published by EDP Sciences, distributed under the
terms of the Creative Commons Attribution 4.0 International License,
https://creativecommons.org/licenses/by/4.0).

trical force between the tip and the sample is directly evaluated,
whereas in FM-KPFM the gradient of the force is analysed. As
a result, FM-KPFM is more sensitive to local tip apex—sample
surface interactions; therefore, long-range electrostatic interac-
tions of the cantilever are reduced, as well as the effect of para-
sitic capacitances [16]. Additionally, in FM-KPFM, surface
potential measurements are less dependent on the lift-height
tip—sample distance than in AM-KPFM since this mode is less
sensitive to static offsets induced by capacitive coupling or
crosstalk [17].

The laser beam deflection system in our AFM employs a laser
wavelength of 1310 nm, which is well below the bandgap of our
sample; therefore, the parasitic laser absorption, which may
interfere with the KPFM measurement, is reduced to negligible
levels [13]. Highly doped n*-Si ARROW EFM tips (radius <
25 nm) with a conductive Pt/Ir coating at a resonance frequen-
cy of 75 kHz were used.

During KPFM measurements under ambient conditions, tip con-
tamination is likely to occur because of pollutants that may be
present on the sample surface causing a variation of ¢p [18].
Hence, ¢y, was evaluated periodically in the course of the anal-
ysis using Equation 1 by measuring the Vcpp value of a freshly
exfoliated surface of highly ordered pyrolytic graphite (HOPG)
with Ggample being equal to 4.6 eV [19]. The successively meas-
ured ¢yjp, values showed only small variations with values

ranging between 5.65 and 5.75 eV.

727


https://creativecommons.org/licenses/by/4.0

KPFM measurements were performed under dark conditions
and under illumination on the cross section of the sample. The
acquisition of Vcppyjign: €nables the evaluation of the surface
photovoltage (SPV), which is defined as the light-induced
change of the contact potential difference at the surface of a
photoactive material [20]. Since the surface potential of the tip
is assumed to be unaffected by illumination, the difference be-
tween Veppylight and Veppdark 1s equal to the change in surface
potential of the sample between illumination and dark, which

defines the surface photovoltage:

SPV =Vepp(light) — VePD(dark)- )

It is important to mention that although KPFM is primarily a
surface technique, the SPV can be sensitive to the presence of
buried interfaces and/or deep charge trap states that may be
present far from the surface in the bulk of semiconductors.
Therefore, in our study the white light coming from the camera
connected to the microscope was used. The white-light
wavelength range is 400 to 700 nm, and for these wavelengths
the penetration depth in GalnAs ranges between 10 and 100 nm.
This makes our measurements mainly sensitive to the surface
states and surface band bending. Additionally, a uniform illu-
mination of the surface cross section was achieved thanks to the
wide light spot.

Finally, the power density was 750 W-m™2 as measured by a
thermal power sensor S401C from Thorlabs, which has a flat
spectral response in the white-light range of wavelengths. This
relatively low power density allows one to minimize the
Dember effect since its contribution becomes significant only

under high-injection conditions [20].

KP modelling

In order to analyse the experimental characterization, scanning
KP simulation was performed using the ATLAS software from
Silvaco Inc. [21], controlled by the in-house software
KELSCAN [13], which evaluates the contact potential and sur-

face photovoltage as a function of the position.

The Silvaco ATLAS model solves the Poisson equation self-
consistently coupled to carrier continuity and transport equa-
tions in the well-known drift diffusion model, which is given
detail in [22] and not repeated here for brevity. The solution
presented in this work assumes ohmic contacts and, therefore,
Dirichlet boundary conditions fixing potential and carrier con-
centrations at the boundaries, as reported in section 3.5 of the
SILVACO ATLAS manual. The ATLAS module solves semi-
conductor transport and continuity equations numerically in two
dimensions and includes flexible descriptions of bulk and sur-

face defect distributions. KELSCAN simulates the experimen-
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tal setup by sequentially moving the AFM tip across the sur-
face of the sample, statically solving the semiconductor equa-
tions at each position, and then evaluating the contact potential
at each position from the field distribution calculated by
ATLAS and exported to KELSCAN.

In order to replicate the experimental conditions, the radius of
the tip is set at 25 nm, the distance between the tip and the sam-
ple cross section is set at 10 nm, and the ¢y value is set at
5.7 eV, that is, the value measured on our tip as reported above.
Note that KELSCAN allows one to simulate Vcpp measure-
ments either under dark conditions or under illumination. In the
case of “under illumination” simulations, the power density de-
scribed in the above section was used.

KPFM is a surface technique; therefore, KPFM measurements
are strongly influenced by the presence of surface defects. In
order to provide a quantitative analysis of the experimental
results, KELSCAN allows for the introduction of defects in a
surface layer of arbitrary depth. The model of defects extending
into the volume is physically more appropriate than a simpler
two-dimensional surface distribution [23]. The introduced
defect volume density of states (DOS), N(E) (eVl.em™), is
assumed to be homogeneous throughout the thickness of the
defective layer, fpr, which we took equal to 1 nm. This can be
translated into a surface density of states Ny (E) (eV~l.cm™2):
Ng(E) = N(E) X tpp, with fpp, = 1 x 1077 cm. In addition, the
DOS consists of the sum of two distributions of monovalent
donor and acceptor states, Np(E) and N (E), respectively:
N(E) = Np(E) + NA(E). These determine the charge neutrality
level (CNL) of the surface defects. That is, when the Fermi
level (Eg) at the surface coincides with the CNL, there is no net
charge coming from the surface defects. In contrast, when EF is
above (below) the CNL, surface defects are overall negatively
(positively) charged. Here, to illustrate the effect of the defects
on the band bending and on the measured surface potential
profile, we introduced a simple constant DOS for both donor
and acceptor states. The CNL is thus easily deduced from the
ratio of the constant donor and acceptor DOSs. If they are
chosen equal, the CNL is set at mid-gap, whereas it is moved
towards the valence (conduction) band if the ratio of acceptor to
donor DOS is larger (smaller) than 1 [24].

Results
KPFM cross-sectional investigation under

dark conditions

The cross section of the sample was first investigated by KPFM
under dark conditions, immediately after the chemical cleaning
step. The topography and the associated Vcpp image are re-
ported in Figure 2a and Figure 2b, respectively.
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Figure 2: KPFM measurement under ambient conditions on the surface cross section of the sample under dark conditions: (a) topography and
(b) Vcpp image. A vertical coloured bar is included to ease the identification of the different layers. The profile in (c) corresponds to the region identi-
fied by the dotted white segments in (b), each point of the profile (vertical) direction being an average of 207 points over a width of 0.7 pm along the
X axis. Several regions along the structure have been highlighted using different colours (see text). Two black arrows indicate the space charge

regions at the interfaces of the InP:Zn region.

Note that the origin (0;0) is identified as a point in the InP sub-
strate. Moving along the positive direction of the y axis, one
will reach the end of the sample, that is, the surface of the 2D
wafer (e.g., around 3.09 um in Figure 2). In order to achieve a
successful KPFM analysis, a low surface roughness is essential
to obtain high-quality images since surface inhomogeneities can
cause a topographical image imprint on the surface potential
image. With sufficiently low surface roughness, the topo-
graphic influence on the measurement is minor, and the ob-
served contrast of the Vcpp map is dominated by the surface

potential such that topographic artefacts can be neglected.

A first look at the Vpp image and the extrapolated profile
(Figure 2c) allows for a qualitative analysis. KPFM successful-
ly detects the n-InP substrate (from O to 0.46 um), the InP:nid/
GalnAs:nid region (from 0.46 to 1.12 um), the InP:Zn region
(from 1.12 to 2.87 um), and the GalnAsP:Zn/GalnAs:Zn region
(from 2.87 to 3.09 um).

KPFM demonstrated a strong sensitivity on the local doping
concentration as reported in a number of publications [12,25].
However, a clear identification of the 5 nm GalnAs:nid inter-
layers among the InP:nid buffer layers is not achieved in the
Vepp image. Nevertheless, their presence was still detected and
represented in the Vcpp image by the dark and blue lines at 0.61
and 0.91 pm, respectively. The low resolution of the interlayers
can be attributed either to their narrowness or to the experimen-

tal conditions since the two GalnAs:nid layers are well resolved

in the topography image. Certainly, the width of these layers is
narrower than the radius of the tip (<25 nm), and the operating
conditions, namely the tip—surface distance and ambient mea-
surements, negatively affect the resolution of KPFM measure-
ments [26]. In particular, KPFM under ambient conditions is
affected by the tip-averaging effect due to the long-range nature
of the electrostatic force. The tip can sense multiple layers with
different properties simultaneously, resulting in the detection of
an averaged Vpp at the interfaces [27].

During KPFM measurements, the tip scans the cross section
from the n-InP substrate to the end of the sample; consequently,
it will sense the surface potential variation along the structure.
The progression of the Vcpp profile shows that four different
slopes are present considering the region from the last InP:nid
buffer layer to the GalnAs:Zn contact layer (from 0.86 to
3.09 um). In particular, the first is located between the last
InP:nid buffer layer and the first InP:Zn layer (from 0.86 to
1.17 pm), the second in the InP:Zn region (from 1.17 to
2.76 um), the third between the last InP:Zn layer and the
GalnAsP:Zn transition layer (from 2.76 to 2.87 um), and the
fourth between the GalnAsP:Zn transition layer and the
GalnAs:Zn contact layer (from 2.87 to 3.09 um). These regions
have been identified with the colours red, green, blue, and light
blue in the Vpp profile, respectively.

The green profile represents the InP:Zn region; because of the

comparable doping concentration of the three InP:Zn layers, a
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small variation of Vcpp of the order of 20 mV is expected to be
measured along this region. However, the experimental Vpp
profile presents a Vpp variation of the order of 50 mV along
the InP:Zn region (from 1.13 to 2.87 um). Several factors can
influence KPFM measurements leading to this experimental ev-
idence, namely the sample preparation, the experimental condi-
tions, and the presence of surface defects. All these aspects have
an impact on the surface potential, as we will see in the Discus-
sion section (“KPFM experimental conditions and sample prep-

aration”).

Regarding the other slopes pointed out above, their detection is
attributable to the formation of space charge regions among the
different layers along the structure [28]. Specifically, the Vcpp
progression reflects the band bending present in the presence of
depletion and accumulation regions. In particular, undoped InP
crystals always contain different unintentional impurities due to
the growth processes. The InP:nid layers fabricated at III-V Lab
usually present an intrinsic n-type doping of the order of
1013 cm™3, which results in shallow donor energy levels within
the energy gap. Since the intentional Zn p-type doping concen-
tration is much greater than this residual n-type doping present
in the InP:nid buffer, the space charge region is expected to be
located almost exclusively in the buffer layer.

Similarly, two Zn doping concentration gradients are present
from the last InP:Zn layer to the GalnAsP:Zn transition layer
(from 1 x 10!8 to 6 x 10!8 cm™3) and from the GaInAsP:Zn
transition layer to the GalnAs:Zn contact layer (from 6 x 1018
to 2 x 10'% cm™3). This results in two space charge regions situ-
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ated almost completely in the InP:Zn layer and in the

GalnAsP:Zn transition layer, respectively.

It is worth to mention that the band bending induced by the dif-
ferent space charge regions along the structure depends on the
doping concentration (e.g., number of involved charge carriers)
and on the width of the layers. Consequently, the correspond-

ing Vepp variation will depend on the same parameters [12].

In order to investigate the effect of the space charge on the
measured Vcpp, we have implemented theoretical modelling to
this work. As a first step, we have simulated through ATLAS/
Silvaco software [21] the energy bands profile of the analysed
structure in the ideal case in which no surface defects are
considered, qualitatively reproducing the expected energy bands
profile in our sample. The widths and doping concentrations of
the layers were chosen as reported in Table 1, whereas the other
physical parameters (e.g., energy gaps) are present in the
Silvaco database [21]. Note that in order to simulate the InP:Zn
region, we have specified just one Zn doping concentration of
1.5 x 10'8 ¢m™3. Furthermore, in order to replicate the experi-
ment, we have included a metal layer on the left of the n-type
InP substrate. Under these conditions, the metal layer repres-
ents the contact between the sample holder and the n-type InP
substrate. Finally, the work function of the metal was set to be
equal to that of the substrate to guarantee an ohmic contact. The
simulated energy bands profile confirmed our hypothesis
showing the induced band bending along three space charge
regions at the InP:nid/InP:Zn, the InP:Zn/GalnAsP:Zn, and the
GalnAsP:Zn/GalnAs:Zn interfaces, as shown in Figure 3a.
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Figure 3: (a) Cross-sectional profile at equilibrium of the surface band energies (black: valence band maximum, Ey, and red: conduction band
minimum, Eg) along the structure assumed free of any surface defects. The constant Fermi level, E, is taken as the energy reference (blue hori-
zontal line). (b) Vcpp evolution along the same simulated structure obtained by KP modelling. Note that both figures present an inset detailing the
InP:Zn/GalnAsP:Zn/GalnAs:Zn interfaces close to the external surface of the sample.
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In particular, because of the low doping concentration of the
InP:nid layer compared to the adjacent n-InP substrate and the
InP:Zn region, a space charge extends over its complete width.
The Vepp profile across the InP:Zn/GalnAsP:Zn/GalnAs:Zn
interfaces results from the different work functions. The work
function of GalnAsP:Zn is slightly larger (by 0.04 eV) than that
of InP:Zn, and it is substantially larger (by 0.22 eV) than that of
the GalnAs:Zn contact layer, which leads to a decrease and an
increase of potential, respectively. It is important to note that
due to the narrowness of the GalnAsP:Zn transition layer
(20 nm), the space charges at the two neighbouring heterojunc-
tions overlap in this layer, leading to an asymmetric U-shape of
the Vpp profile. The asymmetric U-shape is also present in the
experimental profile in Figure 2¢ (dark blue and light blue parts
emphasizing the decrease and increase in potential, respective-
ly). The mismatch of the conduction and valence bands be-
tween these materials then leads to the peculiar band energy
diagram. Insets have been added to Figure 3a and Figure 3b to
zoom in this region. Additionally, KP modelling [13] was used
to simulate the Vpp profile along the same structure assumed
to be free of any surface defects for a quantitative evaluation of
the effect of space charge on the surface potential (Figure 3b).
Vepp is proportional to the difference between the vacuum level
and Ef; therefore, the changes in the energy bands profile will
be reflected in the simulated Vpp profile.

The simulated Vpp profile shows the same qualitative progres-
sion as the experimental profile reported in Figure 2c. However,
several important differences can be noted by the comparison
between the experimental and simulated Vcpp. In particular, the
experimental Vpp profile (Figure 2¢) seems to show that a part
of the first space charge extends into the first InP:Zn layer
(from 1.12 to 1.20 um); similarly, the second space charge
seems to extend more into the last InP:Zn layer than the model-
ling predicts (from 2.76 to 2.87 um). These two regions are in-
dicated by the two black arrows in Figure 2c. Additionally, the
simulated Vcpp shows a flat profile a few nanometres inside the
GalnAs:Zn contact layer, whereas a flat surface potential is not
obtained experimentally. In other words, experimental surface
potential variations occur over distances larger than one may
expect solely from the extrinsic Debye lengths calculated from
the nominal doping densities, which are only a few nanometres
[29]. As a consequence, the lack of a sharp transition among the
interfaces can cause difficulties in the identification of the posi-
tion of the metallurgical junctions in the Vcpp image [28]. In
particular, one reason can be found in the aforementioned tip-
averaging effect: The tip still senses parts of the space charge in
the InP:nid buffer layer and in the GalnAsP:Zn transition layer
although being already on the first InP:Zn layer and on the
GalnAs:Zn contact layer, respectively. Similarly, the tip starts

to sense prematurely parts of the space charge inside the last
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InP:Zn layer. Furthermore, non-ideal abrupt junctions may con-
tribute to this effect, for instance, because of dopant interdiffu-

sion, as will be described in the following section.

Finally, the simulated Vcpp progression predicts an overall sur-
face potential change of the order of around 1.34 V from the
n-type InP substrate to the InP:Zn region. Conversely, this Vcpp
variation in our experimental results is of the order of around
0.18 V. This is a first indication that the experimental surface
potential is modified by the presence of surface states induced
by surface defects since we know that KPFM is a surface tech-
nique and that the simulated Vcpp variation at this stage is
based solely on bulk material properties and is not affected by
any surface defects. Therefore, the experimental surface poten-
tial results to be less pronounced than in the “gedanken profile”
that occurs far from the surface. This will be fully addressed in
the Discussion section (“KPFM experimental conditions and
sample preparation”).

KPFM cross-sectional investigation under

illumination

In order to study the effect of the illumination on the sample
cross section, we have performed KPFM measurements under
white-light illumination. The topography and the associated
Vepp image are reported in Figure 4a and Figure 4b, respective-
ly. The Vcppyight image of Figure 4b shows a significant
contrast enhancement due to the interaction with the light com-
pared to Vcpp/dark of Figure 2b. As a consequence, Vcppyiight
results to be more homogenous all along the cross section than
VepD/darks @s shown in the corresponding Veppyight profile re-
ported in Figure 4c. Moreover, the improvement of contrast also
facilitates the identification of the narrower interlayers and of
the position of the metallurgical junctions at the InP:nid/InP:Zn
and the InP:Zn/GalnAsP:Zn interfaces, which were more
undefined in the previous Vcpp/gark image.

Overall, the Vcppyignt profile follows the same evolution as the
profile of Vpp,gark; also in this case, four different Vpp slopes
are present in the profile. In particular, the first is located be-
tween the last InP:nid buffer layer and the first InP:Zn layer
(from 0.83 to 1.25 pm), the second in the InP:Zn region (from
1.25 to 2.78 um), the third between the last InP:Zn layer and the
GalnAsP:Zn transition layer (from 2.78 to 2.85 um), and the
fourth between the GalnAsP:Zn transition layer and the
GalnAs:Zn contact layer (from 2.85 to 3.07 um). These regions
have again been identified with the colours red, green, blue, and
light blue in the Vcpp profile, respectively.

Notably, the Vcpppighe profile along the InP:Zn region between

1.25 and 2.78 pm is flatter compared to that of Vcpp/gark- This

Vepphighe profile is more consistent with what the modelling
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Figure 4: KPFM measurement under ambient conditions on the surface cross section of the sample under illumination: (a) topography and

(b) Vcpp image. A vertical coloured bar is included to ease the identification of the different layers. The profile in (c) corresponds to the region identi-
fied by the dotted white segments in (b), each point of the profile (vertical) direction being an average of 207 points over a width of 0.7 pm along the
x axis. Several regions along the structure have been highlighted using different colours (see text). The black arrow indicates the space charge region

at the InP:nid/InP:Zn interface.

predicts for such small variations in the Zn doping concentra-
tion along the InP:Zn region. Conversely, at the beginning of
the InP:Zn layer, from 1.10 to 1.25 um (indicated by the black
arrow), the Vpp profile presents a steeper slope suggesting that
the tip is still sensing the band bending induced by the space
charge between the last InP:nid and the first InP:Zn layer. How-
ever, the tip-averaging effect alone cannot explain the detection
of a space charge that extends for around 0.16 um inside the
first InP:Zn region. As a matter of fact, the diffusion of Zn
impurities is likely to occur due to the high temperatures re-
quired for the growth of the material and the high diffusion
coefficient of Zn in InP [30]. Therefore, the true spatial extent
of the space charge region is not trivial to determine and may
differ from what would be expected given the nominal struc-
ture of the sample. Conversely, the width of space charge region
between the last InP:Zn layer and the GalnAsP:Zn transition
layer is reduced and closer to the modelled one. Additionally,
the detected surface potential change related to the space charge
region at the GalnAsP:Zn/GalnAs:Zn interface is higher and

closer to the simulation.

As described in the Experimental section (“Kelvin probe force
microscopy”), the SPV can be calculated by applying
Equation 2 to the experimental values of Vcppjignt and
Vepp/dark- The SPV along the structure is reported in Figure 5.

The SPV progression along the structure shows an overall
negative SPV. For highly doped semiconductors in the absence
of surface states (or for surface state densities small enough so
that they cannot introduce significant surface band bending) a
SPV signal close to zero is expected to be measured [20]. We
therefore expect a vanishing SPV signal in the highly doped

n-type InP substrate, which is degenerately doped at
5 x 10'8 cm™3 with respect to the InP effective conduction band
density of states (5.7 x 1017 cm™3 [31]). Experimentally the
uncertainty on extracted SPV values can be evaluated at
+20 mV. Hence, the obtained value of around —10 mV in the
highly doped n-type InP substrate is in good agreement with the
theoretical expectation of vanishing SPV.

Furthermore, a negative SPV of around —95 mV is estimated for
the InP:Zn region, which is consistent with the fact that a
negative SPV is expected for a p-type semiconductor because of
surface band bending due to surface states produced by surface
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Figure 5: SPV profile along the structure calculated from the values of
Vepprdark @and Veppyight shown in the profiles of Figure 2c and
Figure 4c, respectively, applying Equation 2.
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defects. In particular, the detection of a negative SPV implies
that a downward band bending is present in the vicinity of the
surface [32]; this aspect will be fully addressed in the Discus-
sion section (“Effect of the illumination on the VCPD”).
Finally, it is worth mentioning that after illumination the initial
conditions are restored, which excludes the presence of long-
lived charge accumulation along the different junctions.

Discussion

In this section the principal factors that affect KPFM measure-
ments will be addressed in order to develop a methodology of
analysis and apply it to experimental results.

KPFM experimental conditions and sample

preparation

Several factors can influence KPFM measurements, namely the
experimental conditions and the status of sample surface and
AFM tip. Additionally, as pointed out in the Results section
(“KPFM cross-sectional investigation under dark conditions”),
the presence of surface non-idealities (e.g., surface defects) has
an effect on the surface potential and, thus, on the measured
Vepp- All these aspects can lead to surface inhomogeneities,
which result in Vcpp variations compared to an otherwise con-
stant measurement on bulk material.

KPFM analysis was carried out under ambient conditions,
which result in surface oxidation and in the adsorption of water
molecules on the sample surface due to the humidity present in
air [18]. Furthermore, a non-optimal deoxidation procedure may
result in an inhomogeneous removal of the surface oxide. Addi-
tionally, the condition of the tip during the numerous scans
along the sample cross section must also be considered. In par-
ticular, contamination of the tip is likely to occur due to pollut-
ants (e.g., nano- and/or micrometre-size dust grains), which
may be present on the sample surface leading to a variation of
the tip surface potential.

The tip-averaging effect represents an important aspect of
KPFM under ambient conditions, as revealed in the Results
section (“KPFM cross-sectional investigation under dark condi-
tions”). Even at extremely short tip—sample distances (5 nm),
the tip-averaging effect can lower the lateral resolution as well
as the measured KPFM signal [25]. This is especially evident in
KPFM under ambient conditions, where typical tip—surface dis-
tances are of the order of tens of nanometres because of the
vibrating tip amplitude necessary to achieve an acceptable

signal-to-noise ratio.

Finally, it is well documented in the literature [20] that the
cleavage procedure produces surface defects, which strongly

impact the Vpp. In order to study the effects of surface defects
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on the Vcpp, we have extended the energy band simulations to a
non-ideal case in which constant distributions of acceptor-like
and donor-like defects have been introduced at the surface, as
described in the Experimental section (“KP modelling”). In
order to clarify the analysis and focus on essentials, we have
simulated a simpler structure with respect to the analysed
multilayer sample, in which we did not include the 5 nm
InGaAs:nid interlayers and the final InGaAs(P):Zn transition
and contact layers. Specifically, we have compared the ideal
structure free of surface defects to three different cases in which
identical acceptor-like and donor-like surface defects densities
of 1 x 10]2, 1x 10]3, and 5x 1013 ev—1l.cm™2 (taken to be con-
stant throughout the bandgap) were introduced at the surface.
The results are reported in Figure 6. In this specific case, the
charge neutrality level of surface defects is set at mid-gap.
Thus, increasing the surface defect densities will produce a
pinning of the Fermi level at the neutrality level of the surface
states and the energy of valence and conduction bands will
appear symmetric with respect to mid-gap position [24]. In par-
ticular, it is possible to observe this trend even at relatively low
surface defects densities (2 x 102 eV~ l.cm™2, see Figure 6b) in
the InP:nid layer because of the low doping concentration
(1 x 10" cm™3) compared to the other two layers. Conversely,
in the n-InP substrate and in the InP:Zn layer, this trend is only
well evidenced when high surface defects densities (above
1013 ev-l.em™2) are introduced at the sample surface; the trend
is already visible for 2 x 10'3 eV~!.cm™2 and really clear for

1 x 101 eV~l.em™2 in Figure 6¢ and Figure 6d, respectively.

Increasing the surface defect densities leads to an increase of
the valence and conduction band energies within the n-InP sub-
strate and to a decrease in the InP:Zn layer, so that the overall
potential drop across the junctions is significantly reduced, from
1.42 V in Figure 6a to 0.15 V in Figure 6d. Specifically, to an
increase of energy corresponds a decrease of surface potential,
which reflects the upward band bending induced by the pres-
ence of surface defects. Conversely, a decrease of energy corre-
sponds to an increase of surface potential, which reflects the
downward band bending induced by the presence of surface

defects.

We conclude that the presence of surface defects can explain
the overall experimental Vpp variation along the structure that
is less pronounced than in the simulated ideal case of a defect-
free surface, as described in the Results section (“KPFM cross-
sectional investigation under dark conditions”). This conclu-
sion on the overall mitigation of the Vcpp variation is not
changed if we choose other surface defect density distributions
(not constant vs energy) that produce different charge neut-
rality levels in the energy gap (which is not presented here for

brevity).
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Figure 6: Cross-sectional profile at equilibrium of the surface band energies (black: valence band maximum, Ey, and red: conduction band minimum,
Ec) along a simulated n-InP/InP:nid/InP:Zn structure considering surface defects densities made of the sum of constant and identical acceptor-like
and donor-like defect distributions (in eV-"-cm=2): (a) 0, (b) 2 x 1012, (c) 2 x 103, and (d) 1 x 10'4. The energy reference is taken at the constant
Fermi level, Er (blue horizontal line). The profile of the surface potential is also shown in orange (right y axis of the graphs).

However, large surface defect densities not only mitigate the
overall change in Vcpp, but they are also responsible for strong
changes in the shape of the surface potential. For instance, in
Figure 6d the surface potential appears flat along the simulated
structure with the exception of very narrow transition regions at
the two layer interfaces. In other words, large surface defect
densities also decrease the effective screening lengths com-
pared to the ones calculated exclusively from the nominal
doping densities, due to the extra charges directly provided by
the surface states. The essentially constant flat profile in the
InP:nid buffer layer strongly departs from the progressively de-
creasing profile observed experimentally in Figure 2c. In order
to provide an explanation for the observed experimental profile
that is both mitigated and progressively decreased in this buffer
layer, it is necessary to decrease the surface defect density in the
buffer layer, while keeping a very large value in the external
n-InP substrate and p-InP:Zn layer. Therefore, the n-InP sub-
strate and the p-InP:Zn layer require a high value of Ngg =

1 x 10" eV~l.cm™2, whereas the InP:nid layer requires a lower

value of Ngg = 2 x 102 eV~!.cm™2. Furthermore, in order to
provide a more quantitative explanation of the experimental
profile of Figure 2c, the GalnAsP:Zn transition and GalnAs:Zn
contact layers have been included again in the simulated struc-
ture (Ngg = 1 x 10'* eV~l.cm™2). The energy bands and surface
potential profiles simulated with these parameters are shown in
Figure 7.

The surface potential shown in Figure 7 is in good agreement
with the experimental profile of Figure 2c. In particular, the
potential drop from the n-InP substrate to the InP:Zn layer is
comparable to the 0.18 V obtained experimentally. Additional-
ly, the shape of the surface potential in the InP:nid layer shows
a progressive change extending all over the InP:nid buffer layer.
Finally, the GalnAsP:Zn transition and GalnAs:Zn contact
layers are again consistent with the higher value of Ngg =
1 x 104 eV~l.cm™2. In particular, the potential difference be-
tween the InP:Zn and the GalnAs:Zn contact layers is also

attenuated with respect to the ideal case shown in Figure 3b as
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Figure 7: Cross-sectional profile at equilibrium of the surface band
energies (black: valence band maximum, Ey, and red: conduction
band minimum, E¢) along a simulated n-InP/InP:nid/InP:Zn/
GalnAsP:Zn/GalnAs:Zn structure considering different surface defect
densities in the various layers. For the n-InP substrate and the InP:Zn,
GalnAsP:Zn, and GalnAs:Zn layers a total surface defect density
(made of the sum of constant and identical acceptor-like and donor-like
defect distributions) of 1 x 1014 eV-1-cm=2 was considered, whereas
for the InP:nid layer a total surface defect density of

2 x 1012 eV-1-cm=2 was introduced. The energy reference is taken at
the constant Fermi level, Er (blue line). The profile of the surface
potential is also shown in orange (right y axis).

in the experimental Vpp profile of Figure 2c. Overall, this ap-
proach demonstrates that the surface defect density variations
provide good agreement with the experimental surface poten-
tial profile of Figure 2c.

In conclusion, a quantitative description of the accurate surface
defects distributions that characterize the surface of semicon-
ductors materials is a complex task as it is not always certain
that surface defects are homogeneously distributed across the
entire cross section. This is particularly true in our case since
the several layers present different physical properties because
of varying doping types and concentrations [33].

In order to overcome these challenges related to the operating
conditions and to the cleaving process presented in this para-
graph, KPFM measurements can be performed in ultrahigh
vacuum (UHV) at an optimal surface—tip distance of the order
of a few nanometres [34] with particular attention to the sample
preparation either in the deoxidation and cleaving process.

Effect of the illumination on the Vgpp

In the Results section (“KPFM cross-sectional investigation
under illumination”), we have pointed out the enhancement of
contrast in the Vcpp image under white-light illumination of the
sample cross section. In particular, since the bulk lattice period-
icity is interrupted at the surface of a cleaved semiconductor,

surface reconstruction and formation of dangling bonds of sur-
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face atoms may occur, creating surface states within the energy
bandgap. For instance, these surface states can pin the Fermi
level and cause downward (upward) band bending from the
bulk to the surface in a p-type (n-type) semiconductor in the
case of the formation of a depletion (or inversion) space charge
layer imposed by the charge neutrality condition [32,35].

By illuminating the sample, a SPV is generated by the drift and
diffusion of photogenerated carriers towards the surface, which
counteracts the defect-induced band bending energy variations
[20]. As illustrated in Figure 8, in the case of downward sur-
face band bending in an p-type semiconductor, photogenerated
holes are repelled from the surface, while photogenerated elec-
trons flow in the direction of the surface, balancing the positive
charges corresponding to empty donor-type surface states. This
results in a reduction of surface band bending and a decrease of
surface potential, that is, a negative SPV.

Conversely, in the case of upward surface band bending in an
n-type semiconductor, photogenerated electrons are repelled
from the surface, while photogenerated holes flow towards the
surface, balancing the negative charges corresponding to
ionized occupied acceptor-type surface states, that is, a positive
SPV.

As shown in Figure 5, an overall negative SPV was calculated
along the structure, and a SPV of —-95 mV was obtained in the
InP:Zn region, which seems in good agreement with the ex-
pected trend in a p-type layer with surface defects. However, in
case of pn junctions, the SPV can also include the contribution
of the open-circuit voltage (Vgc) of the pn junction due to the
splitting of the quasi-Fermi levels of electrons and holes and the

related charge separation at the junction. In our case, because
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Figure 8: Representation of the energy band profile in a p-type semi-
conductor under dark conditions and under illumination depicted by
black solid lines and red dashed lines, respectively. £ and ENg
represent possible profiles for the quasi-Fermi levels for electrons and
holes, respectively.
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the n-type side of the junction (substrate) is grounded, we
expect a positive SPV contribution from the V¢ of the pn junc-
tion at the surface of the p layer outside the space charge region
of the pn junction. Therefore, the SPV measured in the InP:Zn
region should be a trade-off between the negative contribution
due to the flattening of surface defect-related band bending and
the positive contribution of Vgc. As a consequence, the slightly
negative SPV value of 95 mV measured in the InP:Zn region
indicates a weaker contribution of the pn junction (Vgc) com-
pared to the change in surface band bending related to surface
defects.

In order to provide a quantitative analysis of this experimental
evidence, we have calculated the conduction and valence band
energy shift induced by the illumination simulating two simple
structures. The first one is metal/n-InP/air, the n-type InP simu-
lates our n-type substrate with a doping concentration of
5 x 1018 cm_3, and the second one is metal/InP:Zn/air,
with InP:Zn having a p-type doping concentration of
1.5 x 10'8 cm™3, similarly to the p-doped layer in our sample.
In these simulations, the back metal/InP contact was assumed to
be ohmic in both structures. We introduced unequal donor-like
and acceptor-like surface defect densities. Specifically,
the donor-like defect density was chosen equal to
1 x10!3 eV’1~cm’2, and the acceptor-like was 20 times lower,
5 x 1011 evV~l.em™2, resulting in a charge neutrality level very

close to the conduction band of InP.

Under these conditions, a SPV close to zero and a negative SPV
are expected for the n-type InP substrate and for the InP:Zn
layer, respectively. The simulated results gave a SPV close to
zero (very slightly positive) and a negative SPV of =356 mV for
the n-type InP substrate and for the InP:Zn layer, respectively.

In this specific case, a Vgoc of 261 mV would have been pro-
duced across the pn junction considering the experimental SPV
result of =95 mV. This surprisingly low Vg value could be ex-
plained either by a poor material quality of the sample, in which
a high density of bulk defects is responsible for reducing the
carrier lifetime, or by the lack of a true ohmic contact between
the sample holder and the n-type InP substrate during the
KPFM measurement. In the second case, a potential barrier
would be present at the metal contact/n-InP substrate interface,
which could reduce the overall V. Nevertheless, these consid-
erations need further investigations and further support from

modelling.

Conclusion
In this contribution, it is shown that KPFM under ambient
conditions is a valuable tool to investigate III-V multilayer

stacks with high spatial resolution of down to 20 nm. The veri-
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fied sensitivity of our KPFM setup to the narrower layers will
be crucial for the study of the cross sections of operating solar
device in future works.

The analysis of the surface potential profile identified the pres-
ence of space charge regions and, thus, the formation of several
junctions along the stack. The complexity of the analysed struc-
ture combined with the ambient operating conditions caused
challenges in the identification of the real position of the junc-

tions in the Vcpp image.

KPFM measurements are significantly affected by surface
defects and other surface inhomogeneities. In particular, numer-
ical modelling and analysis indicated that surface defects are re-
sponsible for a significant departure of the magnitude of the sur-
face potential from the value in the bulk material. Also, we
showed that the observed potential profile along the cleaved
surface of the n-InP/InP:nid/p-InP:Zn heterojunction stack can
be explained by large surface defect densities in the highly
doped n-InP and p-InP:Zn layers, with a much lower defect
density in the InP:nid buffer layer.

With further characterization and analysis, we have shown that
white-light illumination reduces the surface band bending in-
duced by surface defects, providing an enhancement of the
contrast in the Vcpp image. The analysis of the SPV variation
along the structure cross section further suggests that either bulk
defects or a non-ohmic contact between the metallic sample
holder and the n-type InP substrate may exist. For future work,
it will be necessary to assure a good ohmic contact between the
sample holder and the sample and to carry out complementary
characterization of the optoelectronic properties of the layers to

refine the analysis of the results.
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In this work, a silicon photodiode integrated with a piezoelectric membrane is studied by Kelvin probe force microscopy (KPFM)

under modulated illumination. Time-dependent KPFM enables simultaneous quantification of the surface photovoltage generated

by the photodiode as well as the resulting mechanical oscillation of the piezoelectric membrane with vertical atomic resolution in

real-time. This technique offers the opportunity to measure concurrently the optoelectronic and mechanical response of the device

at the nanoscale. Furthermore, time-dependent atomic force microscopy (AFM) was employed to spatially map voltage-induced

oscillation of various sizes of piezoelectric membranes without the photodiode to investigate their position- and size-dependent dis-

placement.

Introduction

Light has been recognized as a versatile external energy source
to actuate micro/nanorobots with outstanding merits of wireless,
remote, and precise controllability [1-4]. Light-driven micro/
nanorobots convert light into mechanical motion and are able to
perform precise motion with high resolution. This offers
promising possibilities for biomedical, environmental, and

micro/nanoengineering applications [5,6]. Various types of

design and actuation mechanisms have been developed in recent
years [7,8]. A primary requirement to unlock the better perfor-
mance of these micro/nano devices is to scrutinize their struc-
ture and the interaction between their different components.
This can be done by high-resolution characterization tech-
niques that simultaneously probe dynamic properties of differ-

ent parts of the device. This enables the decoupling of the roles
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of each function of the components on the overall motion be-
havior.

A variety of characterization techniques, such as white light
interferometry, laser Doppler vibrometry (LDV), and double-
beam laser interferometry (DBLI) have been used to determine
the displacement of piezoelectric membranes [9,10]. However,
the working principle of these techniques is based on optical
interferometry mapping which can be challenging for light-
sensitive devices. Furthermore, it can be advantageous to
employ a method that also allows for mechanical contact and
manipulation. Atomic force microscopy (AFM) [11-14] is a
powerful and versatile technique to study fundamental and
functional characteristics of materials and devices at the nano-
scale, with application in physics, materials science, engi-
neering, and biology. It can operate in either static (contact
mode) or dynamic (tapping and noncontact mode) modes with
atomic vertical resolution. In several studies, AFM has been
used to determine photo-induced height/topography variation in
organic—inorganic lead halide perovskites [15], nanosheets [16],

and photosensitive polymers [17].

Kelvin probe force microscopy (KPFM), an electrostatic variant
of AFM, can be used to measure contact potential difference
(CPD) between the tip and the sample [18-20]. In particular,
time-dependent KPFM [21-23] allows us to determine temporal
changes of CPD and understand the dynamic behavior of func-
tional devices at the nanoscale. Kelvin probe force microscopy
in combination with illumination has been used to investigate
photo-generated charge carriers of photovoltaic materials and
devices. This is done by determining the CPD shift under illu-
mination known as surface photovoltage (SPV) by calculating
SPV = CPDjjgp; — CPDgyk, whereas CPDyy is the CPD in the
dark and CPDyjgp is the CPD under illumination in that same
location [24-27]. In some studies, KPFM has been employed for
simultaneous study of structural and optoelectronic properties
of materials and functional devices [28-30]. For example, the
topography and SPV of illuminated photostrictive materials
have simultaneously been examined through KPFM to deter-
mine the generated photovoltage and the following lattice
change of the material [31].

Here, we present a KPFM study involving modulated illumina-
tion to investigate local height changes (vertical displacement)
and the correlative SPV of the light-driven piezo/photodiode
device over time. Employing modulated illumination enabled us
to quantify precisely the device displacement due to improved
signal-to-noise ratio, which could not be achieved by continu-
ous illumination. The configuration of the hybrid piezo/photo-
diode device has previously been developed and reported by our

group [32].
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In further investigations, we used time-dependent AFM to de-
termine the voltage-induced displacement of solely piezoelec-
tric membranes without the photodiode. This experiment was
performed to probe the local electromechanical properties of the
piezoelectric membrane as a reference sample, which can reveal

its contribution to the piezo/photodiode device.

Methodology

Sample fabrication

The device type-I employed in this study is a piezo/photodiode
device, fabricated following a previously reported procedure
[32], where the piezoelectric material, lead zirconate titanate
(PZT), was integrated onto a silicon photodiode. The PZT layer
was sandwiched between two lanthanum nickelate (LNO) elec-
trodes and ultimately the backside of the silicon substate was
etched to enhance the motion of the membrane. More detailed
information on the fabrication and cross-sectional scanning
electron microscopy images can be found in [32]. The top view
of the piezo/photodiode device is given in Figure 1a, where the
inset represents the cross section of the device stack. Owing to
the integration of PZT with silicon processing and operation at
low voltages, this device can be actuated by either modulated

illumination or electrical bias.

The device type-1I used in this study had the same configura-
tion as the device type-I only without the photodiode. A series
of devices with different sizes were fabricated in which
the active device dimensions were (7.6 x 7.6), (5.2 X 5.2),
(2.8 x 2.8) and (1.4 x 1.2) mm? labeled as A, B, C, and D, re-
spectively. In the process of fabrication, a 100 nm thick layer of
LNO as the bottom electrode was first deposited, using pulsed
laser deposition (PLD) technique, on a single crystal silicon
wafer. Then, an 850 nm lead barium zirconia titanate (PBZT)
and a 150 nm LNO as the top electrode were deposited. The
wafer was patterned by a standard photolithographic process,
starting with the application and patterning of the photoresist
mask for defining the device areas. Subsequently, the excess
PBZT and LNO were removed by a wet etching process with a
diluted BHF:HNO3:H;O solution and a HCI solution, respec-
tively. To avoid shunting of the device, a SiO; insulating layer
was deposited. Patterned aluminum (Al) contacts which connect
to the top and bottom electrodes of the PBZT were fabricated
through a lift-off process. The fabrication was finalized by
etching circular holes from the backside of the wafer to obtain
thin membranes. The sizes of these holes were defined by
applying and patterning a photoresist on the backside of the
wafer, which was then anisotropically etched by deep reactive
ion etching (DRIE) using SFg, O,, and C4Fg gases. This final
step was carried out to minimize the clamping effect of the
actuator on the silicon substrate, thus enhancing the movement

of the membrane.
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Figure 1: (a) Schematic illustrating the connection diagram of sideband KPFM measuring the piezo/photodiode device under modulated illumination.
The top view of the device is shown where the inset represents the cross section of the device stack. (b) Time-dependent topography scan showing
height variation under alternating illumination, and (c) corresponding time-dependent CPD under alternating illumination. (d) Temporal behavior of dis-
placement and CPD obtained from averaging multiple linear profiles selected from b and c.
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Kelvin probe force microscopy under
modulated illumination

In this experiment, we used KPFM with modulated illumina-
tion to study device type-1, namely the piezo/photodiode device.
The device was illuminated from the top surface using a laser
diode at a wavelength of 628 nm. The light source was installed
inside the AFM chamber, and the light beam was aligned
towards the active area of the device. The illumination source
was modulated by a square waveform voltage at an adjustable
frequency, operated through a function generator (GWInstek,
SFG-1013). Here, the selected modulation frequency was 1 Hz.
It should be noted that the active area of the device stack of
piezoelectric layer (PZT) and LNO electrodes is transparent and
thus the incoming light from the top reached the Si p—n junc-
tion and generated electron—hole pairs, building a potential
difference across the junction. The generated photovoltage was
applied to the piezoelectric capacitor through the photolitho-
graphically defined contacts and induced mechanical displace-
ment in the piezoelectric stack. Kelvin probe force microscopy
was employed to measure the photoinduced voltage simulta-
neously with the displacement at the surface of the top LNO
electrode as the bottom electrode was grounded. These mea-
surements were performed with a Park Systems NX10 AFM
microscope equipped with Pt/Ir-coated silicon probes
(ARROW-EFM from nanoworld). Topographical measure-
ments were performed in amplitude-modulated (AM) AFM.
The KPFM measurements were carried out in single-pass side-
band mode [33], which is a technique that detects electrostatic
force gradients. The connection diagram of the sideband KPFM
shown in Figure 1a illustrates multiple lock-in amplifiers em-
ployed to excite the cantilever both mechanically and electri-
cally at the same time, and to retrieve simultaneously the ampli-
tude and phase of the movement of the cantilever at different
frequencies. The cantilever is excited at its mechanical reso-
nance frequency (f() executed by the lock-in amplifier 1 and the
generated topography signal is controlled by the Z feedback. A
sinusoidal AC bias (Voc) with drive of 1 V and frequency (fac)
of 5 kHz is applied to the tip through lock-in 2, generating a
signal with a frequency of f * foc near the cantilever reso-
nance. Modulating the tip with V¢ while the cantilever is
oscillating near its resonance frequency leads to frequency
mixing and intermodulation of the two frequencies (fy * fac)
[34]. The lock-in amplifiers 2 and 3 are fed with the vertical
deflection signal of the cantilever to measure the sideband
signals at fy + fac and fy — fac- Then, their average is used for
the KPFM feedback to adjust the DC bias. If foc is chosen to be
small enough, such that the sideband peaks are close to fj, the
amplitude of these peaks will be enhanced by the mechanical
resonance of the cantilever leading to a better signal-to-noise
ratio. The feedback applies a DC bias (Vpc) matching the

potential difference between the tip and the sample, which
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compensates for the electrostatic force. Therefore, the side-
bands disappear. The value of Vpc corresponds to the contact

potential difference.

Measurements of modulated topography and CPD were con-
ducted at the center of the membrane, where the AFM tip was
positioned at a single point (zero scan size) to avoid any effect
of the topography on the results. In conventional AFM images,
each pixel represents the value of a specific signal relative to its
position within a defined surface region. Herein, the acquired
topography and CPD images shown in Figure 1b and Figure 1c
were represented in the time domain. Therefore, the horizontal
scale of the images indicates the time at which a given pixel has
been acquired in one line, while the vertical scale indicates the
temporal evolution of this timeline throughout the measure-
ment process. These scans indicate the reproducibility of
acquired displacement and photovoltage under modulated illu-
mination at a single point. To analyze them, we extracted 10
line profiles depicted in blue and red for topography and CPD
as a function of time, respectively. The average value of the
peak-to-peak amplitude was calculated over the collectively
selected profiles. The extracted profiles in Figure 1d were fit
using a sinusoidal function in which their peak-to-peak ampli-
tude represents the displacement and the photovoltage. The
CPD profile in Figure 1d shows a 50 mV baseline in the dark,
which can be attributed to the generation of charge carriers due
to the stray light from the super luminescent diode (SLD) of the
AFM. The wavelength of the SLD beam employed in the mea-
surements is 830 nm, which can be absorbed by the Si photo-
diode and lead to a nonzero baseline. However, it does not
affect the photovoltage as the peak-to-peak potential was calcu-
lated. Comparative measurements over a micrometric area of
the sample were performed (see Supporting Information File 1).
The CPD of a 1 um? area at the center of the sample was
measured in the dark, under continuous and modulated illumi-
nation, respectively. The obtained results indicate that the
difference between CPD in the dark and under continuous illu-
mination is similar to that under alternating illumination. It is
important to note that the acquired photovoltage for the micro-
metric measurement is comparable to the locally measured
photovoltage. However, we were not able to quantify precisely
the displacement of the membrane by conventional imaging
since a temperature-induced drift occurs under illumination.

Therefore, we modified the method in the point scan mode.

The basic principle of our method lies in the acquisition of
light-modulated CPD and vertical displacement at a single point
on a two-dimensional grid to unveil the 3D motion of the mem-
brane and the corresponding SPV map. To facilitate light align-
ment on the sample during measurements, we divided the active

area of the device (5.6 X 5.6 mm?) into four quadrants. Initially,
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one of the quadrants was subdivided into a grid consisting of
25 points with steps of 0.7 mm in both x and y directions, where
the displacement and SPV of each point were recorded one after
another. To ensure that the cantilever or the AFM head does not
block the light from reaching the sample, the sample was manu-
ally rotated, and the measurement was performed on the second
quarter of the device using the same procedure. As all four
quadrants of the sample surface were mapped, the points locat-
ed at the quadrant boundaries were measured twice during each
rotation. Therefore, we took the average of the readout signals
for each quadrant boundary. Lastly, all the acquired data for dis-
placement and photovoltage of the four quadrants were stitched
together and presented in color maps.

Time-dependent AFM to measure

voltage-driven properties

In this experiment, we studied type-II devices (which do not
include the photodiode), and the piezoelectric membrane was
excited by an external bias. Time-dependent AFM was em-
ployed to determine the voltage-induced displacement of the
piezoelectric layer. The AFM measurements were carried out in
tapping mode, where the tip was located at a single point of the
membrane. The external bias with an amplitude of 2.5 V and
frequency of 2 Hz in a square waveform provided by the func-
tion generator was applied to the top and bottom Al contacts of
the piezoelectric device. The height change of a specific point at
the center of the membrane was recorded over time for the
utilized voltage and frequency. We selected 10 line profiles
from the modulated topography image, took the average over
the selected lines similarly to the previous case, and fitted these

Active area

Fixed constraint ~

Figure 2: Unit cell of the piezo/photodiode device as simulated in COMSOL.
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with a sinusoidal function. The peak-to-peak value of the aver-
aged and fitted data represented the displacement of the mem-
brane for a given point. The cantilever was lifted and moved to
the next point and the same measurement was performed. By
this approach, spatial mapping of the active area was conducted
for four piezoelectric actuators of varying sizes, namely A, B,
C, and D. Only one-quarter of the devices were mapped,
considering their symmetry. The experiment focused on
studying the size-dependent displacement of these devices.

Simulations

We used COMSOL Multiphysics for the finite element method
(FEM) simulations of our devices. Solid mechanics and electro-
statics modules were coupled to facilitate the piezoelectricity
calculations. As shown in Figure 2, the symmetry condition is
used to reduce the computation cost of the simulations. Analo-
gous to our AFM and KPFM experiments, the sample edges are
fixed. Additionally, the effect of gravity on the displacement is
taken into account. The voltage excitation signal is introduced
to the LNO terminals as shown in the inset of Figure 2.

The material properties of PZT and LNO thin films were
derived from the literature and are summarized in Table 1. The
strain-charge form is employed for the piezoelectric material.

Results and Discussion

The optoelectronic and mechanical responses of the piezo/
photodiode device (device type-I) measured by the KPFM tech-
nique are presented in Figure 3. As expected, the maximum dis-
placement is obtained at points positioned at the center of the
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Table 1: Properties of PZT [35,36] and LNO films [37] Compllance matrix elements (elastic compliance constants, Sj) and coupling matrix elements

(piezoelectric coefficients, dj) have the units of T and 22 , respectively.

Material Relative Poisson’s Elastic compliance constants Piezoelectric coefficients
permittivity  ratio
S11 S12 S13 Sas dis a1 das
PZT 600 0.32 13.8 -4.07 -5.8 20.7 494 -93.5 223
LNO —oo 0.27
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Figure 3: Device type-| corresponding color map of (a) light-induced displacement determined at each point of a predefined grid over the surface of
the device. A total of 81 points on the surface active area of 5.6 x 5.6 mm? are mapped. The dashed black circle marks the hole etched on the back-
side of the silicon substrate. (b) The surface photovoltage of each measured point. (c) Displacement normalized to the corresponding photovoltage at

each point. (d) Simulation results of the same sample.

membrane with a maximum of 946 pm, while decreasing to a
few picometers at the side edges. The decay of displacement
from the center to the edge is expected from the clamping effect
at the edges, where the Si substrate is thicker [38]. The
measured CPD shift in Figure 3b indicates that the photo-
voltage stays nearly constant regardless of the scanned position,
and is comparable with the open-circuit voltage (Vgc) of the
photodiode (270 mV, measured by a multimeter). By inspecting
the displacement and photovoltage color maps it is possible to
confirm that the drum-like displacement of the device is due to
the flexible center of the membrane and clamped edges, and it is
not attributed to the variation of induced photovoltage. The
simulation results of the same device (Figure 3d) confirm the

shape and range of displacement mapping over the active area.
It is instructive to note that ideally the measured photovoltage
over the LNO contacts is equal to the Vg of the photodiode.
However, as can be seen in Figure 3b, this value varies be-
tween 100 and 232 mV. This can be attributed to multiple
factors, including i) the resistance of the contacts, ii) damages to
various points on the top LNO layer from previous measure-
ments or the etching process and hence its lower conductivity,
and iii) other factors such as improper light alignment or SPV
underestimation by KPFM.

Figure 3c presents the mechanical displacement of the mem-
brane normalized to the photovoltage. These values were ob-
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tained by dividing the displacement values for each point in
Figure 3a by the corresponding photovoltage in Figure 3b. This
analysis confirms that despite fluctuations in the photovoltage,
the membrane deformation follows the trend that is expected
from simulations. It demonstrates that the maximal displace-
ment that occurred at the center is around 3 to 4.6 nm/V,
showing notable performance of the piezo-photodiode device

under low photovoltage.

The strength of our approach lies in its capability to decouple
the contributions of different aspects of our hybrid system
effectively, as the optoelectronic and mechanical properties are
simultaneously determined. One of the shortcomings of the
implemented KPFM method in our previous work [32] was its
operation in dual-pass mode, in which topography measure-
ments were done in the first pass and the CPD in the second
pass. Such a measurement can give rise to a phase shift be-
tween these two signals.

Figure 4a—d exhibits the spatial mappings of one-quarter of
the voltage-driven piezoelectric actuators (device type-1I)
with different dimensions from large to small sizes, respective-
ly. The backside etching of the silicon substrate is marked
by the dashed line. The measured displacement for each
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point is normalized to its corresponding applied voltage, shown
in picometer per volt (pm/V). It should be noted that the
upper limit of the color bars varies according to the maximal
displacement value of each device. The maximal displacement
is expected at the center of the device, which is the bottom-
right corner of each color map. The expected bulging
shape is observed for samples B and C shown in Figure 4b
and c, respectively. The smallest sample (D) nonetheless
shows a relatively uniform displacement, which can arise from
the increased stiffness of the membrane as a result of
its minuscule dimension (see Figure 4d). Based on the simula-
tions [39], at an excitation voltage of 0.2 V, for active area
values larger than ~6 x 6 mm?2, the gravitational force domi-
nates the piezoelectric force, causing the membrane to “cave in”
in the middle part. This is consistent with the observations in
Figure 4. It can also be related to the backside etching of the
substrate with poor selectivity, which can form undercuts,
causing thinner edges than the central part of the membrane and
restricting the movement of the membrane on top.

From the simulations, we expected that the maximum displace-
ment increases with the sample size. However, the experimen-
tal results are inconclusive since it can be seen that sample C
shows larger displacement than samples A and B despite its
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Figure 4: Color map of the quarters of the surface area of device type-ll, (a) A with dimensions of (7.6 x 7.6) mmZ, (b) B with dimensions of
(5.2 x 5.2) mm?, (c) C with dimensions of (2.8 x 2.8) mm?, and (d) D with dimensions of (1.4 x 1.2) mmZ2, where voltage-induced displacement is
measured by AFM. The displacement is normalized to the corresponding voltage applied to each point.
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smaller size. This may be due to the nonuniform etching of the
backside of the sample and thickness variations. While with the
presented characterization technique, we cannot fully conclude
the reason for the deviation from the expected behavior, the
results stress the importance of employing advanced, time-de-
pendent spatial mapping characterization techniques for the de-
velopment of novel nano/micro-actuators.

Conclusion

In this study, we demonstrated position-dependent, light-in-
duced measurements of the displacement and photovoltage of a
piezo/photodiode device. Kelvin probe force microscopy was
employed to record topography and CPD concurrently which
allows to distinguish optoelectronic and mechanical responses
at the nanoscale. The measured displacements of the light-
driven membrane are in good agreement with the simulation
results. Moreover, time-dependent AFM was used to investi-
gate position-dependent and size-dependent displacement of
piezoelectric actuators driven by an electrical bias. Deviations
from the expected membrane behavior stress the importance of
advanced characterization methods for the design of novel
nano/micro-actuators. The method presented here can offer
remarkable opportunities to investigate the properties of devices
driven with alternating light or bias voltage, properties of nano-
scale mechanical systems, and combinations thereof. As one ex-
ample, the time-dependent AFM technique in contact mode can
be implemented to measure energy conversion efficiency by
pressing the AFM tip with a defined counter force against the
motion of the system. This allows us to calculate the work that
the system is performing against the counter force and with
knowledge of the input energy (e.g., absorbed light) the energy

conversion efficiency can be determined.

Supporting Information

Supporting Information File 1

Additional figures.
[https://www.beilstein-journals.org/bjnano/content/
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Abstract

We present a new open-loop implementation of Kelvin probe force microscopy (KPFM) that provides access to the Fourier spec-
trum of the time-periodic surface electrostatic potential generated under optical (or electrical) pumping with an atomic force micro-
scope. The modulus and phase coefficients are probed by exploiting a double heterodyne frequency mixing effect between the me-
chanical oscillation of the cantilever, modulated components of the time-periodic electrostatic potential at harmonic frequencies of
the pump, and an ac bias modulation signal. Each harmonic can be selectively transferred to the second cantilever eigenmode. We
show how phase coherent sideband generation and signal demodulation at the second eigenmode can be achieved by using two nu-
merical lock-in amplifiers configured in cascade. Dual-heterodyne KPFM (DHe-KPFM) can be used to map any harmonic (ampli-
tude/phase) of the time-periodic surface potential at a standard scanning speed. The Fourier spectrum (series of harmonics) can also
be recorded in spectroscopic mode (DHe-KPFM spectroscopy), and 2D dynamic images can be acquired in data cube mode. The
capabilities of DHe-KPFM in terms of time-resolved measurements, surface photovoltage (SPV) imaging, and detection of weak
SPV signals are demonstrated through a series of experiments on difference surfaces: a reference substrate, a bulk organic photo-
voltaic heterojunction thin film, and an optoelectronic interface obtained by depositing caesium lead bromide perovskite nano-
sheets on a graphite surface. The conclusion provides perspectives for future improvements and applications.

Introduction

Kelvin probe force microscopy (KPFM) is a well-known variant ~ the CPD originates from the tip—sample work function differ-
of AFM that allows probing at the nanoscale the electrostatic ~ ence. More generally, the CPD stems from the existence of
landscape on the surface of a sample by measuring the so-called electric charges and/or dipoles in the system under considera-
contact potential difference (CPD). If one considers a simple tion. As a result, the applications of KPFM are extremely broad.

junction formed by a metallic AFM tip and a metallic sample, It is now used by physicists, chemists, and biologists to charac-
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terize the nanoscale electronic/electrostatic properties of an
ever-expanding range of materials, interfaces, and devices,
in ambient conditions, under ultrahigh vacuum, or at the

liquid—substrate interface.

Since the early 90’s, a variety of approaches have been imple-
mented to improve KPFM performances in terms of spatial,
potentiometric, and temporal resolution. Several research teams
continue to work in this direction and KPFM is still an evolving
technique in many aspects. In particular, the development of
KPFM-based approaches specifically designed to investigate
photogeneration mechanisms and charge dynamics at the nano-
scale in photovoltaic and optoelectronic materials is an active
research area.

In photoassisted KPFM, the idea is to probe the surface photo-
voltage (SPV), which is the illumination-induced change in the
surface electrostatic potential (i.e., the opposite of the CPD shift
under illumination). To map the SPV, the most basic approach
consists in performing a dual-pass experiment. Two CPD maps
are recorded, the first in the “dark state” and the second under
continuous wave (cw) illumination. An SPV image can eventu-
ally be recalculated as the difference between both sets of data
[1]. The inherent drawback of this dual-pass method is that the
source images used for the SPV calculation may feature
misalignments, which is especially unavoidable at room temper-
ature (RT) due to thermal drift [2,3]. Another issue is that some
of the SPV components — related to dynamical processes — can
remain hidden to this “conventional” SPV imaging [4].

To mitigate the effects of thermal drift, a first alternative
consists in performing a data cube acquisition of CPD curves
synchronously recorded with the application of a light pulse
(i.e., a curve is recorded at each point of the surface along a 2D
grid). Again, a differential SPV image can be reconstructed
from the matrix of spectroscopic curves [5]. However, this ap-
proach is not free from artefacts, in particular the cantilever
photothermal bending can significantly modify (depending on
the optical power) the tip—surface distance during the spectros-

copic measurement (which has to be performed in open z-loop).

Whenever possible, it is preferable to investigate the photore-
sponse of the sample under modulated or pulsed illumination.
Provided that the modulation frequency of the light source is set
high enough, it becomes possible to “stabilize” the static
bending in a steady state, and photothermal cantilever excita-
tion can be avoided (by setting the optical modulation at a fre-
quency that differs from the cantilever resonance eigenmodes).

Working under modulated illumination also allows direct SPV

measurements using special modulation/demodulation schemes,
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such as the one recently proposed by Miyazaki and co-workers
for ac-bias KPFM [6]. In addition, most time-resolved KPFM
modes developed so far rely on the use of a pulsed/modulated
illumination chain. This is for instance the case of intensity-
modulated KPFM [7-9], pump-probe KPFM [4,10,11], or
G-mode KPFM [12], to name a few (we refer the readers to
review articles for a more comprehensive introduction to AFM-
based time-resolved potentiometric and electrostatic modes
[13,14]).

Each of these approaches have advantages and disadvantages.
Intensity-modulated KPFM implementation is straightforward,
since it simply consists in analysing the frequency response of
the time-average CPD under modulated illumination. Neverthe-
less, it is prone to capacitive artefacts [15]. Accurate quantita-
tive measurements can be performed by pump-probe KPFM
(pp-KPFM), with a time-resolution down to the sub-nanosecond
scale [10]. However, pp-KPFM features a severely limited
bandwidth. In the case of our last implementation of pp-KPFM
[4], several tens of seconds (to minutes) are needed to record a
single spectroscopic curve, and tens of hours to several days are
needed to map a 2D matrix of data. Last, G-mode KPFM
requires analysis of large datasets acquired with high-speed data
capture [12].

A few years ago, Borgani and Haviland presented an interest-
ing alternative for time-resolved SPV measurements [16],
which consists in analysing the intermodulation products be-
tween the mechanical oscillation of the cantilever and the
photogenerated surface potential. In short, intermodulation
spectroscopy allows working in the frequency domain (instead
of the time domain) by extracting, during a single measurement,
quantities that are directly proportional to the Fourier coeffi-
cients of the time-periodic surface photovoltage. Unfortunately,
the translation of this promising technique from ambient condi-
tions — where it has proven its worth — to ultra-high vacuum
poses significant challenges. This is mainly due to the en-
hanced quality factors under vacuum, which severely limits the
frequency window available to increase the amplitude of the
intermodulation products (for a more detailed discussion, see

[14]).

In this work, we propose to approach the measurement of inter-
modulation products with non-contact AFM under ultra-high
vacuum in a slightly different way. We demonstrate that the
Fourier spectrum (modulus and phase coefficients) of the time-
periodic electrostatic surface potential generated under optical
(or electrical) pumping can be probed, by exploiting a double
heterodyne frequency mixing effect between the cantilever me-
chanical oscillation, the surface photovoltage harmonics, and an

ac bias modulation signal. The frequency of the modulated bias
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can be set so that any given spectral component of the surface
potential (or intermodulation product) can be “transferred” to
the second cantilever eigenmode. This transfer or rejection (i.e.,
a measurement of a Fourier harmonic at the pump frequency
through a demodulation at the second eigenmode frequency) is
achieved by using two numerical lock-in amplifiers in cascade,
which allows the generation of proper phase-coherent combina-

tion of reference signals.

Dual-heterodyne KPFM (DHe-KPFM) dramatically enhances
the sensitivity to “weak” (i.e., a few mV) surface photovoltage
signals, thanks to the amplification by the second resonance
mode. Time-resolved measurements can be performed in data-
cube mode, by recording spectra of the SPV Fourier compo-
nents (modulus and phase) onto a 2D grid. The validity of DHe-
KPFM implementation is first demonstrated by carrying out
measurements on a conducting reference substrate under elec-
trical pumping. The results confirm that — thanks to the con-
stant transfer function over the entire spectrum provided by the
signal demodulation at the second cantilever eigenmode — a
quantitative measurement of the Fourier spectrum can be per-
formed. In the case of the amplitude spectrum, that measure-
ment is done within a scalar factor related to the capacitance
gradient. Furthermore, 2D images of time constant that charac-
terize the surface photovoltage dynamics are acquired on a
photovoltaic organic bulk-heterojunction (BHJ) thin film. The
time-constant values are shown to be fully consistent with the
results of pump-probe KPFM. Last, the ability of DHe-KPFM
to detect weak SPV signals is illustrated by investigating
optoelectronic interfaces formed between caesium lead bro-
mide perovskite nanosheets and highly oriented pyrolytic
graphite.

Kelvin Probe Force Microscopy
Background, Amplitude-Modulated
Heterodyne KPFM

Many KPFM modes rely on the detection of a modulated com-
ponent of the electrostatic force proportional to the CPD, using
a lock-in amplifier. The attractive electrostatic force between
the tip and the surface can be expressed as:

1, 2
Fy :ECZ (Vbias T VepD ) - (1)

In the above equation, C', stands for the tip—sample capacitive
gradient. Vy;,s represents the external bias voltage applied to the
system (including both a dc and an ac component, see
hereafter). The plus or minus sign applies if Vy, is applied to

the tip (+ sign) or to the sample (- sign), respectively.

Beilstein J. Nanotechnol. 2023, 14, 1068—1084.

The lock-in output provides a modulated ac bias voltage (V,
amplitude U,., and angular frequency w,.) that is added to the
static dc voltage applied to the tip (or sample), Viizs = Vae + Vgc.
The electrostatic force displays modulated components, and
some are directly proportional to the dc electrostatic potential
term (i.e., V4. * Vepp)- The idea is to demodulate such a com-
ponent, and feed it into a loop which controls the dc bias. The
KPFM controller (with a zero set point), will eventually adjusts
the dc bias to minimize its input, yielding a measurement of the
CPD (Vg4 = £Vepp depending on the setup geometry). In the
following, the dc compensation bias provided to the tip by the
KPFM controller (in our setup V4. = —CPD) will be referred to
as either V. or KPFM potential. To avoid repetition, this quan-
tity is sometimes also referred to as "surface potential". This is
obviously a misuse of language, as KPFM gives a relative mea-
surement of the surface electrostatic potential with respect to
that of the tip. However, it is partly justified because in our
setup the compensation bias is applied to the tip. Then, provi-
ded that the effective work function of the tip remains constant
during the measurement, any change in the KPFM compensa-
tion potential will strictly follow the change in the surface elec-
trostatic potential without sign inversion (a local positive sur-
face charging corresponds to a positive Vg, change).

Actually, there are many ways to perform the signal demodula-
tion. Amplitude heterodyne KPFM, introduced in 2012 by
Sugawara et al. [17], is a very elegant approach. It combines the
advantages of frequency-modulated KPFM (FM-KPFM) and
amplitude-modulated KPFM (in terms of lateral resolution and
sensitivity, respectively). This mode takes advantage of hetero-
dyning effects (frequency mixing) between the electrical bias
modulation and the cantilever mechanical oscillation (usually
performed at the first eigenmode, angular frequency ). These
effects result in the existence of additional modulated compo-
nent of the electrostatic force (or sidebands) at frequencies
W * wye. They stem from higher harmonic components in the
capacitance term [16,18]:

+o0
C, =Ko+ Y. K, cos(nwyt) = Ko+ Kj cos(mg) +... (2)

n=l1

If we restrict ourselves to the first harmonic (n = 1), electro-
static force components emerge (we just describe the first set of

sidebands, other exist at wg = 2w,.) which are:

COS(((DO — Wy )t)

F
+cos((w0 + 0y )t)

) EW,e

=1/2K\Uqc (Vae £Verp ) -3
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It can be shown [18], that the Fourier coefficient at n = 1 is
proportional to the second z-derivative of the capacitance
(K1 = C",). Consequently, demodulating the amplitude of the
sidebands gives access at a term that is proportional to the dc
potential difference, and one works (like in frequency-modula-
tion KPFM) on a signal that is proportional to the electrostatic
force gradient (through C",). For that reason, this “side-band”
KPFM is often referred to as a variant of FM-KPFM.

Amplitude-modulated heterodyne KPFM [17] further improves
this approach. The idea is to set the modulated bias angular fre-
quency so that the first right sideband (wq + w,¢) is “rejected” at
the second mechanical resonance eigenmode (frequency w;) of
the cantilever. Implementing this modulation/demodulation
scheme is nowadays greatly facilitated by the flexibility offered
by last-generation digital lock-in amplifiers, which allow gener-
ating (and demodulating) phase-coherent combinations of
multiple oscillators (i.e., an excitation at w,;, = w; — wg and a
demodulation at wq).

Here, it is mandatory to stress a very important point. In
all strictness, in the above, we should have written that
Wye = w1 — (Wp + Awg), where Aw stands for the cantilever fre-
quency shift due to the tip—surface interaction. In heterodyne
KPFM, the reference sideband that drives the modulated bias is
indeed generated as follows. The frequency of the first source
signal (or lock-in internal oscillator) is set to wy, ultimately it
will be used for signal demodulation. The second source signal
is obtained by tracking the cantilever resonance frequency at its
first eigenmode (wg + Awg) with a second oscillator configured
as a phase-locked loop (PLL). This tracking is necessary
because the first mode is used by the main AFM controller for
topographic control (in frequency modulation mode in the case
of non-contact AFM under UHV). In other words, it is the AFM
controller which generates the source signal at wy + Awg which
“excites” the mechanical oscillation of the cantilever. The fre-
quency mixing effect will effectively generate a modulated
electrostatic component at w| — phase-coherent with the demod-
ulation chain — only and if only the frequency shift that the can-
tilever (at its first resonance mode) experiences in the tip—sur-
face interaction is taken into account. In FM-AFM, it is impos-
sible to perform a heterodyne-KPFM measurement by setting a
“fixed” value for wy.

Dual-Heterodyne Kelvin Probe Force

Microscopy: Principle

To understand how dual-heterodyne KPFM works, consider the
case of a sample subjected to a time-periodic pump that gener-
ates a (time-)periodic electrostatic potential. Within the frame-
work of investigations on photoactive materials, of course, the
pump will consist of light pulses (in which case one generates a

Beilstein J. Nanotechnol. 2023, 14, 1068—1084.

periodic SPV), but DHe KPFM experiments (as shown below)
can also be performed under electrical pumping (by applying
bias pulses directly to the sample with an arbitrary waveform

generator).

The time-periodic electrostatic potential Vy,oq (or photopoten-
tial) generated at the sample under modulated illumination can

be described by a Fourier series:

o0
Vinod =Vo + z V, cos(nopegt +0,,) (4)
n=l

As in other KPFM modes, a combination of dc (Vy4.) and ac
(V) bias is applied to the AFM tip. The total electrostatic force
between the tip and the sample is now:

1, 2
ECZ [(Vdc + VCPD ) + Vac - Vmod]

with V. = U, cos(@,!)

Fy=
)]

Note that in the above, we assumed that the dc potential is
applied to the tip (this actually corresponds to the configuration
of our setup). Vcpp encompasses the "in-dark" electrostatic
potential difference between the tip and the sample. The addi-
tional time-averaged shift due to the SPV is accounted for by
the first term in the Fourier series (V). The harmonic terms
(n 2 1 in Equation 4) contain all the information about the time
dependence of the SPV. To prevent misunderstanding, it is im-
portant to stress that the amplitude spectrum (i.e., the V,, terms)
should not be confused with the amplitude of the time-periodic
SPV. Strictly speaking, the V), terms correspond to the modulus
of complex Fourier coefficients (see Supporting Information
File 1). The reader is asked to keep this fact in mind when the
Va series will be referred to as the amplitude (modulus) spec-
trum in the following. Obviously, by linearity of the Fourier
transform, each component of the “amplitude spectrum” (in-
cluding the static term) is proportional to the amplitude (or
magnitude) of the SPV. We will see later on how static (SPV
magnitude) and dynamic (SPV decay time constant) images can
be mapped by appropriately fitting the amplitude spectrum.

As with AM-heterodyne KPFM, there is a frequency mixing
effect due to the capacitance term, and we restrict ourselves to
the first harmonic to describe the time response of the capaci-
tance gradient (K|, Equation 2). Moreover, under periodic
pumping, an additional frequency mixing process occurs due to
the simultaneous existence of modulated potentials at w = w,¢
and w = nwyeq- In our case, the terms of interest are those re-

sulting from the multiplication of V. by V};,oq in Equation 5 (in
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the following we will omit the other terms, bearing in mind that
they exist):

+o0
2U 5 08 (gt )% DV, cos(nopoqt + 9, ). 6)

n=l
This can be rewritten as:

>V, -cos((ncomod + Wy )t + (I)n)

U, .
=+, ~cos((ncomod -y, )t+¢n)

ac

Finally, the other frequency mixing process (multiplication by
the capacitive term, first harmonic) results in the appearance of
additional spectral components in the oscillating electrostatic
force, but this time there are 4 X n of them (instead of two side-
bands for conventional AM-heterodyne KPFM):

V,, -cos((@g +n0meq + 0y )t +0,)
lKlU +© +Vn -cos((mo —N®p0d —(Dac)f—d)n )
n=1V, 'COS(((DO T 1Omod ~ Dgc )t + ¢n)

4 ac (®)
+V,, -cos (@9 = 1004 + e )1 =0, )

To avoid any confusion, in the following, the sidebands will be
labelled as follow:

Side bandn_l:%KanCVn cos((w0+nwmod+wac)l+¢n), )
Side band n_2: iKanCVn cos((coo— ncomod—ooac)t—d)n), (10)
Side band n_3: %KancVn cos((mo+ nmmod—mac)t-t- (I),,), (11)
Side band n_4: %KanCVn cos(((oo—n(omod+ mac)t—d),,). (12)

As with conventional AM-heterodyne KPFM, the idea is to
use the second mechanical resonance eigenmode of the cantile-
ver to "boost" a selected sideband. For example, the ac value
can be adjusted so that the n_4 sideband frequency is rejected at
the second eigenmode (i.e., wye = W] — Wy + PWpEq). Note
that depending on the frequency range of the harmonics, other
bands can be used for rejection (such as the n_1 one, with

Wye = W] — W — ROmod)-

Beilstein J. Nanotechnol. 2023, 14, 1068—1084.

Before going further, we would like to note that the same result
(i.e., Equation 8 and Equations 9-12) would have been ob-
tained by first considering a frequency mixing effect between
the mechanical oscillation at wq and the modulated components
at nwped, and then a second heterodyning process with the ac
bias modulation. This may sound trivial, but considering things
in this order may provide a useful way to visualise how
harmonics can be “transferred” by properly setting the ac bias
modulation frequency at the second eigenmode, as shown in

Supporting Information File 1, Figure S4.

Demodulating the amplitude of the second eigenmode (at w)
gives thus a direct access to the Fourier coefficients character-
izing the n-th harmonic component of the time-periodic electro-
static potential of interest. It is important to understand that, in
practice, such demodulation can only be carried out if phase
(time) coherence is maintained between all the signals throug-
hout the modulation/demodulation chain. This requires the use
of two numerical lock-in amplifiers in cascade, as shown in
Figure 1.

As with AM-heterodyne KPFM, the first lock-in unit performs a
combination of two signals to generate a reference at the fre-
quency Weef = W1 — (wg + Awg). The frequency of the first
source signal (or internal oscillator) is set to wy, ultimately it
will be used for signal demodulation. The second source signal
is obtained by tracking the cantilever resonance frequency at its
first eigenmode (wg + Awg) with a second oscillator configured
in a PLL configuration.

In conventional AM-heterodyne KPFM, the reference signal at
wy — (wg + Awg) is used to perform the electrical excitation. In
dual-heterodyne KPFM, it is instead used as an "intermediate"”
reference signal. It is subsequently fed to the external input
of a second digital lock-in, which tracks it with a dedicated
PLL. A second internal PLL is used to track a second reference
signal generated by an arbitrary waveform generator at 7wy oq-
Actually, this AWG unit generates two in-phase coherent
signals. The first channel generates a square-waved modulation
(period 2m/ w04, duty ratio fixed at the user convenience),
which is used to pump the sample (via a digital modulated
laser source, or a direct electrical connection to the sample for
tests under electrical pumping). The second channel generates a
sinusoidal reference signal at nwy,oq. The modulated bias
voltage V,. can then be generated by the second digital lock-in
by performing a phase-coherent combination of the two refer-
ence signals at w; — (wy + Awg) and nwyeq. Finally, the ampli-
tude and phase of the second eigenmode are demodulated
at w; by the first lock-in unit. The schematic diagram in

Figure 1 shows how the modulation/demodulation chain is set

up.
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Figure 1: The implementation of DHe-KPFM. The real geometry of the sample stage (backside or front side illumination depending on the nature of
the substrate) and the external optics differ from that of the simplified scheme. The cantilever is mechanically excited by the AFM control unit at its
first eigenmode resonance frequency wo, shifted by Awg in the tip-surface interaction. The first lock-in unit performs a combination (or sideband gener-

ation) to generate a reference sine at w4

- (wo + Awg). The "intermediate" reference signal at w¢

- (wp + Awp) is subsequently fed to the external input

of a second digital lock-in. The second lock-in combines it with another reference sine signal generated by the arbitrary waveform generator (AWG,

channel 2) at nwmeg- Then, a modulated bias V¢ with an angular frequency wae = w4

— (wo + Awp) + NWmMeg is generated at the lock-in output and

applied to the AFM cantilever. NB: the configuration can be switched (software-controlled toggle of the modulation unit) between DHe-KPFM (DHe)
and standard AM-heterodyne-KPFM (He). The AWG also generates the pump source signal (channel 1, i.e.; a square-waved modulation with period
2n/wmeg, duty ratio fixed at the user convenience). The time-periodic SPV displays multispectral components at the frequencies nwmeg Which stem
from the dynamics of photoexcited states. Demodulating the normal force at w1 yields access to the SPV n-th Fourier coefficients (amplitude and
phase). Curves of the SPV Fourier spectrum are acquired by sequentially sweeping the output signal from the second channel of the AWG (i.e.,
nwmedg Withn =1,n =2, n =3, etc.). This is achieved by playing a pre-programmed list of waveforms, triggered by TTL pulses generated by the AFM

controller.

To sum up, DHe-KPFM allows a selective demodulation of the
Fourier coefficients (V,,,®,,) of the periodic electrostatic poten-

tial generated at the sample surface under a modulated pump.

The first and most straightforward application consists in
mapping a selected component (such as the first harmonic
n = 1) to obtain a set of images (amplitude/phase) directly
related to the SPV generated under modulated/pulsed illumina-
tion. Series of images can be acquired for different pump pa-
rameters (period and duty ratio), providing a first approach to
check the nature of the SPV dynamics. Compared to previous
“modulated” SPV imaging techniques, dual-heterodyne KPFM
provides an enhanced sensitivity (as demonstrated in the
following), thanks to the amplification of the intermodulation

products by the second resonance eigenmode.

In addition, alike intermodulation spectroscopy [16], time-
resolved measurements can be performed by DHe-KPFM by
recording several harmonics of the SPV signal. To that end, we
implemented (as detailed hereafter in the “DHe-KPFM imple-
mentation” section) a spectroscopic variant which allows
recording onto 2D grid curves of the Fourier coefficients

(V,,®,) as a function of the harmonic number.

As far as the phase is concerned, two points should be stressed.
The first is trivial: depending on the sideband used for rejection,
a + or — sign must be applied after demodulating the signal
(intermodulation products have a phase of +®,,, see Equation 8).
More importantly, the phase measurement is relative, since the
demodulation chain introduces an arbitrary phase shift with

respect to the "zero" phase of the average component of the
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modulated SPV (V) in Equation 4). To solve that issue, we
added a refinement which consists in “switching” (during a
selected time window of the spectroscopic sequence) the side-
band generation to the standard AM-heterodyne KPFM scheme
(i.e., wye = W] — (W + Awp) instead of w,e = Wy — (Wo + Awg) +
nwmod When working with the 4n-th sidebands). In this configu-
ration, the demodulated component yield access to the “dc”

Fourier coefficient V and to the reference phase shift @.

Compared to intermodulation spectroscopy [16], our approach
has the disadvantage of being "sequential” in the sense that the
Fourier components are measured one after the other and not
during the same acquisition time window. However, it offers
interesting advantages. First, the sideband rejection at the
second eigenmode ensures that the transfer function remains
exactly the same regardless of the measured harmonic. This
allows a quantitative measurement of the Fourier components
without the need for cantilever transfer function calibration.
More importantly, there is virtually no limit to the number of
harmonics that can be probed and the time resolution, other than
that imposed by the maximum modulation/demodulation
frequencies allowed by the lock-in units and the AWG. Last but
not least, DHe-KPFM can be implemented on a non-contact
AFM operating under ultra-high vacuum, where the high reso-
nance quality factors should now become an advantage and
provide greater sensitivity. In the next section, we will provide
some details on the technical implementation of DHe-KPFM on
an nc-AFM. We will then demonstrate its ability to detect weak
SPV signals and perform time-resolved measurements.

Before ending this section, two final remarks should be made.
DHe-KPFM is an "open loop" variant of KPFM. It does not rely
on the application of an "active" compensation bias to probe the
electrostatic potential of the sample. It yields a measurement of
the Fourier spectrum of the time-periodic surface potential,
which may be in principle used to reconstruct the signal in the
time domain. However, in the current version of our implemen-
tation, this retro-conversion process from the frequency domain
will only provide data that are proportional to the surface poten-
tial (or photopotential). This stems from the fact that the
tip—sample capacitance second derivative C", (K| term in Equa-
tion 8 and Equations 9-12) remains unknown. In principle,
alike in the case of dual-harmonic KPFM [19], it should be
possible to perform a quantitative measurement of C"", by em-
ploying a complementary demodulation scheme. For that
purpose, one would need to reject at the second eigenmode
another set of sidebands (wy = 2w,.). This point — beyond the
scope of the current study — will be the subject of a forth-
coming work. In the remainder of this article, for the sake of
brevity, we will omit to systematically recall that the measure-

ment of the amplitude coefficients is performed within a multi-
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plication by the factor K. We will write V,, instead of K| X V,.
The amplitude spectrum data will be given in mV (instead of
arbitrary units), as they correspond to the demodulated ampli-
tudes at the output of the locking device. However, once again,
a confusion should not be made between these amplitudes
(modulus) values and the SPV amplitude itself.

The second comment is also related to the fact that DHe-KPFM
is an open variant of KPFM. It cannot be used for an active
electrostatic compensation. However, as in the case of pump-
probe KPFM [4,10], it is possible to use a second additional
FM-KPFM loop which cancels the "time-averaged" dc part of
the potential. This feature will not be used in this work, but its
implementation has been validated. In the schematic (Figure 1),
the dc bias applied to the tip represents the compensation bias
of this second loop (it also has its own modulated bias, which is
not shown in the schematic). As with pump-probe KPFM, there
is no crosstalk between the two modulation/demodulation units
because their operating frequency ranges are far apart. In
FM-KPFM, the bias is modulated at a few kHz, while in the
double-heterodyne scheme, much higher frequencies are used
for electrical excitation. This spectral range difference also
holds true for signal demodulation, which is performed at a few
kHz for the FM-KPFM loop and hundreds of kHz (demodula-
tion at the second eigenmode) for its heterodyne counterpart.

Dual-Heterodyne Kelvin Probe Force

Microscopy: Implementation

Non-contact AFM (nc-AFM) and KPFM experiments are per-
formed with a VT-beam AFM system (Scienta-Omicron) at
room temperature (RT) under ultra-high vacuum (UHV), driven
by a Mimea scanning probe microscope (SPM) controller
(SPECS-Nanonis). Topographic imaging is performed in FM
mode (FM-AFM) in the attractive regime, with negative fre-
quency shifts of a few Hz and vibration amplitudes of a few
tens of nm. All experiments were performed with Pt/Ir coated
silicon cantilevers (PPP-EFM, Nanosensors, resonance frequen-
cy in the range 45-115 kHz), annealed in situ to remove atmos-
pheric contaminants.

The dual-heterodyne KPFM mode was implemented by com-
bining the SPM unit with two digital lock-ins from Zurich
Instruments (lock-in 1: MFLI, lock-in 2: HF2LI). Both are
equipped with multiple oscillators, control loops, PLLs, and
modulation modules (2 for the HF2LI). The MFLI modulation
module is used to generate the intermediate reference signal
with an angular frequency of w; — (wg + Awg). The reference
sidebands for the electrical excitation (V,., w,.) are generated
by the HF2LI modulation module. As aforementioned, differ-
ent series of sidebands can be used to probe the signal Fourier

spectrum. In this regard, it should be noted that a 180 phase
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shift is added by the HF2LI to its output (V,.) if one uses the
left sideband (with respect to the carrier, as defined in the
HF2LI modulation module) instead of the right one. In our case,
this additional 180 phase shift is taken into account when the
n_1 sidebands are used instead of the n_4 ones.

The pump (modulated square wave with an adjustable duty ratio
and period 27/wy,0q) and the harmonic reference (sine, angular
freq. n X wp,0q) are generated by a Keysight 33600 A arbitrary
waveform generator. The maximum frequency for the sine
signal is 120 MHz, 50 MHz for a square wave with a duty ratio
of 25%. On its part, the HF2LI unit can handle signals up to
50 MHz. In principle, these combined features allow up to
approximately 10 harmonics to be sampled with a base pump
period as small as 200 ns (10 X wpeg/2m ~ 50 MHz). It should
be noted, however, that other factors may limit measurements at
high frequencies (e.g., attenuation of the ac signals transmitted
to the cantilever).

Time-resolved measurements are performed by recording
curves of the demodulated Fourier components of the time-peri-
odic surface potential (V,,®,) as a function of the harmonic
number (n). This is done by sequentially sweeping the output
signal from the second channel of the AWG (i.e., nwp,oq With
n=1,n=2,n =3, etc.). To that end, a pre-programmed list of
waveforms is played, and the triggering is done by TTL pulses
generated by the AFM controller. The AWG waveform playlist
is programmed by using the Keysight benchlink pro software,
and the TTL pulses are generated during the course of the spec-
troscopic ramp by using a user-available high speed digital
output of the Mimea unit.

To measure the “dc” components of the Fourier spectrum (V
and the reference phase ®), the sideband generation is
switched during a dedicated time window within the spectros-
copic ramps (i.e., from DHe-KPFM to standard AM-hetero-
dyne KPFM configuration). To do so, a Python routine is used
to toggle the output configuration of the HF2LI modulation
module (see Supporting Information File 1), as a function of a
trigger signal sent by the Mimea unit. The full phase spectrum
(®,,) is eventually reconstructed by shifting the data set from @
(n_4 sidebands) or @ + 180° (n_1 sidebands).

An external fibre-coupled laser source (Omicron Laserage,
PhoxX+ at 515 nm) was used for sample illumination through
an optical viewport of the UHV AFM chamber. Samples can be
illuminated either from the front or from the back using sample
holders with on-board mirrors [3]. The latter configuration is
used in the case of organic BHJ thin films (processed on trans-
parent substrates, i.e., glass coated with indium thin oxide). The

light intensity is adjusted using the laser power control and
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optical density filters. In the following, for each measurement,
the optical power P, (maximum pulse intensity in the case of
experiments under modulated illumination) is given in the cor-
responding figure caption. The P value is roughly defined per
unit area, taking into account the diameter of the laser beam
(approximately 1 mm) and the angle of the optical beam with
respect to the plane of the substrate.

Results and Discussion
Dual-heterodyne Kelvin probe force
microscopy under electrical pumping:

benchmarking

Similar to the case of pp-KPFM [11], we tested this new imple-
mentation by performing DHe-KPFM measurements under
electrical pumping on a highly oriented pyrolytic graphite sub-
strate (HOPG). For these tests, the sample was electrically
connected to the AWG (channel 1 in Figure 1) by mounting the
HOPG substrate onto a sample holder designed with in situ
electrical contacts [11]. The results of four measurements with
different pump signals are shown in Figure 2. In all cases the
pump period was fixed at 100 ps, and the pump shape illus-
trates a textbook case in the field of Fourier transforms (the
Fourier coefficients for all waveforms are derived in Support-
ing Information File 1).

The results of the first two measurements alone would be suffi-
cient to demonstrate the ability of DHe-KPFM to probe the
Fourier spectrum of the time-periodic electrostatic surface
potential. The pumps consisted of a square wave with a 50%
duty ratio (Figure 2a) and a saw-tooth (Figure 2b). In either
case, the amplitude and phase spectra almost perfectly match

those expected from a simple Fourier transform of the pump.

In short, the square-wave spectrum has only odd harmonics,
while the saw-tooth has all of them. In both cases, the ampli-
tude is inversely proportional to the harmonic number, and the
phase shows almost perfect quadrature with respect to the dc
reference. This last point already demonstrates the validity of
the proposed procedure for an absolute determination of the
phase signal.

This conclusion is reinforced by the second test results
(Figure 2c and Figure 2d), which have been both carried out
with a square wave pump, for which the duty ratio was reduced
to 10%. The only difference here is that the second measure-
ment (Figure 2d) has been performed by rejecting the n_1 side-
bands at the second eigenmode, instead of the n_4 ones
(Figure 2c). Both spectra are identical, but — as expected (Equa-
tions 9—12) — the phases are inverted (i.e., —®, instead of +®,,)

with respect to the pump Fourier transform in the case of a

1075



a)

2{n-4 sidebands’ ) © -, 90° 120
SO T 60
3 [, 3
[ Q
] o
S --60
= 104 E
- Re F-120®
£ J2| 12 [ 100>

- -240
0 4 8 12 16 20
t(s)
<)

*Tn_a sidebands : '

] n_4 sideban s,',/10 < [ 40
E 4- 180
i o
T 3 H120
2 ®
'i 24 60
£ )
< 14 Lo o

0 T T T T -60

0 4 8 12 16 20
t(s)

Beilstein J. Nanotechnol. 2023, 14, 1068—1084.

b)
n_4 sidebands N N
1 0
z =
£ >
o o
-] —_
=] 60 Q.
B )
s o
g _
<
0 T T T T T -120
0 4 8 12 16 20
t(s)
d) 6 ] T T T
. n_1 sidebands 'r/10>"< .
s
2 ] =N =
- a
()]
° 31 -60 2
=] o
ol
= 24 ®
o 1208
E ~
< 11
-180
0 v
0 4 8 12 16 20

Figure 2: Benchmarking of DHe-KPFM under electrical pumping. Plots of the demodulated amplitude and phase (lock-in outputs) at the second canti-
lever eigenmode as a function of time, recorded on an HOPG sample under electrical pumping (pump period T = 100 ps and peak-to-peak amplitude
of 1 V for all spectra). wg/2m = 83.3 kHz, w4/2m =~ 519.3 kHz, Awg/2mm = -25 Hz, wmeg/2m = 10 kHz, Usc = 0.5 V. The first 20 harmonics have been re-
corded (n = 1t0 20, 1 s per harmonic). a) Square-wave pump with a 50% duty ratio. b) Saw-tooth ramp. c,d) Square-wave pump with a 10% duty
ratio. a,b,c) Rejection at w¢ of the n_4 sidebands, w,c = w1 — (Wg + Awg) + NWmeg- d) Rejection at w4 of the n_1 sidebands, (wac = w1 — (W + Awg) —
Nwmeg)- The controller configuration is switched in standard AM-heterodyne KPFM (wg¢ = w1 — (0o + Awg)) during the 20 s < t < 21 s time window
(highlighted by a semi-transparent pink area). This allows setting a reference phase level (zero or 180° depending on the set of sidebands used to

probe the intermodulation products, see main text).

signal demodulation based on the n_4 sidebands. At the excep-
tion of the harmonics directly neighbouring the null component
(n = 10 in the case of a 10% duty ratio pump waveform), the
measured phase values match fairly well the ones expected
from the pump Fourier transform. For their part, the amplitude
spectra are identical, they display the typical cardinal sine (sinc)
shape (see Supporting Information File 1) and perfectly match
the calculated ones. A figure where all set of data (experimen-
tal and calculated) are gathered is provided in Supporting Infor-

mation File 1 (Supporting Information File 1, Figure S5).

Dual-heterodyne Kelvin probe force
microscopy under optical pumping on an
organic solar cell

To further validate the DHe-KPFM implementation, a second
set of measurements was performed under optical pumping on
an organic photovoltaic donor—acceptor blend. As in our
previous works, we used the PTB7:PC7BM tandem. We refer
the reader to our former reports [4,11] and review articles for a
detailed introduction to KPFM on organic heterojunctions [20],
and to the specificities of the PTB7:PC7BM blend.

We limit ourselves here to recall that in these organic blends,
charge photogeneration can be understood, in a first approach,
as the result of exciton dissociation into Coulomb bound charge
transfer (CT) states at the donor—acceptor interfaces. This event
is finally followed by the dissociation of the CT states into delo-
calized carriers of opposite sign on both sides of the D—A inter-
face.

In the context of this work, it is also worth recalling that KPFM
investigations are carried out in an "open circuit voltage" con-
figuration. In such a geometry, the surface photovoltage probed
under continuous-wave illumination results from a balance be-
tween the processes of photogeneration and carrier annihilation
(by electron—hole recombination). In addition, from the venture
of time-resolved KPFM under pulsed illumination, the SPV dy-
namics are mainly governed by the effective carrier mobility
and trapping mechanisms. The main factor limiting the
photocharging dynamics is indeed the effective mobility of
holes and electrons (under the effect of drift diffusion) in the
donor and acceptor networks. After the application of a light

pulse — and during the duration of the pulse — the charge
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mobility limits the rate at which an electrostatic equilibrium can
be reached in the sample. Clearly, this parameter also has an
impact on the SPV decay dynamics. However, in the latter case,
the slower trap release processes are actually the limiting factor.
In particular, in the case of the PTB7:PC71BM system, it is now
well-established that isolated PC7{BM clusters act as electron
trapping centres. The blend morphology, phase composition and
concentration gradients of the donor and acceptor species
(through the film thickness) can therefore have a dramatic
impact on the SPV decay dynamics probed by KPFM.

The sample investigated in this work has been specifically
processed to display finely intermixed networks of the donor
and acceptor species at the scale of a few tens of nanometres.

Beilstein J. Nanotechnol. 2023, 14, 1068—1084.

This was achieved by using diiodooctane as a solvent additive
[21], following an identical processing protocol than the one de-
scribed in our former report [11]. The topographic nc-AFM
images (Figure 3a, and numeric zoom in Supporting Informa-
tion File 1, Figure S6) indicate that the thin-film processing was
performed as expected. They display a uniform contrast at the
hundred-nanometre scale, indicating that a fine intermixing of
donor and acceptor species has been obtained. On a smaller
scale (see Supporting Information File 1, Figure S6), nanoscale

features appear in the form of small topographic elevations.

The contrasts obtained by imaging the first harmonic compo-
nents of the time-periodic SPV under modulated/pulsed illumi-
nation (amplitude in Figure 3b and phase in Figure 3c) clearly

d)

3000

20004

1000+

Number of events

-60 -55

Phase (deg.)

-50 -45

Figure 3: The SPV imaging of an organic solar cell by DHe-KPFM. Topographic (a) and DHe-KPFM (b,c) images (500 x 500 nm, 256 x 256 pixels) of
a PTB7:PC71BM blend acquired under pulsed illumination (A = 515 nm, Pqp = 300 mW-cm~2, illumination in backside geometry). wo/2m =~ 83.3 kHz,
w4/21m = 519.3 kHz, Awg/21m = =30 Hz, Uac = 1 V. wae = 01 — (0o + Awg) + Nwmeg With n = 1. The optical pump consists in a square-shaped signal with
a base period of 5 ms (wmeg/21T = 200 Hz) and a duty ratio of 20 percent (optical pulse duration: 1 ms). The DHe-KPFM data have been acquired by
demodulating (n_4 sideband) the amplitude V¢ (b) and the phase ®1 (c) of the first (n = 1) harmonic of the time-periodic SPV. The scan rate was set

to 5 s/line. d) Histogram of the phase values.
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confirm that the phases are segregated at the 10 nm scale. In ad-
dition, it is clear that the local topographic protrusions correlate
with local minima in the amplitude channel (compare Support-

ing Information File 1, Figures S6a and S6b).

In all likelihood, the observed contrasts originate from the nano-
scale phase segregated donor-acceptor networks. However, it is
not possible to perform a phase identification on the sole basis
of the harmonic amplitude signal (Figure 3b). Taken alone, that
channel gives indeed no information about the polarity of the
SPV signal.

In principle, one could use the phase signal for that purpose.
Unfortunately, contrary to the case of measurements performed
in data-cube spectroscopy (shown hereafter), it is here not
possible to determine the phase reference level (®). It is still
possible, however, to draw a partial conclusion from the exami-
nation of the phase data. Their values are indeed distributed in a
relatively narrow band, as shown by the histogram in Figure 3d.
This indicates that regardless of the area of the sample being
scanned, the SPV — or more specifically, its first harmonic com-
ponent — keeps a constant polarity (otherwise, 180 phase rever-
sals should be observed). As shown hereafter, this assumption is
confirmed by spectroscopic DHe-KPFM measurements. It is
moreover consistent with the results of complementary
AM-heterodyne KPFM measurements of the “static”” SPV per-
formed by using a differential spectroscopic protocol. These ad-
ditional data, presented in Supporting Information File 1
(Figure S7), reveal that the SPV is positive over the entire sur-
face, with values ranging from ca. 40 mV to ca. 170 mV (for
95% of the data according to the SPV histogram, see Support-
ing Information File 1, Figure S7).

Consequently, the local minima in the DHe-KPFM amplitude
image (appearing as dark spots in Figure 3b and Supporting
Information File 1, Figure S6b) correspond to areas of the sam-
ple where the SPV is "less positive". Thus, from an electro-
static point of view, the most reasonable hypothesis is that these
contrasts (and the correlated topographic protrusions) reveal the

location of the electron-acceptor (PC71BM) sub-network.

These first series of DHe-KPFM measurements has been
performed under an optical pump signal featuring a relatively
long time-period (5 ms), and 1 ms wide light pulses. This
choice of parameters was made according to the results of our
previous pp-KPFM measurements on PTB7:PC7;BM blends
[4,11], which showed that the SPV decay time constant can
vary from tens of us to several hundreds of us, depending on
the morphology and phase composition. Doing so, we
maximized our chances to generate a time-dependent
SPV (which first harmonic could be mapped by DHe-KPFM)
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by choosing a pump time-period higher than a few ms (i.e.,
the order of magnitude of the longest decay time constants that
we observed so far in this system [4]). Naturally, at this stage,
the contrasts observed do not allow us to conclude as to the
nature of the SPV dynamics (i.e., decay time-constant). In
turn, this experiment confirms that DHe-KPFM allows an
ac-demodulated imaging of the SPV (to within the K| scalar
constant) with a very high spatial resolution (a lateral resolu-
tion of a few nanometres has been achieved according to image
cross-sections, not shown), and at a standard scanning speed
(here 5 s/line).

It is now time to test the ability of DHe-KPFM to probe the
SPV dynamics. Therefore, the 10 first harmonic components
(amplitude/phase) were recorded in a data cube spectroscopy
experiment under an optical pump, this time operated at a
tenfold smaller time scale (100 ps light pulses repeated over a
500 ps period). Figure 4a presents one set of spectra (demodu-
lated amplitude and phase at the second eigenmode as a func-
tion of the harmonic number) acquired during this 2D data-cube
acquisition. Both the phase and amplitude spectra can be
adjusted using fit functions, which are obtained from an analyti-
cal calculation of the Fourier components for a time-periodic
SPV, whose decay dynamics between light pulses follows an
exponential time dependence (with a time constant 74). An
initial approach to the problem consists in neglecting the
photocharging dynamics (i.e., making the approximation of an
instantaneous sample photocharging as soon as a light pulse is
applied). The calculation of these functions and of the Fourier
coefficients is given in a dedicated section of Supporting Infor-
mation File 1.

The results of this data-cube DHe-KPFM experiment and of the
post-data acquisition data treatment (automated adjustment of
the matrix of spectroscopic curves by batch processing with
OriginPro software) are presented in Figure 4, along with the
topographic image recorded simultaneously pixel by pixel with
the spectroscopic curves. Note that the spectroscopic images
displayed in this figure have been treated by applying a
Gaussian smooth filter. The raw data are shown in Supporting
Information File 1, Figure S8, they display the same features,
but with a higher noise level. Remember also that the reference
phase (®g) is now measured for each pixel. Accordingly, a post-
acquisition correction is applied to the phase data, resulting in
absolute values that can be adjusted with the above-mentioned
mathematical function (derived from Equation S18 in Support-
ing Information File 1).

A first sight, both the amplitude and phase data agree reason-

ably with the calculated Fourier coefficients. The spectroscopic

curves (Figure 4b) can be fairly well adjusted, yielding similar
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Figure 4: Data-cube DHe-KPFM spectroscopy. Topographic (a) and spectroscopic (b,c,d,e) data acquired onto a 2D grid (102 x 102 pixels) during a
data-cube DHe-KPFM measurement on the PTB7:PC71BM blend. wg/2m = 83.3 kHz, w4/21m =~ 519.3 kHz, Awg/2m = -30 Hz, wae = w1 — (wo + Awg) +
NWmod, Uac = 1 V. The optical pump consists in a square-shaped signal with a base period of 500 ps (wmeg/21 = 2 kHz) and a duty ratio of 20 percent
(optical pulse duration: 100 ps). A = 515 nm, Pqpt = 300 mW-cm~2, illumination in backside geometry. a) Sample topography (500 x 500 nm) acquired
simultaneously with the spectroscopic data. b) Couple of Fourier spectra (top: demodulated amplitude, bottom: demodulated phase, shifted with
respect to the reference @, see text) acquired during the data-cube measurement. The curves show the result of adjustments performed by using
mathematical functions that are described in the supplementary information (Supporting Information File 1, Equations S18). 14 is a time constant that
characterizes the SPV decay dynamics between the light pulses. ¢,d) Images of the SPV magnitude c) and decay time constant 14 d) recalculated by
performing an automated adjustment of the 2D matrix of Fourier amplitude spectra. e) “14 image” recalculated from the adjustment of the phase data.

SPV time-constant decay values, ranging from a few us to a
few tens of us (depending on the sample area). In addition to
the SPV decay time constant, a second variable parameter — the
SPV magnitude (or amplitude in absolute value) — is required to
adjust the amplitude (or modulus) coefficients. Following what
precedes, the output of that adjustment is given in arbitrary
units (since the amplitude coefficients are all probed to within a
multiplication by the same unknown factor, K1).

The calculated SPV magnitude image (Figure 4c) displays
contrasts, which definitely confirm our former assumptions.
It displays indeed local minima that are correlated with
the topographic protrusions. At the same time, the full set of
phase data confirms that the SPV polarity remains constant

over the entire sample area. Whatever the harmonic, the
phase values are indeed distributed in ranges that are incompat-
ible with local polarity inversion (phase images for each
harmonic are presented in Supporting Information File 1, Figure
S9).

On average, higher decay time constants are observed over the
areas associated with the PC7;BM subnetwork. There are clear
correlations between the magnitude minima (Figure 4¢) and the
decay time constant maxima (Figure 4d and Figure 4e) in
several parts of the surface. One of these areas is highlighted by
dashed contours in Figure 4c and Figure 4d. This observation is
consistent with a well-known fact for fullerene derivative-based
heterojunctions: PC71BM aggregates act as charge trapping
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centres. The trap release processes become the limiting factor
determining the SPV decay dynamics.

It is also important to note that although both sets of data
(amplitude/phase) show good agreement, a better data fit was
obtained in the case of the amplitude. In fact, although the rela-
tive error (Aty/1q) is on average slightly smaller for the con-
stants fitted from the phase data (17% instead of 25% for the
constants calculated from the amplitude), the fit failed (phase
only) for a small fraction of the data (see the images of relative
errors and time constant histograms in Supporting Information
File 1, Figure S8).

At this stage of our investigations, we have not been able to
definitively establish the origin of these differences. A hint can
be found by considering the fact that the phase signal obviously
shows a higher noise level for the harmonics with the smallest
magnitude (e.g., n = 5, see the phase image in Supporting Infor-
mation File 1, Figure S9). The question also arises as to whether
a better adjustment could be achieved, by taking into account
the photocharging dynamics in the mathematical model used to

describe the SPV dynamics.

A first approach consists in checking what the dynamics of the
SPV are from the perspective of another technique. To that end,
we performed a series of complementary spectroscopic mea-
surements (single data points at selected locations on the sur-
face) by switching the configuration of the setup to perform
pump-probe KPFM measurements. We will merely remind that
now, the SPV time-measurement proceeds by recording the
KPFM compensation potential as a function of a time-delay be-
tween the optical pump and the probe. The probe is obtained by
restricting the application of the modulation bias to a restricted
time window. We refer the reader to our former report [4] for
more details; the measurements discussed herein have been
realized using exactly the same setup configuration. The
pp-KPFM spectra (Figure S10 in Supporting Information File 1)
reveal that the SPV decay can be relatively well accounted by a
single exponential law, with time-constant values fully consis-
tent with the ones calculated from DHe-KPFM spectra. In addi-
tion, the pp-KPFM data show that only a few hundreds of
nanoseconds are needed to reach an electrostatic equilibrium
once a light pulse has been applied to the sample. This supports
the idea that, even if we cannot rule out the possibility of a
better fit, neglecting in a first step the photocharging dynamics
remains (in the current case) a reasonable approximation. Last,
we also note that the pp-KPFM data once again confirm the
(positive) SPV polarity.

To conclude this part of the work, it is important to check
whether the data obtained for this PTB7:PC7BM sample are
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consistent with the results of our previous investigations on
BHJ thin films based on the same donor—acceptor tandem.
Considering only the SPV decay dynamics, the current result
seems to contradict those of previous investigations on other
PTB7:PC71BM nanophase-segregated blends. Indeed, previous
pp-KPFM studies yielded decay time constant values in
the order of hundreds of ps to ms for similar PTB7:PC7BM
blends processed with diiodooctane additive [4,11]. However, it
is important to note that, in contrast to the present case, these
earlier series of samples exhibited an overall negative SPV.
This shows that although all of these samples are “nanophase
segregated”, the morphology of the donor and acceptor subnet-
works can show significant variation from batch to batch.
In fact, the decay time constant dynamics we observed here are
reminiscent of the SPV dynamics we previously observed
in PTB7-enriched regions of blends processed without solvent
additive [4]. The comparison seems even more pertinent when
one considers that these PTB7-enriched areas also showed
a positive SPV [4]. Although the following model remains
tentative, the picture that seems to emerge is that the BHJs in-
vestigated in this work feature nanophase-segregated networks
with a higher concentration of the electron-donor polymer
(accounting for the positive SPV), and/or a lower density of
non-percolating PC7BM clusters (delaying the SPV decay
less).

Imaging weak surface photovoltage signals:
CsPbBr3z nanosheets on HOPG

We have just seen that images of SPV magnitude and dynamics
can be obtained with high spatial resolution. In this final
section, we will show that DHe-KPFM, thanks to the signal en-
hancement provided by the second eigenmode, can image weak

SPV signals that would otherwise be barely detectable.

To illustrate the capabilities of DHe-KPFM in terms of high
sensitivity, we have chosen as a model system an optoelec-
tronic interface that can be obtained by depositing caesium lead
halide perovskite nanosheets (NSs) on a highly oriented
pyrolytic graphite (HOPG) substrate. Lead halide perovskites
have emerged recently as materials with unique optical and
electronic properties, such as high absorption coefficients, high
defect tolerance, and charge mobility. Due to this, they are very
promising for the use in many applications, such as LEDs, solar
cells, and photodetectors. Reducing their size down to the nano-
scale by synthesizing colloidal nanocrystals in solution can
allow high control over the perovskite crystallinity and access
to various morphologies. Thus, cubic lead halide perovskite
nanocrystals have been widely studied and used for various
optoelectronic applications [22,23]. More recently, ultra-thin
nanoplatelets or nanosheets (several nm thick and hundreds nm

large) with very appealing properties were reported [24]. Due to
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the 2D quantum confinement in the vertical direction and their
smooth surfaces with atomic thickness control, very precise
control over the optical gap and exciton energy of NSs can be
achieved through chemical synthesis, making them very inter-
esting objects for various studies.

As in previous works [25], the CsPbBr3 nanosheets (NSs)
synthesized for our investigations display an orthorhombic
phase (confirmed by X-ray diffraction characterizations, not
shown), a thickness of a few unit cells, and lateral dimensions
of a few hundreds of nanometres (the synthesis protocol
is described in the Supporting Information File 1). Complemen-
tary characterizations were carried out by photoluminescence
spectroscopy (Supporting Information File 1, Figure S11), scan-
ning electron microscopy (SEM, Supporting Information File 1,
Figure S12), and AFM in ambient conditions (Supporting Infor-
mation File 1, Figure S13), on a series of samples obtained by
depositing the NSs (by spin coating the hexane solution where
they are dispersed) on silicon and HOPG substrates (for SEM
and AFM). Note that prior to SEM and AFM investigations, the
excess of ligands was removed by immersing the substrates in

an anhydrous ethyl acetate solution.

Sometimes we observe by AFM sample areas where a non-
negligible fraction of the surface is covered by NSs monolayers
(about 4.5 nm according to the topographic cross section
profiles, see Supporting Information File 1, Figure S13). In
most cases, however, the NSs form stacks on the surface that
are tens to hundreds of nanometres high. This is due to the fact
that these objects have a natural tendency to aggregate in solu-
tion over time. It is on one of these areas of a HOPG substrate
that the DHe-KPFM experiments were performed, the results of
which are shown in Figure 5, along with preliminary measure-
ments performed by “differential” SPV imaging (panels a,b,c,
and f in Figure 5).

This differential imaging proceeds by recording a 2D matrix of
curves of the KPFM potential as a function of time (setup
configured in standard AM-heterodyne KPFM, and spectros-
copic acquisition performed with an open z-loop). During the
spectroscopic ramp, the illumination (continuous wave) is
turned on during a pre-determined time window. The differ-
ence between the KPFM compensation potential values at the
end of the light pulse and just before the light is turned on can

be calculated for each pixel.

These differential images (Figure 5b) reveal that a negative
SPV develops in the NSs stacks under illumination, with an
amplitude exceeding several tens of mV in many places. In a
first approach, this negative photocharging may be explained by
the existence of a built-in electric field at the interface between
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the graphite substrate and the CsPbBrj3 stacks. The KPFM
images taken in the "dark state" (Supporting Information File 1,
Figure S14) show that the surface potential is in average more
positive by ca. 720 mV over the NSs, compared to the bare sub-
strate. A reasonable hypothesis, although not yet definitely con-
firmed, is that this built-in electric field results from a negative
charge transfer mechanism from the CsPbBrj3 stacks to the sub-
strate. Consequently, the extra charge carriers generated under
illumination undergo a drift process, resulting in a spatial sepa-
ration of electron and hole populations across the space charge
region. In other words, the negative SPV that we observe is
consistent with a downward band bending at the graphite/
CsPbBrj interface. This situation is shown in Supporting Infor-
mation File 1, Figure S14, together with the "in-dark" KPFM
image. While this model seems most plausible, we note that
other mechanisms could be invoked to explain the observed
SPV (such as illumination-induced band flattening at the
top of the stacks, as a result of Fermi level pinning by surface
states).

Trapping processes are also clearly involved, as shown by the
time course of the KPFM potential (Figure 5c). After each illu-
mination, it takes several seconds for the KPFM potential to
return to its initial state (note that an additional 500 ms delay
was added between each spectroscopic acquisition, which
accounts for the observed difference between the signals at# =0
and ¢t = 5 s). Compared to the case of the organic BHJ, the trap
release processes now take place on time scales that are several
orders of magnitude higher.

A closer examination of the entire set of spectroscopic curves
reveals that, in some areas of the sample, a certain fraction of
the negative charges may be released more rapidly than in other
areas. In fact, some curves exhibit a sharp rise just after the light
pulse stops, while others show only a smooth slope increase.
Two curves showing this different behaviour, labelled 1 and 2
(corresponding to the locations where they were recorded, as in-
dicated by the markers in Figure 5a and Figure 5b), are shown

in Figure 5c.

It turns out that when using DHe-KPFM to map the sample
photoresponse under modulated illumination, these specific
sample areas become clearly visible. The results of that second
data acquisition in DHe-KPFM are presented in Figure Se
(along with the topography in Figure 5d), which displays the
amplitude of the first Fourier harmonic (V) recorded under a
10 ms periodic square-wave modulated illumination (i.e., a 50%
duty ratio). The demodulated signal peaks at exactly the same
location (highlighted by an arrow in Figure 5e) where the spec-
troscopic KPFM(#) curves indicate that part of the photopoten-

tial is decaying at a faster rate. Again, it is not possible to
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Figure 5: Imaging the photoresponse of a CsPbBrg:HOPG interface. (a,b,c,f) Data acquired by differential SPV imaging with the setup configured for
AM-heterodyne KPFM (wgc = 01 — (0o + Awpg)). (d,e) DHe-KPFM measurements (wae = w1 — (W + Awg) + Nwmeg With n = 1). For all measurements,
A=515nm, Popt = 1.5 mW-cm=2. o/2m =~ 63.6 kHz. w1/2m =~ 401.7 kHz. a,b) Topography a) and SPV b) images (2.1 um x 2.1 um). For this measure-
ment, Awg/21 = -4 Hz, w4 = 01 — (wg + Awg), Usc = 0.5 V. The SPV map is reconstructed from the 2D matrix (96 x 96 pixels) of KPFM(t) curves
(see text). c) Two curves of the KPFM compensation potential as a function of time (200 pixels), recorded on the locations indicated by markers
(labelled 1 and 2) in the topographic and SPV images. For each spectroscopic acquisition, a single 500 ms long light pulse (equivalent to a continu-
ous wave illumination) is applied during the 2.25 s <t < 2.75 s time window. Note that an extra 500 ms delay is set between each spectroscopic mea-
surement (i.e., from one image pixel to the next). d,e) Images of the topography d) and amplitude of the first Fourier harmonic e) mapped by DHe-
KPFM (256 x 256 pixels, 4 pm x 4 um). For this measurement, Awg/2m = —12 Hz, Wac = W1 — (0g + Awp) + NWmeg With n =1, Ugc = 1 V. The optical
pump consists in a square-shaped signal with a base period of 10 ms (wmeg/21T = 100 Hz) and a duty ratio of 50 percent (optical pulse duration: 5 ms).
The dotted contours in d) delimit approximately the area investigated by differential SPV imaging. The arrow in e) pinpoints the location correspond-
ing to the KPFM(t) curve labelled 1 in c). f) Zooms on the KPFM(t) curve labelled 1. The aim is to highlight what happens immediately after the light
pulse is applied, and after its extinction. Extrapolating the photoresponse to the DHe-KPFM case (modulated illumination with a 10 ms time-period)
shows that the modulated SPV magnitude (i.e., V4, panel e) cannot exceed a few mV.

provide a truly quantitative measurement of the harmonic
amplitude V| (since the measurement is performed within the
multiplicative factor K|). However, since both series of images
were acquired at the same location, a direct comparison can be
made between the DHe-KPFM data and the KPFM curves re-
corded in the time domain.

For that purpose, let us zoom in on the parts of the KPFM(r)
curves that correspond to the start and end of the “long” light
pulses applied for the differential SPV imaging (Figure 5f).
These zooms show that, depending on whether one is interested
in the SPV growth or decay regime, the electrostatic potential
cannot be changed by more than 10 mV or 4-5 mV in a 10 ms

time-lapse. Thus, under modulated illumination, the “modu-

lated SPV” magnitude is limited by the slower decay dynamics,
and cannot exceed a few mV. The 4-5 mV value appears really
as a maximum, since instead of a 10 ms timescale, it would be
more rigorous to consider only the 5 ms periods corresponding
to the interval between the light pulses used for the DHe-KPFM
experiment.

The very high sensitivity of DHe-KPFM is fully demonstrated
by the simple fact that clear contrasts are also observed even on
sample areas where the magnitude of the modulated SPV is
smaller. According to the comparison with the time domain
spectroscopic data corresponding to the sample location
labelled 2, a resolution at the mV limit may have been achieved.

Further investigations would be needed to precisely quantify the
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magnitude of the modulated SPV component. At the very least,
complementary measurements performed under electrical
pumping (see Supporting Information File 1, Figure S15)
confirm that modulated components as small as a few mV can
be detected.

Conclusion

We have introduced DHe-KPFM as a new approach to measure
the Fourier spectrum (or intermodulation products) of a time-
periodic surface potential with an atomic force microscope. It
has been specially designed for experiments with an nc-AFM
under UHV conditions, where the high resonance quality
factors of the cantilever are an obstacle to the application of a
direct intermodulation scheme [16]. Through a series of experi-
ments on model systems, we have demonstrated the ability of
DHe-KPFM not only to probe the Fourier harmonics under
optical or electrical pumping, but also to detect modulated com-
ponents within the resolution limit of other reported KPFM
methods. This was made possible by exploiting the amplifica-
tion of the signal by the second eigenmode of the cantilever. In
this sense, DHe-KPFM is the first step towards an open-loop
generalization of the AM-heterodyne KPFM method. The only
drawback — at this stage — is that the measurement of the ampli-
tude spectrum is achieved within a multiplication by a scalar
constant. We have good reason to believe that this issue will
soon be solved. Preliminary tests have indeed shown that it is
also possible to demodulate other series of sidebands through
the second eigenmode, which yields access to the capacitance
gradient harmonics. In the short term, it will thus be possible to
apply a fully automated retro-conversion process to reconstruct
truly quantitative (photo)-potential data in the time domain.
This will also provide a simple path for dual-harmonic open-
loop KPFM measurements [19], without the need to calibrate
the transfer function of the system (keeping in mind that what-
ever the sideband is, the signal is detected at the fixed second
eigenmode frequency).

To conclude this work, we would like to emphasize that beyond
time-resolved measurements, perhaps the greatest contributions
of DHe-KPFM will come from its ability to detect very weak
photomodulated signals. In some cases, this may make it
possible to reveal phenomena that would otherwise remain inac-
cessible to other KPFM-based SPV imaging modes. This
applies to any type of system where the net density of spatially
separated photogenerated charges is insufficient to generate an
electrostatic potential difference greater than a few mV. This
situation may for instance occur in some cases in hybrid
perovskite thin films when the internal electric fields at the
interfaces (with the substrate or the vacuum) are too weak. This
could also be the case for molecular heterojunctions in the

single layer limit.
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Supporting Information

Fourier coefficient calculation and derivation of the
formulas used to fit the spectroscopic DHe-KPFM data
acquired under optical pumping on the organic BHJ solar
cell (text and Figures S1, S2 and S3). Schematic illustration
of the dual frequency mixing effect (Figure S4). Python
routine for switching the demodulation configuration.
Comparison between the data acquired under electrical
pumping with n_4 sidebands, n_1 sidebands, and calculated
Fourier coefficients (Figure S5). Numeric zooms from the
images acquired by DHe-KPFM on the PTB7:PC7BM
blend (Figure S6). Complementary measurements on the
PTB7:PC7;BM blend by differential SPV spectroscopy
(Figure S7). DHe-KPFM data-cube spectroscopy on the
PTB7:PC7;BM blend: unfiltered (raw-data) images and
error images (Figure S8). Images of the first ten harmonic
phase signals recorded on the PTB7:PC7BM blend (Figure
S9). Complementary measurements on the PTB7:PC7{BM
blend by pump-probe KPFM (Figure S10). CsPbBr;
nanosheets: synthesis protocol (text); CsPbBrs nanosheets:
photoluminescence spectroscopy (Figure S11). CsPbBr3
nanosheets: complementary characterization by SEM
imaging (Figure S12). CsPbBr3 nanosheets: complementary
characterization, by “tapping-mode” AFM imaging (Figure
S13). CsPbBrj3 nanosheets on HOPG: in dark KPFM data
and built-in interface electric field model (Figure S14);
detecting weak modulated components: complementary
DHe-KPFM measurements under electrical pump (Figure
S15).

Supporting Information File 1

Supporting information.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-14-88-S1.pdf]
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Abstract

Measuring resistances at the nanoscale has attracted recent attention for developing microelectronic components, memory devices,
molecular electronics, and two-dimensional materials. Despite the decisive contribution of scanning probe microscopy in imaging
resistance and current variations, measurements have remained restricted to qualitative comparisons. Reference resistance calibra-
tion samples are key to advancing the research-to-manufacturing process of nanoscale devices and materials through calibrated,
reliable, and comparable measurements. No such calibration reference samples have been proposed so far. In this work, we demon-
strate the development of a multi-resistance reference sample for calibrating resistance measurements in conductive probe atomic
force microscopy (C-AFM) covering the range from 100 € to 100 GQ. We present a comprehensive protocol for in situ calibration
of the whole measurement circuit encompassing the tip, the current sensing device, and the system controller. Furthermore, we
show that our developed resistance reference enables the calibration of C-AFM with a combined relative uncertainty (given
at one standard deviation) lower than 2.5% over an extended range from 10 kQ to 100 GQ and lower than 1% for a reduced range
from 1 MQ to 50 GQ. Our findings break through the long-standing bottleneck in C-AFM measurements, providing a universal
means for adopting calibrated resistance measurements at the nanoscale in the industrial and academic research and development
sectors.
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Introduction

Since its introduction thirty years ago by Murrell et al. [1],
conductive probe atomic force microscopy (C-AFM) has
evolved into a unique and powerful technique for measuring
local electrical quantities (i.e., current and resistance) at the
nanoscale. In C-AFM, a micro-machined conductive probe with
a sharp nanometer-sized tip acts as a top electrode brought into
contact with the surface of a sample while applying a potential
difference relative to a back electrode. The small currents
flowing through the system are measured using a current ampli-
fier, typically ranging from 100 fA to 10 uA for most commer-
cially available microscopes [2,3]. By sweeping the potential
difference while the tip is fixed in contact with the sample, cur-
rent versus voltage (I-V) curves are acquired. /-V curves are
essentially used to extract resistance values or to characterize
the electric behavior of components and devices [4]. Alterna-
tively, current variation maps are acquired at a given applied
voltage by scanning the AFM tip in contact mode across a
defined sample surface area [5]. Owing to its versatility and
high resolution in probing the local conductivity of materials,
C-AFM has been extensively used in studying semiconductors
[6,7], two-dimensional materials [8-10], memristive devices
[11-15], photoelectric systems [16-18], dielectric films [19-23],
molecular electronics [24-29], organic and biological systems
[30-34], and quantum devices [35-37]. Various technical
methods have been developed in C-AFM to cope with the diver-
sity of its applications, including advanced sensors and low-
noise preamplifiers [2,38-40]. Nevertheless, quantifying the
measured currents and resistances remains a bottleneck issue in
C-AFM, inhibiting an effective comparison of results to
comprehend experimental processes.

C-AFM measurements are prone to environmental and experi-
mental factors that heavily affect their stability, reproducibility,
repeatability, and exactness [41,42]. The formation of a
humidity-induced water meniscus at the tip—sample interface,
the presence of surface contamination, and thermal drifts in-
duce significant instabilities in C-AFM measurements [42,43].
Moreover, local overheating and anodic oxidation phenomena
are commonly observed in C-AFM because of highly localized
electric fields at the tip apex leading to structural damage
considerably affecting the measurement reliability. These
effects are further amplified during scanning in contact mode
due to shear forces and strong mechanical stress imposed on the
tip apex [44]. Therefore, it is common to measure sudden altera-
tions in local currents and resistances in C-AFM unrelated to
the sample’s physical properties [43]. The combination of the
effects above makes it difficult to quantify and reproduce the
measured values in C-AFM experiments, which degrades the
method’s efficiency in advancing the understanding of many

processes in materials sciences and industrial developments.
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Despite the widely experienced difficulties, no universal solu-
tion to ensure the calibration and traceability of C-AFM mea-
surements has been proposed in the literature. So far, only
personalized custom approaches have been adopted that are
restricted to specific setups or experiments [20,45].

In this paper, we propose a multi-resistance reference sample
covering a wide range of values from 100 Q to 100 GQ,
enabling a universal calibration approach to quantitative mea-
surements in C-AFM applicable to all systems and setups.

Results and Discussion

Our approach consists of three main steps performed in a one-
month timeframe. First, we calibrate the resistors employed in
the fabrication of the reference sample using probe station mea-
surements. Second, we use C-AFM imaging to obtain resis-
tance maps and identify the error sources associated with the
imaging-mode measurements. Finally, we apply spectroscopic
C-AFM measurements to extract current versus voltage (I-V)
curves for each resistance value on the sample. We undertake a
comprehensive analysis to compare resistance values obtained
by C-AFM imaging and -V curves measurement to define the
conditions for calibrated measurements.

Calibration sample design and fabrication

The sample developed in this work consisted of a square fused
silica substrate (11 mm wide, 2 mm thick), on which gold
connection lines and pads were fabricated by standard
photolithography, using a mask aligner (MA6, Karl Suss,
Germany), and conventional deposition techniques. Following a
resist (about 1 um thick) development process, a 2 inch diame-
ter wafer was placed in a vacuum chamber for electron beam
deposition of a 200 nm thick titanium/gold layer. Subsequently,
a lift-off process in acetone was employed to reveal the gold
pattern. Finally, square samples were cut to match the dimen-
sions of the measurement setup. We hand-soldered thick-film
surface-mounted-device (SMD) resistors onto the connection
gold pads on the surface using small soldering paste droplets
(F42240, lead-free solder paste — class 5, CIF, France). The
fused silica substrate was placed on a heating plate set to
270 °C, which required around 3 min to reach the melting tem-
perature of the solder droplets (217 °C), as observed under an
optical microscope. Upon cooling, 16 SMD resistors were fixed
on the sample surface, creating a set of 15 resistance values, as
shown in Figure la. The substrate was fixed onto a circular
metallic plate (15 mm diameter), which acts as a back electrode
connected to all resistances using a peripheral gold line and
dashes of silver paste deposited on the sample edges. Each
resistance was connected to an intermediate gold pad

(300 pm x 470 pm) designed for microcontacting using a probe
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Figure 1: (a) Picture of the resistance reference sample connected to the probe station. (b) Top view of the sample underneath the AFM tip.

(c) Schematics of the resistance measurement circuit involving two microprobes, an ultra-low current amplifier, and a digital nanovoltmeter. The first
drawing shows the sample with the 15 resistive arms and a free area of around 35 mm? (delimited by blue dotted lines) designed to place a device
under test (DUT) with a possible connection to the peripheral gold line. The second drawing shows the central zone (delimited by a red dotted line) of
the sample designed for local imaging and spectroscopic measurements in C-AFM.

station setup, as shown in Figure la,b. Furthermore, the
contacts were extended to the central area (60 pm X 60 pm) of
the sample, forming a set of 15 small (i.e., 5 um wide) elec-
trode arms designed for local C-AFM imaging and spectroscop-
ic measurements. The gold lines’ dimensions were character-
ized for calculating their intrinsic resistances using the gold

resistivity value.

Calibration of SMD resistors and gold lines
Before conducting C-AFM measurements, the resistance values
of the SMD resistors and the gold connection lines should be
determined using calibrated equipment. To this end, the inter-
mediate gold pads were used as terminals to calibrate the corre-
sponding resistance values relative to the back electrode. We
used a probe station (Cascade Microtech MPS150) coupled to a
programmable voltage source (Marconi 104A) and a high-preci-
sion ammeter to measure the resistance values of the SMD
devices in an electromagnetically shielded environment under
stabilized air temperature (22.9 = 0.1) °C and relative humidity
(40.7 £ 0.3)%. Two different calibrated ammeters were used
depending on the range of the expected resistance values. As
shown in Figure 1, a digital voltage multimeter (DVM)
(Keysight 3458A) was used for the resistance range between
100 Q and 1 GQ, while a very low noise (fA/Hz!/?) current
amplifier (Femto DDPCA-300) was associated with the same
DVM for the upper resistance range between 1 GQ and
100 GQ. The DVM and the current amplifier were calibrated at
the French National Metrology Institute (LNE) following the
highest standards in metrology (see Supporting Information
File 1, section S1).

Table 1 compares the nominal resistance values with those
measured for each resistor, R; meqs, at the rectangular pads using
probe station measurements with the combined uncertainties.
All uncertainties in the paper are given at one standard devia-
tion corresponding to a 68% confidence level in the case of a
normal distribution [46]. All measured values were in excellent
agreement with the nominal ones within the tolerance limit indi-
cated by the manufacturer, except for the first three pads.
Owing to their low values, these three resistances (Ry meas,
R meas» and R3 meqs) Were corrected by accounting for the resis-
tances of the connection line segments, R; seq, in the central
zone of the sample, and the resistance of the wiring, Ryire, be-
tween the two probes and the DVM. Considering the dimen-
sions of the line segments and the measured resistivity of the
deposited gold lines (p = (31.4 £ 0.4) X 107 Q-m), we
calculated three correction resistances Ry seg = 21.2 Q,
R seg = 20.1 Q, and R3 seo = 22.4 € for the first three pads, re-
spectively. The measured value of the supplementary resistance
due to the wiring (including the resistance of the two probes and
the cable resistances) was determined at Ry = 1.8 Q (see Sup-
porting Information File 1, section S2).

The combined uncertainty values in Table 1 were calculated
using the root-sum-square method (RSS) from uncertainties
related to the sample, the environmental conditions, the mea-
surement circuit, and the measurement repeatability. The uncer-
tainties were estimated using the reference evaluation methods
[46]. The major uncertainty components originated from the
sample temperature and voltage effects, ranging from 1.1 parts

in 103 to 1 part in 10* with decreasing resistance values. The
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Table 1: Nominal (R; nom) and measured (R; meas) vValues for the 15 pads and combined uncertainties u; in relative values (%). The uncertainties are
given at one standard deviation. The tolerance on the values of the mounted resistors and the measurement date are given.

i (pad index) Ri nom (Q) (resistor) Tolerance (%) Ri meas (Q) (pad) uj (%)
1 1x 102 0.5 1.672 x 102 0.03
2 1x108 1 1.068 x 103 0.03
3 1x104 0.05 1.007 x 10% 0.03
4 1x10° 0.1 1.000 x 10% 0.03
5 1x108 1 1.000 x 10° 0.03
6 5x 108 1 5.011 x 108 0.03
7 1 x 107 1 0.998 x 107 0.03
8 5 x 107 1 4.975 x 107 0.03
9 1x108 1 0.998 x 108 0.03
10 5x 108 5 5.043 x 108 0.06
11 1x10° 10 1.000 x 10° 0.09
12 5x10° 10 4.610 x 10° 0.13
13 1 x 1010 30 0.972 x 1010 0.13
14 5x 1010 30 3.611 x 1010 0.17
15 1 x 10™ 30 0.784 x 1011 0.17

other main uncertainties did not exceed 4 parts in 10%, which
were related to the calibrations of the measurement instruments
(particularly the current amplifier gain), the leakage resistances,
and the measurement noise (see Supporting Information File 1,
sections S3 and S4).

Resistance values in C-AFM imaging mode

Following the calibration of the SMD resistors, C-AFM
imaging measurements were conducted by scanning the central
zone of the sample. Experiments were performed using a Multi-
mode 8 AFM system with a Nanoscope V controller (Bruker,
USA) operated in contact mode with CDT-FMR diamond-
coated probes (Nanosensors, USA). Resistance maps
(512 x 512 pixels) were recorded using a recently developed
custom-built external wide-range current measuring device
(WCMD), connected to the AFM system operating under
ambient environmental conditions (no shielding and no air
conditioning system). The WCMD device consists of a current
amplifier with an automatic gain regulation. It allows for, under
usual AFM scanning conditions, current and resistance mapping
as well as I-V spectroscopy over a wide range of current mea-
surement (from 100 pA to less than 100 fA) (see Supporting
Information File 1, section S1). Previous experiments have
shown diamond-coated tips to be most suitable for imaging gold
surfaces in ambient air. A DC bias voltage of 1 V was applied
to the sample, while the scanning speed was set to 12 um-s™1
and the scan orientation was parallel to the cantilever’s central

axis.

The resistance map in Figure 2 was acquired over the central

zone of the sample, showing 15 electrode arms corresponding to

the end of the gold connection lines linked to the intermediate
gold pads previously measured in Table 1. The imaging result
shows a distinguishable resistance contrast for the values ex-
pected between 10 kQ and 100 GQ, which validates the applica-
bility of the developed sample for the calibration of C-AFM
measurements in scanning mode. To extract quantitative values
comparable to those listed in Table 1, the surface of each elec-
trode was individually imaged at different locations using the
same operating parameters, that is, scan speed, scan orientation,
applied force, and bias voltage. A histogram was extracted for
each resistance map, and the data were fitted to Gaussian distri-
butions. The results showed that the mean value of measured
resistances deviates significantly from the expected value in

Table 1 by more than 100% for the first three electrode arms

Figure 2: Resistance map of the sample’s central zone

(60 pm x 60 um) imaged by C-AFM. Numbers refer to the index i of the
resistance arms. The color rendering refers to the measured resis-
tance values given in decimal logarithm scale.

1144



i=1toi=3(.e, 100 Q, 1 kQ, and 10 kQ). In this case, the sig-
nificant deviation was attributed to the high resistance of the
AFM tip (ca. 10 kQ, nominal value from the manufacturer),
which prevents a correct measurement of small resistance
values. For the remaining electrode arms i =4 to i = 15 (i.e.,
100 kQ to 100 GQ), the measured values from the resistance
maps deviated by 20% to 28% compared to those determined in
Table 1. This error was partly related to an erroneous reading
from the AFM controller unit, which systematically added an
offset to the measured values, as identified by injecting external
test DC voltage signals to the controller. Thus, further measure-
ments were conducted by shortcutting the AFM controller and
recording resistance values measured directly by the WCMD
device. Nonetheless, a remaining deviation of the resistance
values obtained in C-AFM imaging mode relative to the values
in Table 1 was still observed of the order of 8%.

Resistance values from C-AFM /-V curves
To comprehend the origin of this remaining error, we proceeded
into removing any possible contamination of the tip apex by

repeatedly scanning over a fixed line (typically a few tens of

Beilstein J. Nanotechnol. 2023, 14, 1141-1148.

nanometers) on the sample surface (i.e., by disabling the slow-
scan axis). The effective contamination removal was associated
with a stable measurement of a minimal resistance value. Then,
we positioned the tip at a fixed location in contact with the elec-
trode’s surface with an applied force of 900 nN to extract I-V
curves by sweeping the applied voltage between —1 V and
+1 V. This approach mitigates the difficulties related to surface
contamination on the gold electrodes during scanning. Resis-
tance values for each electrode arm were determined from the
slopes of the I-V straights using a regression model. For each
value, the coefficient of determination (R%) was equal to 1 (see
Supporting Information File 1, section S5 and Figure S1). The
results were globally found within a 2.5% deviation relative to
the resistance values in Table 1.

In comparison, an excellent agreement (within 1%) was ob-
tained for the specific range of 1 MQ and 50 G, as shown in
Figure 3. The resistance values for the electrode arms i = 3, 4,
and 5 (i.e., 10 kQ, 100 kQ, and 1 MQ, respectively) were
corrected by accounting for the tip resistance, which was

measured on a copper film at R, = 6591 Q with a relative

20
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Figure 3: Relative deviations A = (R; Arm — Rj cal)/Ri cal In percent from imaging (full grey circles) and from /-V curves (full black circles). Values for

10 kQ, 100 kQ, and 1 MQ were corrected to take into account the measured tip resistance (6591 Q). The error bars denote the uncertainties calcu-
lated from the RSS method from the total uncertainties due to the resistance reference (reported in Table 1) and the measurement repeatability. In the
insert, the products /oftset*R; are given in millivolts, where /ofset denotes the current offset observed at zero bias voltage on the /-V curves, when the
AFM laser is turned on (full circles) and off (full diamonds), for the highest resistances. The error bar (only visible for 101! Q) refers to the standard de-

viation of data (repeatability).
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uncertainty of 1% (conservative value). It is worth noting that,
for higher resistance values up to 100 GQ, the correction ac-
counting for the tip resistance value becomes largely insignifi-
cant. Despite the reduced uncertainty for the resistance values
determined from the /-V curves, those obtained from the
imaging results still showed a non-negligible deviation. In addi-
tion, we noticed that all /-V straights did not pass through zero,
which introduced a shift in the measured currents leading to an
increase in the resistance values by a constant amount of
(+8 = 1)%, which agrees very well with the deviations ob-
served from the image values (taken at a bias voltage of +1 V).

The origin of I-V curves not going through zero is commonly
associated with photovoltaic effects, which was indeed vali-
dated by the disappearance of this observation when the laser of
the AFM setup was switched off. Although, a photovoltaic
effect might be intriguing in current measurements on gold
pads, this observation was systematically made for the I-V
curves measured on all gold electrode arms. Through further in-
vestigations, we were able to associate this observation with the
use of worn AFM diamond tips, especially formed by a p-type
diamond coating on a highly doped n-type Si core. Thus, the
photovoltage effect observed in our paper is solely related to the
tip apex and does not depend on the measured sample. We were
able to confirm this aspect by running /-V curves using new
probes with intact apexes, which showed no shift around zero
even with the AFM laser on. This effect is currently under thor-
ough investigations for a future publication. Accordingly, a new
set of images was acquired for the electrodes i =3 toi = 15 at
two bias voltages of +1 V and —1 V, and the corresponding
resistance value was determined by their mean value. For each
electrode, this imaging protocol was repeated at three to five
zones to enhance statistical values. The final resistance of an
electrode corresponded to the average value of the three to five
measurements. Figure 3 shows an excellent agreement between
the resistance values obtained from C-AFM images and those
from /-V curves with a maximum global deviation of 1%. How-
ever, the electrode arm 10* Q (i = 3) showed 5.7% deviation,

which is well within the corresponding uncertainty.

Our findings show that the multi-resistance reference sample
developed in this work enables a universal calibration of
C-AFM measurements in both imaging and spectroscopic (i.e.,
I-V curves) modes with a 1% achievable relative uncertainty
level in the range between 10° Q and 5 x 1010 Q. The protocols
adopted in this study highlight several routes for further
improvements. Using platinum as metallic material instead of
gold for the small electrode arms would help reduce surface
contamination-related issues. Consequently, measuring the
lowest resistance values would become accessible using low-

resistance metallic probes (e.g., Pt-coated or full bulk Pt
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probes). However, using such probes will require limiting the
current (typically 100 pA) to avoid excessive Joule heating

within the nanocontact.

Conclusion

We have designed a multi-resistance wide-range reference for
calibrating the complete C-AFM measurement circuit over a
resistance range from 100 Q to 100 GQ. A set of operating
protocols have been demonstrated for measuring resistance in
C-AFM within the range from 10 kQ to 100 GQ with devia-
tions lower than 2.5% relative to values calibrated at the
macroscale using probe station measurements. The design of
the proposed calibration sample features access to a wide range
of resistance values (nine decades) within a single AFM scan,
calibration of these resistances at the macroscale using a probe
station, compatibility with any commercially available AFM
system, and the possibility of positioning a device under test
(DUT) on the reference sample. Further efforts are underway to
develop another sample version featuring easier access to
C-AFM measurements of the lowest resistances (from 100 Q to
10 kQ) and an expanded resistance range up to 1 TQ. The
outcome of the present work is expected to promote the applica-
bility of C-AFM for the local measurements of DC resistances
and currents at the nanoscale, which constitutes an essential
requirement for coping with the ever-increasing shrinkage of
technological devices. It is worth noting that the authors are
closely working with the International Electrotechnical
Commission (IEC-TC113) for the creation of documentary
standards regarding resistance measurements in C-AFM.

Supporting Information

Supporting Information File 1

Additional experimental information.

[https://www beilstein-journals.org/bjnano/content/
supplementary/2190-4286-14-94-S1.pdf]
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Determining the conductivity of molecular layers is a crucial step in advancing towards applications in molecular electronics. A

common test bed for fundamental investigations on how to acquire this conductivity are alkanethiol layers on gold substrates. A

widely used approach in measuring the conductivity of a molecular layer is conductive atomic force microscopy. Using this

method, we investigate the influence of a rougher and a flatter gold substrate on the lateral variation of the conductivity. We find

that the roughness of the substrate crucially defines this variation. We conclude that it is paramount to adequately choose a gold

substrate for investigations on molecular layer conductivity.

Introduction

For decades, the need for miniaturization of electronics has
pushed the research field into the direction of bottom-up, rather
than top-down, approaches. In this research field, molecular

electronics [1-3] has always held a central role, as the flexi-

bility and control over the structure of molecules is unmatched.
One of the fundamental parts of devices employing a bottom-up
approach combined with molecular electronics is comprised of

metal electrodes and molecular layers deposited onto them.
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For the use in applications, the properties of such layers of mol-
ecules and the interface they form with the metal substrate have
to be investigated carefully and systematically. In order to
achieve comparability between different types of molecules,
ordered layers are favorable, which makes self-assembled
monolayers (SAMs) a perfect test bed for studies on molecular
layers.

With the idea of molecular electronics in mind, most studies
have been aimed at studying the conductivity of SAMs. In
previous studies, the contacting of SAMs has been achieved in
various ways [4]. We focus here on the contacting of molecular
layers between a metal surface and a locally probing electrode.
In early studies using this approach, the layers were contacted
by a mercury droplet at the end of an electrode, which was then
placed on top of the SAM [5-7]. Applying a voltage and, there-
fore, a current to the substrate and the mercury electrode yields
the conductivity of the SAM, averaged over the contact area of
the mercury droplet. In such studies, one of the crucial prob-
lems was mercury filling out defects in the SAMs, which leads
to short circuits and unreliable currents running through the

microcontact.

This was avoided in later experiments by using eutectic Galn
(eGaln) droplets [8-11]. These are much more viscous, to the
point that they are almost solid. This reduces the amount of leak
currents significantly and makes studies on the conductivity of
SAMs much more reliable. A more widely applied method uses
conductive atomic force microscopy (CAFM). In this technique,
a conductive probe is used in an AFM, which allows for
imaging the surface topography (and other characteristics such
as adhesion and stiffness) with lateral resolution while simulta-
neously being able to measure current characteristics. More-
over, the probes used in CAFM are significantly sharper com-
pared to, for example, mercury droplets or eGaln, which makes
it possible to avoid short circuits to the metallic surface relative-
ly easily.

In previous studies, CAFM has been used to investigate the
conductivity of surfaces and SAMs, including many studies
performed recently on SAMs of helical oligopeptides studying
chiral-induced spin-selectivity [12-15]. Here, we re-examine
the information that is obtained from CAFM, and we demon-
strate that the nature of the metallic substrate is of critical
importance. The lateral variation of current characteristics
strongly depends on the substrate chosen to deposit the SAM
onto. For this study, we employ alkane thiols, which are
allowed to form a SAM on different types of Au substrates. We
have chosen dodecanethiol (DDT) molecules and study them on
commercially available Au substrates consisting of thin Au

layers of different surface roughness. We compare granular Au

Beilstein J. Nanotechnol. 2023, 14, 1169-1177.

films deposited on Si wafers with epitaxial (flat) Au films on

mica.

Experimental

Before the experimental results are presented, this section
focuses on the preparation of the samples under study and the
setup used to carry out the measurements. As mentioned above,
two types of Au substrates were used, that is, Au-coated Si
(Au/Si) and epitaxially grown Au on mica (Au/mica), bought
from Sigma-Aldrich and Phasis, respectively. The Au thick-
nesses are 200 nm for Au/mica and 100 nm for Au/Si sub-
strates. The Au/mica substrates were used directly out of the
box without any further cleaning steps. Au/Si was additionally
cleaned by boiling in acetone followed by ethanol for 20 min
under a fume hood. It was then dried in a glovebox in N, atmo-
sphere, exposed to ozone to remove organic contaminants, and

finally rinsed with warm ethanol.

DDT SAMs were deposited onto these substrates by immersing
them in a 10 mM solution of DDT in ethanol with subsequent
incubation for 24 h. After transfer into a glovebox, the samples
were rinsed with ethanol and dried. To improve the order of the
SAMs, they were again immersed in 10 mM DDT/ethanol solu-
tion and heated to ~80 °C for 1 h. After gradual cooldown, the
samples were again rinsed and dried in N, atmosphere in the

glovebox.

The obtained samples were studied using a commercially avail-
able JPK NanoWizard® 3 AFM setup. The setup has been
upgraded by a CAFM tip holder with an integrated preamplifier,
whose feedback resistor of 1 GQ fixes the maximum measur-
able current to 12 nA, sets the amplification to 10° V/A, and
allows one to measure currents down to few tens of picoam-

peres.

In the studies presented here, two types of CAFM-probes were
used. For the studies on DDT SAMs on Au/mica, Bruker
MESP-V2 (CoCr-coated Si) probes were used, whereas, for the
remaining measurements, Rocky Mountain Nanotechnology
RMN-25PT300B probes with solid Pt wire as tips were used.
The latter have the advantage that they do not oxidize easily and
remain conductive, as there is no fragile metal coating on a non-
conductive probe in contrast to the CoCr-coated Si probes. This
is at the cost of lateral resolution due to the larger radius of the

probe apex.

All measurements presented here were carried out in the Quan-
titative Imaging (QI ™) mode by JPK. A sketch of the proce-
dure is shown in Figure 1. In this mode of CAFM operation, a
force—distance curve is measured at every pixel of the image.

The tip is approached until a certain bend of the cantilever is
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Figure 1: In QI™ mode, the probe measures force and conductance curves at a raster of points on the surface, shown here for a row along the x
direction. The probe is moved from pixel to pixel in a retracted position far away from the surface. At each point, a force—distance curve is measured
while simultaneously acquiring the current. Current maps show the currents extracted as the extremal value of each current curve.

reached, corresponding to the force setpoint Fetpoint- Plotting
the z position at which the force setpoint is reached provides
the topographic information, which we represent here as a
yellow-blue color map. During the whole measurement, a bias
voltage Uy, is applied between tip and sample. Simultaneous-
ly to the force—distance curve, the current is acquired. As it can
be seen from the example curves in Figure 1, the extremal cur-
rent is usually found close to the force setpoint, and both are
correlated. The small shift of the position of the extremal cur-
rent towards larger z distance can be explained by the band-
width of the preamplifier (specified as 2 kHz). The relatively
high rate of 40 approach/retraction cycles per second was
chosen as a compromise between bandwidth distortion and total
measurement time.

Plotting the extremal current yields the current maps shown
here in gray scale and provides a measure to compare the
conductive properties in different areas of the surface. Using the
QI mode is particularly advantageous in our study, since it
measures topography and current simultaneously and reduces

wear effects on the tips.

Results and Discussion

We divided the results obtained with the methods described
above into two main sections. These are studies on (i) the bare
substrates and on (ii) the DDT SAMs on these substrates. The

bare substrates were investigated as a reference for the measure-

ments thereafter. They show topographies and current maps
characteristic for Au/Si and Au/mica. Subsequently, it was ob-
served how these characteristics change with SAMs deposited
onto the surface. A strong resemblance between bare and SAM-
covered surfaces was observed. This bears important conse-
quences for the choice of substrates for studies on molecular
SAMs; flat substrates are advantageous for such studies.

Bare Au/Si and Au/mica substrates

As mentioned above, two types of Au substrates were investi-
gated, namely Au/Si and Au/mica. The measurements on bare
substrates presented here serve as a reference for the studies on
the lateral variation of the conductivity of DDT SAMs on said
substrates. The reference helps in identifying how much of the
SAM’s lateral variation of conductivity stems from the sub-
strate.

Figure 2a and Figure 2b show the topography and the current
map, respectively, for a Au/mica substrate. The 300 x 300 nm?2
topography map shows that the Au/mica substrate has large flat
areas on which the height does not change significantly. The
overall change in height throughout the image is approximately
4 nm, and the most significant changes in height occur at the
boundaries between different flat areas.

The corresponding current map (Figure 2b) shows a nearly ho-

mogeneous distribution of the current throughout the whole
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Figure 2: (a, b) Topography and current map, respectively, of the bare Au/mica substrate. The large flat areas provide a homogeneous current distri-
bution throughout large parts of the image. The sudden change in current in the lower part of the image can be attributed to a tip change. (c, d) The
same data for a Au/Si substrate. The topography shows more substructures, which is reflected in more extreme current values in the current map

(Fsetpoint = 50 NN, Upjas = 100 mV, RMN probe).

image, where the current takes on well-measurable values dis-
tributed around 200 pA. Only the edges between the flat areas
show significant variation from the homogeneous current distri-
bution, making the terrace edges clearly visible. However, as
these edge regions are small compared to the flat areas, the
overall current distribution is narrow (see Supporting Informa-
tion File 1, Figure S2a).

In contrast to the Au/mica surface, the Au/Si substrate exhibits
a rougher surface, as seen in Figure 2c, in agreement with the
difference in growth mode of Au films on the two substrates.
For mica, epitaxial growth is obtained [16,17], while Au on
Si/SiO; forms a granular film [18]. Although the overall height
variation is not very different from that observed for the
Au/mica substrate (approximately 5 nm), the Au/Si surface

shows much more substructures and no flat terraces. Compared
to the flat terraces of Au/mica, Au/Si has more peaks and
valleys, which is also reflected in the current map in Figure 2d.
Here, most of the current map is either at the lower limit of the
measurable current (few tens of picoamperes) or at the top end
of the current range (high-nanoampere regime) (see Supporting
Information File 1, Figure S2b). The transition from low to high
currents takes place on rather small length scales of tens of

nanometers.

The areas of high current appear to coincide with areas of lower
topography, slightly skewed to the bottom right of areas with
higher topography. This happens all over the image and indi-
cates an effect of the probe influencing the occurrence of high-
current areas. The higher currents found in the valleys likely
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result from varying surface-normal load forces. They are
smaller if the probe contacts the surface on a flat area and larger
if the contact is on a slope in the topography. As the load force
only controls the force component normal to the sample plane,
this leads to larger variations in the local normal force when the
tip lands on a slope. Therefore, the rougher topography is likely
influencing the occurrence of high- and low-current areas. More
specifically, this means that the conductance can appear higher
on slopes and rough surfaces, as the tip contacts the surface
laterally.

This rationalizes the large systematic difference between the
two substrates regarding their topography and lateral current
variation. The Au/mica substrate shows a flatter topography
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accompanied by a more homogeneous current distribution. Gen-
erally, this is favorable for current measurements on SAMs, as
it provides larger areas of comparable current to study the
conductive properties of molecular SAMs and their lateral vari-
ation. With the lateral variation of the current of the bare sub-
strates being known, a well-founded description of the changes
after SAM deposition can be made.

Overall, five areas were investigated on Au/mica and three for
Au/Si, which all showed consistent images.

Dodecanethiol SAMs on Au/mica
Figure 3 shows images of the DDT-covered Au/mica surface
obtained after the deposition procedure described above. In
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Figure 3: (a, b) Topography and current map, respectively, for a DDT SAM on Au/mica, obtained simultaneously on the same area. The current map
reveals additional features of the substrate such as shallow terraces and etch pits. The closeup in (d) shows that the etch pit size matches the ex-
pected value of a few nanometers. (c) 3D view of the surface, in which the color coding indicates the measured current at each point, clarifying the
connection between topography and current. The point of view is adjusted for best visibility (Fsetpoint = 80 NN, Upjas = 1 V, MESP probe).
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total, four different areas on two DDT/Au/mica samples were
investigated, yielding consistent results. In Figure 3a, the topog-
raphy is similar to that obtained for the bare Au/mica surface,
that is, relatively large flat areas, only small height differences
throughout the image, and small roughness of the surface. By
means of topography alone, the surface cannot be distinguished
from that of the bare Au/mica surface.

Also, upon looking at the current distribution, many features are
similar to those of the bare Au/mica surface, including its ho-
mogeneous current distribution, for this specific case (Figure 3)
around 800 pA. It is sensible that the average current is higher
compared to the measurements on the bare Au/mica substrate
(Figure 2b), as force setpoint and bias voltage are higher. The
average current value of 800 pA is again well measurable and
allows for a rough estimation of the resistance of each mole-
cule. Such an estimation can be done without consideration of
the resistance of the bare Au substrate, as its resistance is much
lower than the SAM’s resistance. Assuming that approximately
1000 molecules are contacted [4] and all contacted molecules
are connected in parallel, the total resistance of Ryt = Upjag/l =
1.25 x 103 MQ results in a resistance for one molecule of
Rior = 1.25 x 10° MQ. Comparing this value to the literature
value ranging between 10 and 107 MQ per molecule, as
presented in [4], shows reasonable agreement.

In addition to the features observed for the bare substrate, in-
cluding its homogeneous distribution around well-measurable
current values, more features are visible in the current map
(Figure 3b). First, finer topographic details, namely shallower
terraces and boundaries between flat areas of the topography,
possibly step edges between single atomic steps of the Au sur-
face, become clearly observable. Second, dark spots on the
terraces of the current map appear, which can be seen clearly in
the expanded-scale image in Figure 3d. These can be attributed
to so-called etch pits that arise from the growth of sulfur-bound
SAMs on Au surfaces [19,20]. These etch pits are monatomi-
cally deep holes in the Au surface. They are produced in the
process of SAM formation by sulfur—gold bonds, which result
in removing Au atoms from the top layer. This leaves the sur-
face with Au atom vacancies that arrange into small islands of a
few nanometers in size. This size matches the darker areas ob-
served in the current maps after DDT SAM formation. The
presence of a well-ordered SAM on the surface was confirmed
by scanning tunneling microscopy (STM) images on alkane-
thiol-covered Au surfaces prepared in the same way, in which
the individual molecules can be resolved, shown in Figure S4 in
Supporting Information File 1. The etch pits serve as evidence
that the SAMs form in an ordered fashion. The abovemen-
tioned features can also be seen clearly in the 3D view of the

surface in Figure 3c, where the color coding indicates the

Beilstein J. Nanotechnol. 2023, 14, 1169-1177.

measured current at each point. The 3D view also underlines the
direct correspondence between features in the current map and

the topography.

A further indication that the SAM has formed correctly is the
observation that it can be thinned by imaging smaller areas with
high load forces. As shown in Figure S5 in Supporting Informa-
tion File 1, after three consecutive imaging runs performed on
the same area, the center square of the image appears lower in
topography compared to the sides when the scanning area is
widened. Also, the measured current increases from image to
image, while the etch pits remain intact, indicating that the Au
surface structure remains unaffected. We attribute lower topog-
raphy and increased current to a thinning of the SAM by
pushing aside molecules with the probe. Another effect contrib-
uting to the thinning of the SAM is molecules being picked up
by the probe during the measurement. The effect we observe
here is most likely a combination of both processes.

All these indications lead to the conclusion that ordered DDT
SAMs form on the surface with the chosen deposition tech-
nique. More importantly, the current maps in Figure 3 show that
substrate and measurement technique are suitable for obtaining
information on the conductivity of a molecular SAM, as the
measured currents show a homogeneous distribution and large
areas without change in the topography, allowing for compari-
son between the currents measured on these areas. For quantita-
tive information, it is also important to reduce the load force as
suggested by the observed removal of part of the SAM by the
tip during imaging. Studies of the extent and type presented
here can be used as the basis for well-founded statements con-
cerning electronic properties such as the current—voltage char-
acteristics of the molecular SAM. To this purpose, the charac-
teristics should only be averaged over comparable areas,
excluding terrace boundaries and other edges. As the Au/mica
substrates provide large areas of this kind, they are favored for
the use in studies of the conductive properties of SAMs.

Dodecanethiol SAMs on Au/Si

The SAM formation technique used for the Au/mica substrates
was also used for the Au/Si substrates. As it seems to be suit-
able for Au/mica substrates, it should also yield densely packed
molecular SAMs on Au/Si substrates, allowing for the evalua-
tion of the influence of the substrate on the lateral variation of

the conductive properties of SAMs.

For comparison, Figure 4 presents measurements of DDT
SAMs on a Au/Si substrate. Comparing topography (Figure 4a)
and current map (Figure 4b) to the ones of the bare Au/Si sub-
strate, close similarities can be seen. After coverage of the sur-

face by the SAM, the surface retains the same roughness with
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Figure 4: (a, b) Topography and current map, respectively, of a DDT SAM on a Au/Si substrate. The rougher surface seen for the bare substrate is
also found here together with its influence on the current map. Very small currents dominate the map, changing to high currents rather abruptly. This
yields only small areas with measurable currents, which is unfavorable for the averaging of conductive properties of the surface. The 3D view in (c)
emphasizes the correlation between the rougher surface structure and the high currents on the slopes of the grains. The point of view is adjusted for

best visibility (Fsetpoint = 20 NN, Upias = 1 V, RMN probe).

only small flat areas. Although in Figure 4 this is slightly dis-
torted by a probe effect duplicating features, the systematic
difference in surface structure between Au/Si and Au/mica,
already observed in the bare substrates, is reproduced.

Just as for the bare Au/Si, the substructures of the substrate lead
to strong variations in the corresponding current map. There are
large areas with very small currents on the flatter areas of the
topography. The current rather abruptly increases at the slopes
of the topography. The 3D view of the surface in Figure 4c,
represented in the same way as in Figure 3¢, shows clearly that
large currents can only be observed at the slopes of the topogra-

phy as is also the case for bare Au/Si. The flatter areas, howev-

er, show very low current values, close to the lower limit of
observability. The 3D view also emphasizes the higher rough-
ness of the surface of the DDT SAM on Au/Si compared to the
Au/mica substrate.

Additional measurements on SAMs of sulfur-bound oligopep-
tides (SH-(CHj3),NH—(Ala-Aib)s—COOH) [12] on Au/mica
substrates yielded no measurable currents and are therefore
omitted in this report.

Our observations show that, when studying the conductive

properties of DDT SAMs on Au/Si, the variation in the current

is governed by the structure of the substrate, which remains
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qualitatively unchanged by the deposition of the SAM. For the
Au/Si substrate, the rough topography yields only small areas
on the surface on which comparable conductive properties can
be expected. Without information on the surface topography,
the conductance obtained from averaging over random points
on the surface [12,21-24] is prone to incorrect averaging. The
lateral variation of the conductive properties limits strongly the
amount of lateral probe positions over which measurements of
such characteristics can be averaged. Using the Au/mica sub-
strate, however, yields large areas of comparable conductive
properties, which makes it more suitable for such investigations.
Moreover, the strong lateral variation in the current map of
Au/Si suggests that it is necessary to choose the points for aver-
aging carefully. A suitable way to do so would be through

imaging the surface as presented here.

Conclusion

This report shows that the lateral variation of the conductive
properties of molecular SAMs is governed by the choice of the
substrate. To achieve comparable, well-measurable currents and
conductive properties, flat substrates are favorable. The flatness
of the substrate and homogeneity of the current distribution
with and without the SAM should be studied in advance to
ensure comparability. A rougher substrate surface leads to
stronger variations in the conductive properties, limiting the
areas over which conductive properties can be sensibly aver-

aged, and should therefore be avoided.

Moreover, the studies presented here show, that a careful study
of the correlation between topography and conductive proper-
ties of SAMs is strongly advised, especially if CAFM is used to
perform the characterization of the conductive properties of the
SAM. With such combined investigations, the areas for aver-
aging can be chosen in a sensible way to reproducibly charac-
terize the SAM’s conductivity, for example, by using only the
flat areas of the surface and excluding areas with large slopes in
the topography.

Supporting Information
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Additional figures.
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Abstract

Scanning probe microscopy (SPM) techniques are widely used to study the structure and properties of surfaces and interfaces
across a variety of disciplines in chemistry and physics. One of the major artifacts in SPM is (thermal) drift, an unintended move-
ment between sample and probe, which causes a distortion of the recorded SPM data. Literature holds a multitude of strategies to
compensate for drift during the measurement (online drift correction) or afterwards (offline drift correction). With the currently
available software tools, however, offline drift correction of SPM data is often a tedious and time-consuming task. This is particu-
larly disadvantageous when analyzing long image series. Here, we present unDrift, an easy-to-use scientific software for fast and
reliable drift correction of SPM images. unDrift provides three different algorithms to determine the drift velocity based on two
consecutive SPM images. All algorithms can drift-correct the input data without any additional reference. The first semi-automatic
drift correction algorithm analyzes the different distortion of periodic structures in two consecutive up and down (down and up)
images, which enables unDrift to correct SPM images without stationary features or overlapping scan areas. The other two algo-
rithms determine the drift velocity from the apparent movement of stationary features either by automatic evaluation of the cross-
correlation image or based on positions identified manually by the user. We demonstrate the performance and reliability of unDrift
using three challenging examples, namely images distorted by a very high drift velocity, only partly usable images, and images ex-
hibiting an overall weak contrast. Moreover, we show that the semi-automatic analysis of periodic images can be applied to a long

series containing hundreds of images measured at the calcite—water interface.

Introduction
In science and technology, scanning probe microscopy (SPM) the atomic level. The common element of SPM techniques is
techniques are widely used to study the structure and properties  that surface structure and properties are revealed by moving a

of surfaces and interfaces from the micrometer scale down to  probe over the sample covering a given area or volume. During
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this movement, the interaction between probe and sample is
measured at fixed points in the scan area resulting in an image
of the structure or a specific surface property. This scanning
process is also the origin of two prominent artifacts in SPM
image data, that is, an imperfect scanner calibration and ther-
mal drift. Both of which cause a misalignment between probe
and surface; thus, the measured SPM images are distorted and
potentially shifted [1-6].

The calibration of an SPM scanner is used by the SPM instru-
ment to convert the voltages applied to the scanner piezo into a
probe position [2,7]. If this calibration is not correct, the posi-
tion assumed by the SPM instrument deviates from the actual
probe position; thus, the SPM image is distorted [1,2,4,8-17].
The determination of linear calibration parameters and scanner
non-orthogonality based on atomic structures [1-3,8,9,18,19]
and calibration gratings [1,20-22] have been discussed inten-
sively. In addition to linear effects, non-linear scanner behavior
such as creep [1,4,10-13] and hysteresis [1,2,4,10,14-17] has

been analyzed and corrected.

The second prominent artifact causing distortion of SPM
images is (thermal) drift. Because of the serial nature of the
scanning process, recording an entire image takes at least
several milliseconds in case of video-rate scanning [23,24].
Most SPM images, however, are measured at a much lower
scan rate on the timescale of seconds to minutes. During this
measurement time, the temperature in the SPM instrument can
fluctuate, inducing thermal expansion or contraction of the
instrument’s components [5]. As a consequence, sample and
probe experience an unintended movement relative to each
other, that is, the thermal drift. This drift is not included in the
measurement data, so the recorded SPM images appear distort-
ed [5,6]. An effective way to reduce thermal drift to a minimum
is to carry out SPM experiments under cryogenic conditions
close to the temperature of liquid helium. The cryogenic tem-
perature, however, also drastically reduces the rates of thermal
processes such as on-surface reactions, diffusion, or desorption
[25]. Hence, many processes relevant at room temperature or
elevated temperatures are impossible to study in a cryogenic
environment. The same applies to SPM studies at the
solid-liquid interface. For these measurements, the effect of
thermal drift needs to be compensated.

A variety of different strategies have been developed to charac-
terize and correct thermal drift in SPM measurements. There are
two types of drift correction strategies: In online drift correc-
tion, the drift velocity is determined during the measurement;
then, the scanner movement is adjusted to compensate for drift
[16,25-28]. Offline drift correction strategies, in contrast,

correct the effect of drift in SPM images after the measurement.

Beilstein J. Nanotechnol. 2023, 14, 1225-1237.

Drift correction has been carried out based on the apparent
movement of stationary features (e.g., fixed defects or adsor-
bates) traceable in consecutive images [5,29-31] or images with
opposing scan directions [12,32]. Instead of analyzing the
apparent shift of individual features, the apparent movement of
the scan window can also be determined from the maximum of
the cross-correlation [26,27,33-36] between consecutive
images. Moreover, the different distortion of periodic structures
in images with opposing scan directions was used to determine
drift and to calculate the undistorted structure [3,37]. Other
authors proposed drift correction procedures based on rescan-
ning a small area of an SPM image with the fast and slow scan
directions reversed [13,38-40], splitting the scan of an image
into several subscans [41], or periodically rescanning the first
scan line [42]. For non-raster SPM, the drift velocity can be
extracted without additional scans from the analysis of inherent
crossing points in the scanning path [43,44]. Another approach
to remove distortions from SPM images is to correct the images
with regard to a known reference structure [4,6,18]. While the
latter strategy can ensure distortion-free SPM images for known
surface structures, it is not suited for investigation of unknown

structures.

Here, we present unDrift, a free-to-use scientific software for
the fast and reliable calibration and drift correction of SPM
image data. unDrift implements three algorithms to determine
the drift velocity based on two consecutive SPM images with or
without periodic structures. The first semi-automatic algorithm
extracts lattice vectors from two consecutive up and down
(down and up) images exhibiting periodic structures. These
lattice vectors are, then, used to analyze the distortion of the
images and to calculate the drift velocity. This algorithm
enables unDrift to drift-correct both SPM images without sta-
tionary features and SPM images without overlapping scan
areas. The second and third drift correction algorithms extract
drift velocities from the apparent movement of stationary fea-
tures as described in [5,12,25-27,29-36,45]. Algorithm II imple-
ments the well-known cross-correlation method [26,27,33-
36,45] to automatically determine the shift between two SPM
images with identical scan directions. From this shift, we calcu-
late the drift velocity. Algorithm III, in contrast, provides the
possibility to manually identify stationary features in two SPM
images with arbitrary scan direction and use their positions for
drift correction [5,12,25,29-32]. Note that all drift correction
algorithms applied by unDrift rely on information contained
within the measurement data solely; thus, unDrift allows for the
investigation of unknown structures. To demonstrate the perfor-
mance of unDrift, we apply our software to three examples
where the drift correction is especially challenging. Namely, we
drift-correct SPM images with a very high drift velocity

exceeding the slow scan rate, only partly usable images, and
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images with an overall weak contrast and high noise level.
Moreover, we show that unDrift is suitable for the drift correc-
tion and evaluation of measurement sessions spanning several

hundred images.

Software

unDrift is scientific software for the fast and accurate drift
correction and calibration of SPM image data as necessary for
quantitative data analysis. It is written in JavaScript and HTML
and runs with all common browsers independent of the oper-
ating system. unDrift can be operated either on a local server or
as a web-based version. Both versions are available from our
website under [46]. All functions of unDrift, such as data
import, leveling, calibration, and drift correction of SPM data,
are free to use, that is, unDrift is entirely free to use. Analysis
results including corrected SPM images as well as extracted
lattice vectors and drift velocities are available in standard open
data formats.

The full source code of unDrift is also available from our
website. JavaScript modules for the import and analysis of SPM
data are licensed under the GNU General Public License
version 3.0. The visualization of SPM images in unDrift is real-
ized with the proprietary library Kontrast [47], which is avail-
able under its own license. This means that all functions of
unDrift are free-to-use for non-commercial purposes but the de-

velopment of new features requires a Kontrast license.

Input data

The import of SPM data into unDrift is designed to read files in
the Gwyddion Native Format (gwy format) as created with the
open source SPM data analysis software Gwyddion [48].
Gwyddion contains import modules for a wide variety of scan-
ning probe microscopes as well as tools for SPM data process-
ing and analysis. This enables the user to chose between data
processing in unDrift and Gwyddion. unDrift supports basic
data processing methods such as leveling (mean plane, polyno-
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mial) and an automatic color scale adaption; thus, the process-
ing of most standard images can be done directly in unDrift. For
more complex processing steps, the user is referred to Gwyd-
dion. Then, the pre-processed SPM data can be calibrated and
drift-corrected with unDrift. Moreover, unDrift can export data
in the gwy format, which enables a seamless integration be-
tween unDrift and Gwyddion.

The gwy format does not contain standardized containers for
scan direction, scan angle, and raster time per pixel, which
constitute vital information for an accurate drift correction and
calibration. unDrift extracts these parameters from the metadata,
where they are typically stored with varying names depending
on the manufacturer and version of the used microscope.
Because of this, it is necessary to specify the matching between
scanning parameters and metadata names for each microscope
individually. We did this specification for the instruments and
file formats listed in Table 1. For all other devices, this easy
step needs to be done by the user in the preferences of unDrift.

Drift correction

Next, we will discuss the main feature of unDrift, the offline
drift correction of SPM images. Depending on the surface struc-
ture and scan directions of the SPM images, unDrift provides
different algorithms to determine the drift velocity and to drift-
correct the data. In terms of surface structure, we distinguish be-
tween images exhibiting a periodic structure and those without
periodic structures. For images showing two-dimensional peri-
odic structures, the drift velocity can be calculated from the dif-
ferent distortion of the surface periodicity in two SPM images
with opposing slow scan direction (algorithm I). For the drift
correction of SPM images without periodic structures, in
contrast, unDrift implements two strategies (algorithms II and
III) described in literature [5,12,25-27,29-36,45] to extract the
drift velocity from the apparent movement of stationary fea-
tures in consecutive images. Algorithm II uses the cross-corre-
lation function between two images recorded in the same scan

Table 1: Overview of SPM devices and third-party file formats supported by unDrift.

Device Format Direct import Import via Gwyddion
Omicron MATRIX .Amplitude_mtrx, .Damping_mtrx, no yes
.Phase_mtrx, .Df_mtrx, .Z_mtrx
Bruker Nanoscope V .001, .002, ... no yes
Cypher ES AFM .ibw yes yes
Nanonis controller .sxm yes yes
other devices supported by Gwyddion no limited?
others no no

aln principle, unDrift can read all SPM data saved with Gwyddion in the gwy format. However, as the gwy format lacks standardized containers for
some of the information necessary for drift correction and calibration, the user needs to specify the mapping of meta data headers in the preferences

of unDrift before use.
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direction to evaluate the drift velocity [26,27,33-36,45], while
algorithm III evaluates the position shift of stationary features
between two images with arbitrary scan direction [5,12,25,29-
32]. Both algorithms II and III also work for images exhibiting
periodic structures if they contain stationary features. In the
following two sections, we discuss the different algorithms
clustered by the surface structures they are suitable for. Regard-
less of surface structure and scan direction, however, all drift
correction algorithms applied by unDrift rely on information
contained within the measurement data solely; thus, they allow
for a quantitative data analysis without any knowledge on the
surface geometry. Instead, all of the applied algorithms use the
difference between two consecutive images to determine the
drift velocity and to correct the SPM data. Hence, unDrift is, in
contrast to drift correction schemes relying on known surface
geometries, suited to investigate substrates with an unknown
surface structure.

Images with periodic structures

For the drift correction of images exhibiting periodic structures,
unDirift uses the algorithm shown in Figure 1 (algorithm I). This
algorithm takes advantage of the characteristic distortion of
periodic structures in SPM images depending on drift velocity
and scan direction [3,6,12,37]. For two consecutive SPM
images with opposing slow scan directions, we will observe two
different apparent surface structures, as drift distorts the real
periodic surface structure differently for a different scan direc-
tion (see Figure 2a,d). As we know that the real surface struc-
ture is, indeed, independent of the scan direction, we can use the
difference between distortions to calculate the drift velocity
(and the real surface structure) as described in Supporting Infor-
mation File 1. Algorithm I has the advantage that it relies only
on the surface periodicity; thus, the scan areas of the two
images used for drift correction do not need to overlap. The
only requirements for this algorithm are a constant drift velocity
and two SPM images exhibiting periodic structures measured
with different slow scan directions. Note that, in principle, this
strategy is not limited to images with opposing slow scan direc-
tions but should also work for images with different fast scan
directions. In real measurements, however, we find that the
difference in the distortion of images with different fast scan
directions is too small compared to the uncertainty to achieve
reliable results for the drift correction. Consequently, unDrift
implements this algorithm for consecutive images with

opposing slow scan directions solely.

As shown in Figure 1, algorithm I consists of five main steps,
namely (1) import of input data, (2) extraction of primitive
lattice vectors, (3) generation of linear combinations of these
lattice vectors, (4) calculation of possible drift velocities, and
(5) selection of the true drift velocity. After that, the obtained
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Figure 1: Schematic representation of algorithm | used to determine
the drift velocity vq4 from the distortion of periodic structures in consecu-
tive SPM images with opposing slow scan directions.

drift velocity is used to calculate the real lattice vectors and

drift-correct the SPM images.

First, two SPM images with opposing slow scan directions (i.e.,
one up and one down image) are imported as described before
(step 1). Next, unDrift extracts primitive lattice vectors from
both images as shown in Figure 2 (step 2). unDrift can deter-
mine the lattice vectors either based on the Fourier transforms
(Figure 2b,e) or autocorrelations (Figure 2c¢,f). In both cases,
our software searches for local maxima in the transformed
image first (red dots in Figure 2). Then, it extracts guesses for
the lattice vectors based on the maxima with the highest intensi-
ty, the maxima closest to the origin, or based on user selection.
After that, these guessed lattice parameters and the spots
belonging to the lattice are optimized with a least squares algo-
rithm to obtain optimal lattice parameters. In Figure 2 the opti-
mized lattice parameters are shown as a lattice drawn with red
lines. For the Fourier transform, this fit yields lattice vectors of
the inverse lattice, which are then transformed into real-space

lattice vectors. For the autocorrelation, the optimization yields
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Figure 2: Extraction of lattice vectors from images exhibiting periodic structures. (a, d) High-resolution AFM images showing atomic resolution at the
calcite (10.4)—water interface. (b, e) Fourier transform images of the real-space images shown in (a) and (d). The maxima in the Fourier transforms
are marked by red circles, and the optimized lattice as found by unDrift is shown as red lines. Only the centers of the Fourier transformations are
shown. (c, f) Autocorrelation images of the real-space images shown in (a) and (d). The maxima in the autocorrelation images are marked by red
circles, and the optimized lattices as found by unDrift are shown as red lines. Only the centers of the autocorrelations are shown.

the real-space lattice vectors directly. To finish step 2, unDrift
applies simple geometry to calculate the shortest possible lattice

vectors for the lattice extracted in the optimization step.

This extraction of lattice vectors is a semi-automatic step, as the
user needs to specify parameters for the peak finding. While
these parameters need to be chosen manually, it can be easily
determined from the fit quality whether these parameters are
chosen correctly. We find that the optimal parameters for this
step depend on the image size and contrast; thus, it can be
necessary to change these parameters after a contrast change.
Moreover, the user needs to choose whether the algorithm oper-
ates based on Fourier transform or autocorrelation. This choice
mostly depends on the size of the image relative to the size of
the observed periodic structure. For images showing many unit
cells, we find that the Fourier transform yields better results,
while the autocorrelation is superior for images containing very
few unit cells. In between these extremes, there is a range where
both methods work well as shown in our examples in Figure 2.
The dependence of the optimal transformation for peak extrac-

tion on the image size is caused by the finite resolution of the

measured SPM images. For images containing many unit cells,
each unit cell only consists of few pixels; thus, the maxima in
the autocorrelation are difficult to separate, as they also consist
of few pixels. The Fourier transform, in contrast, works in the
inverse space, which is why the maxima are very nicely separat-
ed by many pixels and easy to find by the algorithm. For images
containing few unit cells, it is the other way around. The auto-
correlation maxima are nicely separated, while the maxima in

the Fourier transform sometimes even merge together.

After the extraction of lattice vectors, unDrift applies steps 3 to
5 to determine the drift velocity from these lattice vectors. It is
important to note that the calculation of drift velocities requires
a set of two differently distorted versions of the same vector
(see Supporting Information File 1). The identification of a
matching pair of lattice vectors, however, becomes increasingly
difficult with increasing drift velocity and, thus, increasing
image distortion. To solve this problem and to ensure that
unDrift also works reliably for high drift velocities, we apply
steps 3 to 5 of algorithm I. The idea behind this part of the algo-
rithm is the following: Each pair of lattice vectors ((@,ﬁ »L) and
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(BT’El)) yields one drift velocity. Hence, we can calculate two
seemingly independent drift velocities V4 ; and v s In reality,
however, there is only one drift velocity V4 that applies for both
images. Hence, the drift velocities calculated for both lattice
vectors need to be identical, that is, Vg5 = ‘7d,13'

Next, we can use this criterion to find matching pairs of lattice
vectors and, thus, calculate the true drift velocity. We can start
by choosing a set of lattice vectors for the first image, as this
initial choice is arbitrary. For the second image, however, we
need to find the matching lattice vectors. To realize this, we
take the lattice vectors extracted from the image and generate a
set of linear combinations for both vectors d| and [;¢ (see
Figure 1, step 3). These sets {G|} and {b } then contain the
matching vectors as well as several other vectors. In the next
steps, the program subsequently calculates the corresponding
sets of drift velocities {Vy 5} and {V;} (step 4) and selects the
pair of drift velocities with the smallest difference between Vg ;
and v a5 (step 5). Note that we cannot search for identical drift
velocities, as the individual drift velocities are always slightly
different because of experimental noise and a small non-
linearity in the drift. Instead, we use the two drift velocities with
the smallest difference. Finally, the true drift velocity vy is
calculated by averaging over the individual drift velocities.

For the selection of the drift velocity in step 5, unDrift provides
an alternative selection procedure based on the lattice vectors.
Not only the drift velocity needs to be identical for both pairs of
lattice vectors, but also the primitive unit cell with the shortest
lattice vectors has to be identical in both images after drift
correction. The second selection procedure, thus, operates based
on the difference between drift-corrected lattice vectors in both
images. Again, we search for the minimum difference and

select the corresponding drift velocity as the real drift velocity.
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The selection procedure used in step 5 can be chosen by the
user under lattice matching. We find that this second selection
procedure tends to work better for images with low signal-to-

noise ratio.

Images without periodic structures

As discussed before, unDrift features two algorithms to drift-
correct SPM images without periodic structures based on the
apparent movement of stationary features in consecutive
images. In this section, we will describe these two algorithms,
referred to as algorithm II and III, and discuss their applicabili-
ty to different situations in terms of scan directions and experi-
mental systems.

Algorithm II uses the cross-correlation between two consecu-
tive images recorded in the same scan direction to evaluate the
shift between the images and to calculate the drift velocity. The
distortion of SPM images by drift only depends on drift velocity
and scan direction (see Supporting Information File 1). Hence,
two images measured with the same scan direction and a con-
stant drift velocity are distorted in the same way. The only
difference between these two images is that they are measured
at a slightly different position on the surface, because drift
moved the scanner and surface relative to each other. In SPM
images, this effect manifests itself in an apparent movement of
stationary surface features whose positions are actually con-
stant, such as defects and step edges. This is illustrated in
Figure 3, where the stationary surface features marked with
colored crosses seem to move between Figure 3a and Figure 3b.
Here, it is important to note that all stationary features “moved”
by the same vector.

To evaluate this shift between images, we can apply the cross-

correlation function between both images as described in

Figure 3: (a, b) Two consecutive up images recorded with high-resolution AFM on calcite(10.4) in ultrahigh vacuum. The images show several
defects, whose positions are marked with colored crosses in both images. It is apparent that the defect positions are shifted in the second image com-
pared to the first one. (c) Image of the cross-correlation function Ry between the images shown in (a) and (b). The center of the image and the posi-
tion of the maximum are marked with red dots and connected with a red line. This line corresponds to the shift between images (a) and (b).
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[26,27,33-36,45]. In the cross-correlation image, the global
maximum corresponds to the shift necessary to achieve
maximum similarity between both images [33,34], where a
maximum in the image center means that both images are iden-
tical without any shift. We show the cross-correlation of our
two example images (Figure 3a,b) in Figure 3c. We marked the
center of the image and the global maximum with red dots
connected by a red line to illustrate the shift between images.
When we compare the shift derived from the cross-correlation
image, it is evident that this shift is identical to the shift of the
stationary features between the images in Figure 3a and
Figure 3b.

In the next step, unDrift uses the shift derived from the cross-
correlation function to calculate the drift velocity as described
in Supporting Information File 1 and to drift-correct the input
data. This algorithm is fully automatic and does not require any
additional input from the user.

In addition to the global maximum, the cross-correlation image
in our example in Figure 3c also exhibits a periodic structure.
This periodicity stems from the periodic structure observed in
the input images, and it can be evaluated by unDrift to obtain
lattice parameters. For the drift correction with algorithm II,
however, the stationary features in the input images are deci-
sive and not the surface periodicity. This algorithm does not
work reliably for perfectly periodic surfaces without any sta-
tionary features as all maxima would have the same intensity;
thus, the algorithm cannot decide which maximum corresponds
to the shift between the images [30]. For images exhibiting a
periodic structure and stationary features, however, we find that

algorithm II works with remarkable reliability.

In contrast to algorithm II, algorithm III does not evaluate the
mean shift between images but the apparent shift of single sta-
tionary features as described by Rahe and co-workers [5]. It is
necessary to subsequently identify stationary features in the
SPM images and to determine their positions. For the determi-
nation of a feature position, unDrift provides the possibility to
refine the manually selected positions to the closest maximum
or minimum. The drift velocity is calculated for each feature
individually; then, the mean drift velocity can be calculated by
averaging over the individual drift velocities. The deviation be-
tween these yields information about the non-linearity of the
drift. With algorithm III, unDrift provides the possibility to use
positions of stationary features identified manually by the user.
The software displays both images used for drift correction and
a variable number of markers in different colors as shown in
Figure 3a,b. The user can, then, move these markers to match
the positions of stationary features and start the drift correction

by clicking a button. As this positioning of markers on identical
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positions of the stationary features is never perfect, we recom-
mend to use as many stationary features as possible for the drift

correction.

Algorithm III is arguably the slowest algorithm in unDrift in
terms of evaluation time per image, and the selection of feature
positions is, at least, partly subjective. However, algorithm III
has the important advantage that it works for all images with
stationary features regardless of scan direction and image
quality. As long as the user can identify features in the SPM
images, this algorithm will work for the drift correction. More-
over, algorithm III offers the possibility to easily assess and
quantify the effect of non-linear drift in the drift-corrected SPM

data, which is not available from the other algorithms.

Lateral calibration

In addition to the correction of drift, it is crucial for a quantita-
tive analysis of SPM data that the scanner position is calibrated
properly. While the drift correction will remove the effect of ad-
ditional movement between scanner and sample surface, the ob-
tained positions, distances, and angles will still be incorrect as
long as the instrument is not properly calibrated. This situation
is well known in literature, and there are several different strate-
gies documented to determine the calibration parameters for a
scanning probe microscope [1-3,7-9,12,18,19,21,22]. With
these calibration parameters, the microscope can either be cali-
brated before the measurement, or the measured SPM data can
be corrected afterwards. The calibration parameters can change
over time because of, for example, piezo aging or measure-
ments at different temperatures [3,20]. Thus, it is necessary to
validate the calibration parameters regularly. unDrift provides
features to (1) correct SPM data with a given set of lateral cali-
bration parameters and (2) determine lateral calibration parame-

ters based on a reference surface geometry.

The lateral calibration of SPM data in unDrift is based on the
assumption of a linear relationship [3,7-9,19] between recorded
and actual scanner movement as described in Supporting Infor-
mation File 1. In this case, the calibration only depends on three
parameters, namely the correction factors in the x and y direc-
tions, k, and ky, respectively, and the angle between both direc-
tions, B. These parameters can be provided by the user for a
lateral calibration of the drift-corrected SPM data. Alternatively,
the default values can be used, which correspond to no addition-

al calibration.

For SPM images exhibiting a periodic structure, unDrift can
also calculate the expected lateral calibration parameters based
on a reference. In order to do so, the user needs to provide the
lattice parameters of the investigated periodic structure, that is,

the edge lengths and opening angle of the surface unit cell.
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unDrift then compares these reference data to the measured
lattice parameters and calculates the lateral calibration parame-
ters necessary to match the measured periodicity with the refer-
ence. Thus, unDrift makes it very easy to calibrate a previously
not calibrated device or to check whether an existing calibra-
tion is still valid. Detailed information on the determination of
calibration parameters are given in Supporting Information
File 1.

Output data

After calibration and drift correction, unDrift provides a variety
of different methods to export the obtained data as shown in
Table 2. Corrected SPM images including Fourier transforms
and autocorrelations are available for export in the Gwyddion
Simple Field and Gwyddion Native formats for further data
evaluation or processing in Gwyddion. Moreover, images and
image cutouts can be exported into the standard image formats
png and svg. The svg exporter also includes the possibility to
export ready-to-use figures with annotations and scale bars.

Table 2: Overview of output data and export types available from
unDrift.

Data type Image type  Output formats
corrected SPM data all .gwy, .gsf
corrected images all .png, .svg

drift velocity all .csv

corrected lattice parameters periodic .csv
calibration parameters? periodic .csv

user input parameters all .csv

@Requires the user to input reference data for the expected surface ge-
ometry.

In addition to the corrected SPM data, drift velocities and lattice
parameters (only for images with periodic structures) calcu-
lated during drift correction are available as a session report in
csv format. Calibration parameters are also available for images
with periodic structures in the same session report file if the
user specified a reference surface. User input parameters speci-
fied during the evaluation are recorded by unDrift and can be
downloaded in a separate csv file.

Results and Discussion

To demonstrate the performance of unDrift, we will now apply
the software to experimental situations where the drift correc-
tion is either especially challenging or time-consuming.

Challenging experimental conditions
For the above presentation of the working principle of our soft-

ware, we used AFM images with good atomic contrast and rea-
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sonable drift velocities. In experiments, however, it is not
always possible to reach these desirable conditions, which is
why we want to show that our software can also deal with chal-
lenging experimental conditions. We will demonstrate that
unDrift can handle (1) drift velocities exceeding the slow scan
rate, (2) images with only small usable parts, and (3) images ex-
hibiting a weak contrast or low signal-to-noise ratio.

First, we discuss a scenario with very high drift velocity. In
Figure 4a,b, we show two consecutive AFM images of a
calcium fluoride (111) surface recorded under ultrahigh vacuum
conditions. The periodic structures observed in these two raw-
data images (see red unit cells in Figure 4a,b) show a striking
difference compared to each other and compared to the ex-
pected hexagonal structure. This obvious difference in appear-
ance is caused by the strong image distortion associated with an
exceptionally high drift velocity. High drift velocities can be
challenging for drift correction, because the strong image dis-
tortion makes it difficult to identify pairs of features or corre-
sponding lattice points. With unDrift, however, the images in
Figure 4a,b can be drift-corrected easily, as algorithm I works

reliably even for very high drift velocities.

We present the drift-corrected images corresponding to the
images in Figure 4a,b in Figure 4c,d, respectively. Note that we
cut the drift-corrected images to fit the form factor of this
figure, while still being able to see the atomic structure.
Figure 4c,d shows that the unit cell dimensions in both up and
down image are now almost identical, and the surface now
appears to be hexagonal. We find lattice parameters of
3.8 x 10710 m and 3.9 x 10719 m with an angle of 114°, which
is very close to a hexagonal surface structure. The lattice pa-
rameters also agree well with lattice parameters documented in
literature (a = 3.86 x 1071 m and y = 120°; [49]). We ascribe
the slight deviation from the reference values to the experimen-
tal error, which we expect to be higher because of the excep-
tionally high drift velocity. We want to highlight that this
is an extreme example where the absolute drift velocity
(3.8 x 107! m-s71) exceeds the scan velocity in the slow scan
direction (3.7 x 1071 m-s™1). For most experiments, the drift
velocity will be much lower, as SPM experiments are typically
optimized for stable conditions with low drift velocity. Never-
theless, this example shows that unDrift is not limited to low-
drift environments but is also capable to correct SPM data re-

corded with (very) high drift velocities.

Second, we turn to images where only parts of the input images
can be used for drift correction. During SPM experiments,
sudden tip changes or collisions with the surface can signifi-
cantly worsen or even destroy the observed contrast. Hence, it is

quite common that only parts of an image can be used for evalu-
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Figure 4: Example images demonstrating the applicability of unDrift to SPM experiments with high drift velocities (a—d), only partly usable images
(e—h), and bad image quality (j-m). Raw-data images are shown on the left side of the figure, and the corresponding drift-corrected images are shown
on the right side. In all images, the unit cell used for drift correction is shown as a red quadrangle. Images (a—d) show the atomic structure of calcium
fluoride (111) recorded with high-resolution AFM in ultrahigh vacuum. Images (e—h) and (j—-m) were recorded with high-resolution AFM at the calcite

(10.4)—water interface.

ation. To demonstrate that unDrift can drift-correct these
images by only considering (small) parts of an image, we show
example images recorded at the calcite—water interface in
Figure 4e,f. In our example, the sample drifted out of the
scanner’s z range after the first third of the second image
(Figure 4f), and the image contrast was completely lost. For
drift correction, we used algorithm I based on the autocorrela-
tion image and selected the usable part in Figure 4f manually,
while the image in Figure 4e was used in its entirety. We show
the drift-corrected results for both input images in Figure 4g.h,
respectively. Comparison between the raw-data images
(Figure 4e,f) and drift-corrected images (Figure 4g,h) shows
that the unit cells of both images agree much better after drift
correction. We conclude that the drift correction was successful,
even though we could only use a small part of the second image
for drift correction. This conclusion is confirmed by the derived
unit cell dimensions of 5.1 x 10710 m x 8.2 x 10719 m with an

angle of 89.8°, which fit the expected values (4.99 x 10710 m x
8.10 x 10710 m, 90.0°; [50]) within the experimental accuracy
of our AFM instrument (distance accuracy: +0.3 X 10710 m,
angle accuracy: +2°; see below).

Third, we discuss the arguably most challenging situation for
drift correction, images with an overall weak contrast and
low signal-to-noise ratio. The periodic structures of the
calcite—water interface in Figure 4j,k are very faint and, thus,
hard to recognize by eye. Based on the autocorrelation function,
however, unDrift can extract unit cell dimensions even from
images with such weak contrast. The different dimensions of
the unit cells extracted here (see red quadrangles in Figure 4j,k)
reveal that these raw-data images are distorted by drift. We
drift-corrected the raw-data images with algorithm I based on
the autocorrelation image to obtain the drift-corrected images
shown in Figure 41,m. In the drift-corrected images, the peri-
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odic structures are still very faint, but the unit cell dimensions
are now identical in both images. We derived lattice parameters
of 5.0 x 10710 m, 8.1 x 107'% m, and 90.8°, which agree
perfectly with the expected surface structure (4.99 x 10719 m x
8.10 x 10719 m, 90.0°; [50]). Hence, we conclude that unDrift
also performs very well in the drift correction of images with
weak contrast.

Long image series
After discussing the performance of unDrift under different ex-
perimental conditions, we now demonstrate the applicability to

Beilstein J. Nanotechnol. 2023, 14, 1225-1237.

long image series spanning several hundred SPM images with
an example shown in Figure 5. The presented series comprises
530 high-resolution AFM images recorded at the calcite—water
interface over a measurement time of approximately 4 h. We
evaluated these images with the semi-automatic periodic analy-
sis of unDrift (algorithm I) in approximately 1 h 40 min, which
corresponds to a drift correction rate of 318 images per hour. In
this series, the image contrast is rather stable over the full mea-
surement time (see Figure 5a—c), facilitating drift correction.
Thus, the given correction rate is likely to be the upper limit.
We find that the number of drift-corrected images per hour and,

drift velocity (trace) * | drift velocity (retrace)

smoothed (trace) smoothed (retrace)

b

t

1y

15000

3001

0a/ "

100

0 5000

10000 15000

t/s

Figure 5: Application of unDrift to the analysis of a measurement session containing 530 AFM images recorded at the calcite—water interface.
(a—c) Typical drift-corrected images from beginning, middle, and end of the evaluated AFM session. (d, e) Calculated drift velocities in polar coordi-
nates as function of the measurement time t. The absolute values of v4 and the corresponding angle 6y in are shown in (d) and (e), respectively.
Results from trace and retrace images are shown as black and red circles, respectively, and the smoothed averages for both cases are shown as

lines.

1234



consequently, the performance of unDrift strongly depend on
the image quality and contrast stability. Moreover, it is typical-
ly faster to evaluate longer image series than several series with
few images. We find that the average drift correction rate with
unDrift for typical AFM images is between 100 images per hour
for short series and 200 images per hour for long series. Note
that the analysis times discussed here are limited by the manual
steps of the analysis (i.e., adjusting the analysis parameters and
checking the results) rather than the computation time on
all tested common desktop computers (e.g., Windows 10, Intel
Core 15-9500, 6 cores @ 3.00 GHz, 8.00 GB RAM).

Next, we discuss the drift velocities measured during this image
series and what they tell us about our AFM instrument. In
Figure 5d,e, we show the absolute values of v4 and polar angle
04 of the drift velocity V4 as functions of the time. We observe a
steep decrease of the drift velocity during the first 800 s
(15 min) of our experiment. Then, the drift velocity decreases
further, but with a lower change rate, until it reaches stable
conditions approximately 8000 s (2 h 15 min) after starting the
experiment. The polar angle 64 (see Figure 5e) follows the same
trend for the first 6000 s. After that, the change in the scan
angle increases again. Compared to the change at the beginning
of the experiment (before 800 s), however, the change in scan
angle after 6000 s is much more random and looks more like
noise. We explain this observation with the decreasing absolute
value of the drift velocity. At the beginning of the experiment,
the drift is caused by equilibration processes between sample
surface, liquid, and AFM instrument, so the absolute drift
velocity is high and has a stable direction. Then, with increas-
ing measurement time, the system gets closer to equilibrium,
which causes the drift velocity to decrease. Hence, the relative
contribution of thermal fluctuations to the drift velocity in-
creases and the direction of the drift velocity becomes less
stable. The trends observed in Figure 5d,e show us that our
AFM instrument needs to equilibrate for about 800 s (15 min)
to reach a moderate drift velocity. Stable measurement condi-
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tions, however, are only reached after approximately 8000 s

(2 h 15 min) of equilibration time.

In addition to the drift velocities, we want to discuss the lattice
parameters derived by unDrift. Figure 6 shows histograms for
all three lattice parameters derived from all 530 images in the
session shown in Figure 5. Because of the applied drift correc-
tion scheme, we get two sets of lattice parameters for each
image. One dataset originates from drift correction with
the previous image, and the other dataset originates from
drift correction with the next image. Here, we show the
histograms of the average values calculated for each image.
Figure 6 reveals that all three experimental lattice parameters
(5.0 x 10719 m x 8.1 x 10710 m, 90°) agree with the literature
values (4.99 x 10719 m x 8.10 x 10719 m, 90.0°; [50]) within an
interval of the standard deviation (o, = 0.06 x 10710 m,
0p=0.12 x 10710 m, and oy = 1.0°) from the average value.
Moreover, these histograms give us detailed insight into the ex-
perimental accuracy of our AFM measurements. Figure 6a,b
reveals that our instrument’s distance accuracy after calibration
and drift correction is 2.5 x 107!! m. In terms of angles,
Figure 6¢ shows that the accuracy is +2°. In both cases, we used
the 20 =~ 0.95% confidence interval to determine the accuracy of
our device. Note that the measurement accuracy also depends
on the image quality, as the peaks in the autocorrelation and
Fourier transform images get less defined with decreasing
image quality. Hence, we expect the accuracy of distances and

angles to decrease with decreasing image quality.

Conclusion

We present unDrift, a versatile and powerful software for
calibration and drift correction of SPM images. unDrift
provides three different drift correction algorithms enabling the
drift correction of SPM images, regardless of their scan direc-
tion and whether they exhibit periodic structures or not. We
demonstrate the performance of unDrift in terms of image
quality and experimental conditions with three examples,

0.
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0.48 0.50 0.52

a /nm

b/nm

(c)

0.6

7

~

G
3

0.0
0.80 . 86 88 90 92 94
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Figure 6: Histograms of lattice parameters a, b, and y derived for the water structure at the calcite(10.4)—water interface based on the image series
shown in Figure 5. Experimental results are shown as bar plots, and the corresponding normal distributions are shown as lines. Results for the trace
(retrace) images are black (red). The average lattice parameters determined from these distributions are a = 5.0 x 10-19m, b = 8.1 x 10~ m, and
Y = 90° for both trace and retrace data. The corresponding standard deviations are oz = 0.06 x 10-1°m, 0, = 0.12 x 10~ m, and o = 1.0°.

1235



namely one image set with exceptionally high drift velocity, one
with only a small usable part of an image, and one with an
overall low image contrast and low signal-to-noise ratio.
unDrift handles these three situations reliably. Moreover, we
show that unDrift can be used for the fast evaluation of drift
velocities and lattice parameters in long measurement sessions
spanning several hundred images. We, thus, conclude that
unDrift can be a valuable tool in the evaluation of SPM image
data.

Supporting Information

Supporting Information features derivations of the
mathematical expressions used for the calibration and drift
correction, a description of the procedure used to derive
correction parameters as well as other technical aspects.
Moreover, the gwy files for all shown AFM images and
used analysis parameters are included in Supporting
Information Files 2-5.
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Low-energy argon ion bombardment of graphene on Ir(111) induces atomic-scale defects at the surface. Using a scanning tunnel-

ing microscope, the two smallest defects appear as a depression without discernible interior structure suggesting the presence of

vacancy sites in the graphene lattice. With an atomic force microscope, however, only one kind can be identified as a vacancy

defect with four missing carbon atoms, while the other kind reveals an intact graphene sheet. Spatially resolved spectroscopy of the

differential conductance and the measurement of total-force variations as a function of the lateral and vertical probe—defect dis-

tance corroborate the different character of the defects. The tendency of the vacancy defect to form a chemical bond with the micro-

scope probe is reflected by the strongest attraction at the vacancy center as well as by hysteresis effects in force traces recorded for

tip approach to and retraction from the Pauli repulsion range of vertical distances.

Introduction

Defects in lattices of two-dimensional (2D) materials are
considered as promising building blocks for tailoring electronic
and phononic band structures, magnetic texture, photon emis-
sion, and charge carrier concentration [1]. In addition, defects
profoundly impact, in a beneficial or detrimental manner, char-
acteristic properties of 2D materials [2].

A prominent 2D material is graphene. Intact graphene, the 2D

sp? arrangement of C atoms in a honeycomb mesh, is well

known for its appealing electronic and mechanical properties
[3,4]. However, during its epitaxial growth in surface science
experiments or its fabrication for applications, defects, that is,
deviations from the ideal 2D lattice, inevitably occur. Exam-
ples for defects are vacancies, interstitial atoms, grain bound-
aries, stacking faults or wrinkles [5-23]. Even single missing C
atoms were demonstrated to severely change electronic
[11,13,14,18], mechanical [17], and magnetic [7,8,10,12] char-

acteristics. It is therefore not surprising that the intentional
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creation of defects, which has mainly been achieved by noble-
gas ion irradiation [6,13,14,17,19,21,24], represents an opportu-

nity for systematic defect studies.

The work presented here was stimulated by the lack of experi-
mental data on the actual geometry of atomic-scale defects in
graphene. So far, scanning tunneling microscope (STM)
topographies have been claimed to be in accordance with, for
example, single-C vacancy sites. However, clear-cut evidence
for a missing C atom in the graphene lattice has remained
elusive. Therefore, in addition to an STM, an atomic force
microscope (AFM) has been used in the present study to unveil
the geometric structure of the defect sites. Surprisingly, the
smallest defect in graphene on Ir(111), which appears as a
depression in STM images and, therefore, may readily be
assigned to a single-C vacancy site, gives rise to an undistorted
graphene lattice in AFM images. In contrast, slightly larger
defects are indeed lacking the graphene atomic lattice structure
in their interior. Spatially resolved spectroscopy of the differen-
tial conductance (d//dV, I: tunneling current, V: bias voltage)
and of the tuning fork resonance frequency change (Af) further

unravel marked differences between these two kinds of defects.

Experimental

A combined STM-AFM was operated in ultrahigh vacuum
(5 x 1079 Pa) and at low temperature (5 K). Surfaces of Ir(111)
were cleaned by Ar" ion bombardement and annealing. The
epitaxial growth of graphene proceeded by exposing the heated
(1300 K) Ir(111) surface to the gaseous molecular precursor
C,Hy (purity: 99.9%) at a partial pressure of 107> Pa for 120 s
[25,26]. Atomic-scale defects were created by bombarding
graphene-covered Ir(111) with low-energy (140 eV) Ar* ions
(purity of the Ar gas: 99.999%) [27-30] at room temperature for
5 s followed by annealing (900 K, 5 min). The Ar* beam
enclosed an angle of 15° with the surface normal and exhibited
a flux of =0.01 1/(nm?%s). A chemically etched (NaOH, 0.1 M)
W wire (purity: 99.99%, diameter: 50 pm) was used as the tip
material. Tips were cleaned by field emission on and indenta-
tions into a clean Au(111) crystal and, presumably, coated with
a Au film. The tip shape was further sharpened by single-atom
transfers from the tip to the sample surface [31-36]. Topo-
graphic STM data were recorded in constant-current as well as
constant-height modes with the bias voltage applied to the sam-
ple. Constant-height scanning tunneling spectroscopy (STS) of
dI/dV was performed by sinusoidally modulating (5 mV s,
725 Hz) the dc bias voltage and measuring the first harmonic of
the ac current response of the tunneling junction with a lock-in
amplifier. For AFM data acquisition, resonance frequency
changes of an oscillating piezoelectric tuning fork sensor
[37,38] (resonance frequency: 30.5 kHz, quality factor: 45000,

amplitude: 50 pm) were mapped at constant height for topo-
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graphic images. The vertical force between tip and sample was
extracted from distance-dependent measurements of the reso-
nance frequency shift [39,40]. Topographic STM and AFM data
were processed using WSxM [41].

Results and Discussion
Scanning tunneling microscopy and

spectroscopy findings

After gentle Ar* ion bombardment, graphene-covered Ir(111)
gives rise to STM images as depicted in Figure la. The peri-
odic superstructure of depressions with a measured repeat dis-
tance of 2.59 + 0.05 nm reflects the moiré pattern that is caused
by the lattice mismatch between graphene and Ir(111), where
graphene <1 1§0> directions are aligned with <10T> directions of
the metal substrate [25,42-45]. The lozenge unit cell of the coin-
cidence lattice is depicted in the bottom inset to Figure 1a,
which shows an atomically resolved STM image of graphene.
Mounds of the moiré pattern appear as depressions, while
valleys show bright contrast at the specific tunneling parame-
ters used for the STM topograph in Figure 1a. At higher tunnel-
ing currents, a contrast inversion occurs (top inset to Figure 1a),
and mounds (valleys) appear bright (dark). A similar contrast
inversion was previously reported for different tunneling volt-
ages [42] and associated with the specific electronic structure of
graphene on Ir(111) [45]. In the present experiments, the
contrast inversion is induced by the reduction of the
tip—graphene separation. As will be shown below, the involved
junction currents correspond to a separation that is still larger
than, but close to, the point of maximum attractive force. There-
fore, a tentative rationale to the observed contrast inversion is
the increased tip—graphene hybridization compared to the far
tunneling range, which may entail a modification of the
graphene electronic structure or enhance the contribution of
substrate states to the junction current [46]. The mounds and
adjacent valleys of the moiré superstructure are characterized by
different graphene—Ir(111) stackings. Mounds of the moiré
superstructure correspond to C hexagons of the graphene lattice
residing atop an Ir atom, while adjacent valleys of the moiré
superstructure are associated with C hexagons residing atop an
hexagonal closed-packed (hcp) and a face-centered cubic (fcc)
site of Ir(111). From STM images alone, hcp and fcc valleys
cannot be distinguished, that is, the assignment in Figure 1a is
tentative. In addition to the moiré superlattice, depressions with
various sizes and shapes are visible, which are not present on
the freshly prepared graphene surface (Supporting Information
File 1, Figure S1). Therefore, the depressions are associated
with defects of the graphene lattice induced by the Ar* ion
impact. The most abundant defect types (=58% of all observed
defects) exhibit a triangular shape (top inset to Figure 1a). Type
1 (=35%, Figure 1b) appears with a laterally larger and deeper
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Figure 1: Scanning tunneling microscopy and spectroscopy of defect types 1 and 2 in graphene on Ir(111). (a) Constant-current STM image of Ar*-
bombarded graphene (bias voltage: 100 mV, tunneling current: 50 pA, size: 40 nm x 40 nm). Top inset: atomically resolved graphene lattice with
defects 1 and 2 (10 mV, 40 nA, 5.9 nm x 5.9 nm). Bottom inset: moiré superstructure with lozenge unit cell (side length: ~2.53 nm) and the atomically
resolved graphene lattice. Triangles mark different valley stacking domains with A and v tentatively marking hcp and fcc stacking, while the dot (@)
indicates the mound top site of the moiré lattice (10 mV, 5 nA, 8 nm x 8 nm). (b) Two adjacent type-1 vacancies located at an hcp (left) and an fcc
(right) position of the moiré lattice (10 mV, 55 nA, 3.6 nm x 3.6 nm). Red dashed lines approximate the defect edges (see text). (c) Single type-2
defect at an fcc valley site (10 mV, 25 nA, 2.5 nm x 2.5 nm). The gray scale (from dark to bright) covers apparent heights from 0 to (a) 190 pm,

(b) 50 pm and (c) 30 pm. (d) Series of constant-height d//dV spectra recorded at the positions marked by the colored dots in (b). The steplike feature
at ~-200 mV (dashed line) corresponds to an Ir(111) surface resonance. The solid vertical lines mark the shift of the suggested Dirac cone signature.
(e) Spectra of d//dV recorded atop the positions indicated by the orange and black dots in (c). The STS data for defects 1 and 2 were acquired with

the same tip. The spectra are shifted vertically by 0.02 nS. Feedback loop parameters prior to spectroscopy: 500 mV, 50 pA.

depression than type 2 (=23%, Figure 1c). Moreover, type-1
defects occur nearly exclusively (=100%) at valley sites of the
moiré lattice. The hcp and fcc stacking of the valley sites
defines the orientation of the triangular shape of the defect,
pointing in opposite directions at the two valley sites [24].
Defects of type 2 do not show a preferential moiré lattice site
(top inset to Figure 1a). Other defects observed in the STM
images are most likely due to Ir(111) surface impurities. These
defects exhibit different shapes and contrasts in STM images
and are already present on clean graphene-covered Ir(111)
(Supporting Information File 1, Figure S1).

Figure 1b presents a close-up STM view of the first kind of
equilateral triangular defects. The edges are oriented along the
symmetry directions of the graphene lattice. To estimate the
edge lengths, an equilateral triangle was circumscribed (dashed
lines) that continues the edges of those C hexagons of intact
graphene that are closest to the defect. A length of
0.65 £ 0.05 nm has been inferred in this manner. The apparent
depth of the defect at 10 mV is 28 £ 9 pm. The second type of
triangular defects (Figure 1c) exhibits a smaller side length of
0.46 £ 0.03 nm with the same orientations as observed for 1.
The apparent depth of type-2 defects at 10 mV is 7 + 3 pm. The

uncertainty margins reflect the standard deviation of measured

lengths of ten different defects of each type. Importantly, from
STM data alone, both triangular defects appear as depressions
with no identifiable interior structure. Therefore, they may be
interpreted as graphene vacancy sites, that is, as sites with
missing C atoms.

As shown by the spectra of dI/dV for the two defect types
(Figure 1d,e) the electronic structure differs. Atop the center of
1 (bottom spectrum of Figure 1d) two prominent signatures
contribute to the spectral data. The broad steplike variation at
approx. —200 mV (dashed line) is due to the Ir(111) surface
resonance at the T -point of the surface Brillouin zone (BZ)
[47], which is shifted toward the Fermi energy (Eg) because of
the presence of graphene [48]. The v-shaped feature with
minimum signal slightly below zero bias may be associated
with the Dirac cone at the BZ K -point. Figure 1d reveals the
spatial evolution of the spectra, which shows a gradual
quenching of the Ir(111) surface resonance signal accompanied
by a small shift toward zero bias voltage upon laterally
approaching the defect center. The Dirac cone signal shifts from
~18 mV above undistorted graphene (top spectrum in
Figure 1d) to ~~40 mV atop the center of the defect. While the
extracted energy of the Dirac point is in agreement with previ-
ously reported values from STS experiments [49-51], it is lower
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than the energy observed in photoemission experiments [52]. A
possible rationale is the locally lifted graphene in the presence
of the tip [53], which in turn decreases the charge transfer from
graphene to the metal and reduces the p-doping [52] and con-
comitantly causes a lowering of the Dirac point energy. Type-1
defects exhibit the same behavior in spatially resolved STS
measurements, independent of the moiré valley they reside at.
In contrast, dI/dV data acquired above 2 are essentially iden-
tical to spectroscopic data of pristine graphene (Figure 1e). The
lateral evolution of the dI/dV spectra hints at a markedly differ-
ent character of defects 1 and 2, which will further be explored
on the basis of the AFM results to be discussed below. They
will clarify structural aspects of the defects and help understand
the different spectroscopic properties.

Before presenting the AFM results, a comparison of the defect
spectra in Figure 1d,e with previous results obtained for atomic-
scale defects in graphene on other surfaces is noteworthy. Very
pronounced electronic resonances localized at vacancy defects
were reported for graphite surfaces [13], graphene on Pt(111)
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[14], and SiC(0001) [16]. These resonances were interpreted as
a collective excitation of the graphene 7 orbitals near the void
[54], which depends on the coupling of the C atoms to the sub-
strate surface. Therefore, the graphene—surface hybridization
plays an important role in the occurrence of this resonance.
Indeed, the resonance was not observed at all graphene defects
on Pt(111). At some sites, it was quenched because of an in-
creased interaction between the defect and the metal [55].
Therefore, the absence of a similar resonance in dI/dV spectra
of graphene defects on Ir(111) may be due to an increased
graphene—metal interaction compared with Pt(111), although
both graphene—metal hybrid structures belong to the weak-
hybridization regime [43]. Another rationale is the deviation of
the observed defects 1 and 2 from a monatomic vacancy site,
which will further be explored in the following.

Atomic force microscopy and

spectroscopy findings
Figure 2 compares constant-height AFM topographs of the
defects (Figure 2a,c) with simultaneously recorded current maps

- tip approach 7

0 300
Az (pm)

0 300
Az (pm)

Figure 2: Atomic force and scanning tunneling microscopy of defect types 1 and 2 in graphene on Ir(111). (a) Constant-height AFM image and (b) si-
multaneously recorded tunneling current map of two adjacent defects (10 mV, 3.6 nm x 3.6 nm). (c),(d) As (a),(b) for a type-2 defect (10 mV,

2.5 nm x 2.5 nm). The relevant defects in (a—d) are encircled by a dashed line. The gray scale (from dark to bright) covers changes in the resonance
frequency shift from (a) -48 to —13 Hz and (c) —36 to —18 Hz as well as changes in the tunneling current from (b) 4 to 19 nA and (d) 4 to 7 nA.

(e, f) Variation of Af with tip displacement Az (tip approach from left to right) on intact graphene (cross in (a) and (c)). The vertical arrow marks the tip
excursion used for the constant-height Af current maps in (a—d). Displacement Az = 0 defines the tip—sample distance at which the feedback loop was

deactivated above pristine graphene (10 mV, 50 pA).
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of the same defects (Figure 2b,d). The tip—surface distance for
the AFM and current maps was defined by the tip excursions
marked with an arrow in the Af traces on clean graphene
(Figure 2e,f). Tip approach, that is, the decrease of the tip—sur-
face distance, is reflected by increasing tip excursions Az (hori-
zontal arrow in Figure 2e). In Figure 2a, two adjacent defects
appear as bright protrusions, where only the encircled defect is
of kind 1. It resides at a valley of the moiré lattice (data for a
type-1 defect at the other valley site are presented in Support-
ing Information File 1, Figure S2). Its brighter contrast com-
pared to the intact graphene environment in the AFM topo-
graph indicates that the attraction of type-1 defects is consider-
ably lower than that of intact graphene at the chosen tip—sur-
face distance. In the associated current map (Figure 2b), defect
1 appears as a uniform depression without interior structure.
Moreover, the graphene lattice, which appears via the
protruding honeycomb cells in the AFM data, is distorted in the
vicinity of the defects. The rows of honeycomb cells are not

(a)
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straight and rather follow curved trajectories that are bent
towards the defect sites.

The Af map for a type-2 defect (Figure 2c) was likewise
acquired in the attractive regime (arrow in Figure 2f) where the
graphene C atoms (white dots in Figure 2c) appear with lower
contrast than the interior of the honeycomb cell [56]. Surpris-
ingly, the AFM topograph of the assumed vacancy site hints at
an intact graphene lattice (encircled area in Figure 2¢) with no
evidence of distortions, which clearly contrasts the result of the
current map where defect 2 appears as a depression (Figure 2d).

Type-1 defects were further analyzed by Af maps at different
tip—surface distances (Figure 3a—c). The underlying tip excur-
sions A—C are marked in the Af(Az) data sets obtained atop the
defect and intact graphene (Figure 3d). The latter data were
acquired at a lateral distance of a few graphene lattice constants
apart from the defect (top right cross in Figure 3a). Atop the

®E0
200 400

Az (pm)

Figure 3: Vertical probe—surface distance dependence of AFM topographies of defect 1. (a—c) Constant-height AFM images of a type-1 defect

(10 mV, 2.4nm x 2.4 nm). The tip—surface distance decreases from (a) to (c). The gray scale (from dark to bright) encodes resonance frequency
changes from (a) -75 to -35 Hz, (b) -85 to -25 Hz, and (c) —120 to 40 Hz. Superimposed dots in (b) and (c) represent positions of C atoms (blue: C
atom of intact graphene lattice; white: C atom at the defect edge; orange: missing C atom). White dashed line in (c) represents the edge of the dim rim
surrounding the vacancy (see text). Inset to (c): constant-height current map (1.4 nm x 1.4 nm) of a type-1 defect recorded at a comparable tip excur-
sion as the Af map in (c). (d) Variation Af(Az) acquired atop intact graphene (orange line, top right cross in (a)) and above the defect (gray line, central
cross in (a)). Labels A—C indicate the corresponding tip displacements for the topographic images in (a—c). The displacement Az = 0 is defined by the
feedback loop parameters 10 mV and 50 pA above intact graphene. The same tip—surface distance prior to data acquisition above the defect is
ensured by taking the apparent height difference at the feedback loop parameters into account.
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defect center, Af(Az) (gray line in Figure 3d) shows a minimum
that is considerably lower and that occurs at larger tip excur-

sions than observed for intact graphene.

At tip excursion A, defect 1 appears as a protrusion in Af maps
(Figure 3a), while the surrounding graphene lattice exhibits
lower Af contrast, which is in accordance with the Af behavior
displayed in Figure 3d. In particular, the interior of the honey-
comb unit cell is dark at this tip—graphene distance. Reaching
the tip displacement B, which slightly exceeds the Af minimum,
the formerly protruding defect turns into a depression with a
weak central protrusion. Owing to the clearly resolved honey-
comb mesh of graphene, the C atom positions can be superim-
posed as dots. The central protrusion of the Af map coincides
with the position of a missing C atom. At even smaller tip—sur-
face distances, which are well within the Pauli repulsion range
(C in Figure 3d), the graphene honeycomb unit cell exhibits
bright contrast, while defect 1 gives rise to a uniform depres-
sion without the central protrusion observed for tip excursion B.
In addition, the depression of the Af map occupies an extended
area that includes the three C atoms that are suggested to
embrace the central protrusion in Figure 3b. Therefore, Af
topographs acquired in the Pauli repulsion distance range are in-
dicative of in total four missing C atoms, that is, defect 1 is
compatible with a tetravacancy that was previously put forward
by calculations accompanying an STM experiment [24]. The
boundary of the tetravacancy is most likely lowered toward the
metal surface allowing hybridization of the unsaturated C
dangling bonds with substrate d bands. This scenario would
explain the shift of the Dirac cone signature in dI/dV spectra
from positive sample voltages for intact graphene to negative
voltages atop the defect (Figure 1d). While intact graphene on

0 200
Az (pm)

Beilstein J. Nanotechnol. 2024, 15, 416—425.

Ir(111) is slightly p-doped and exhibits the Dirac cone at ener-
gies above E [52], hybridization of the graphene defect with
the metal possibly induces electron transfer into graphene
giving rise to local n-doping and the Dirac cone below Ef. In
addition, the distortion of the graphene lattice that accompanies
the increased hybridization with the surface may explain the
dim rim of the vacancy in Af maps. The rim exhibits a hexago-
nal shape with nonuniform edge lengths (dashed lines in
Figure 3c). It is also present as a blurry fringe in STM images
(Figure 1b).

While topographic AFM data of type-1 defects hint at a tetrava-
cancy site, the actual origin of type-2 defects remains elusive.
The STS and AFM results presented here essentially exclude a
monatomic vacancy site. Spectra of dI/dV recorded atop defect-
free graphene and above defect 2 are almost identical
(Figure le), while AFM topographs show an undistorted
graphene lattice (Figure 2¢). A tentative rationale is then the
presence of an Ar'-induced Ir(111) surface defect [57].

In a next step, AFM imaging of the defects at different tip—sur-
face distances was complemented by spatially resolved Af(Az)
measurements (Figure 4). Figure 4a shows the evolution of the
total vertical force recorded along the path across a type-1
defect indicated in the inset. The vertical force F is extracted
from Af data following a previously reported algorithm [39,40].
The minima F*, which are defined by the points of maximum
attraction attained at Az* (F* = F(Az*)), shifts towards larger
tip excursions Az* and larger magnitudes |F*| upon laterally
approaching the defect center. The evolution of F* and Az*
with the consecutive positions along the path (from top to

bottom) is depicted in Figure 4b. The strongest attraction

®) [ | | |
_1 5 7‘ ................. “
® ® F* [
£ 2¢ %
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0 0.5 1 1.5
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Figure 4: Total vertical force F as a function of tip excursion and lateral evolution of the point of maximum attraction (Az*, F*). (a) Variation of F with
tip displacement Az on the indicated path across a type-1 defect. Displacement Az = 0 is defined by the feedback loop parameters prior to the mea-
surements (10 mV, 50 pA). Displacement Az* and the associated force minimum F* are indicated in one data set. Inset: AFM image of a type-1 defect
with marked spectroscopy path oriented along §1 120) (10 mV, 2.4 nm x 2.4 nm). (b) Evolution of F* (dots) and Az* (lozenges) as a function of the

distance r with r = 0 at the top side of the path

epicted in the inset to (a). Dotted lines serve as guides to the eye.
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F* ~-2.6 0N and largest tip excursion 2"~ 425 pm are ob-
served at the defect center (r = 0.78 nm). These observations
may be rationalized in terms of a more pronounced tendency of
the defect center to form a chemical bond with the tip. In the
case of defect 1, dangling C bonds are most likely saturated by
their hybridization with the Ir(111) surface. However, the prox-
imity of a metal tip may offer a preferred bonding partner. A
similar conclusion was inferred from spatially resolved force
spectroscopy across a phthalocyanine molecule on Ag(111)
whose pyrrolic H atoms had been removed. Despite the bonds
formed by the H-detached N atoms of the molecule with the
metal substrate, an increased reactivity was reported [58]. Intact
graphene on Ru(0001) was previously demonstrated to exhibit
locally different chemical reactivity on the basis of current-
versus-distance characteristics [59]. For the second kind of
defects, spatially resolved vertical-force traces are nearly iden-
tical and, therefore, do not hint at varying differences in bond
formation (Supporting Information File 1, Figure S3).

The propensity to form a chemical bond between the Au tip
apex atom and C atoms close to the center of type-1 defects is

likewise reflected by the occurrence of hysteresis loops in Af
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and [ approach and retraction traces. Figure 5 compares Af vari-
ations for tip approach (dots, Af | ) and retraction (circles, Af T )
on pristine graphene (Figure 5a) as well as on the boundary
(Figure 5b) and the center (Figure 5¢) of a type-1 defect. The
positions of data acquisition are marked in the inset to
Figure 5d. While for graphene Af | and Af T data coincide, the
Af traces for the tetravacancy exhibit a hysteresis loop in tip ap-
proach and retraction cycles. The width of the loop, defined as
0 = Az, — Az, with Az, and Az, denoting the tip excursions
where Af{ and Af T intersect (Figure 5c), varies across the
defect. Large values of & are mostly observed at the boundary
and in the central part of the proposed tetravacancy. Hysteresis
widths exceeding 300 pm with a maximum of ~330 pm were
extracted from Af cycles in these regions. Lower values of d in-
cluding vanishing hysteresis loops were mainly probed in the
interior part of the vacancy. A spatial map of J is presented in
Figure S4 of Supporting Information File 1.

For the interpretation of these observations, it is helpful to
explore the simultaneously recorded I(Az) traces (Figure 5d—f).
The hysteretic behavior that is present for Af at the defect site is
likewise observed in approach (I | ) and retraction (I T ) current

(a) Graphene (b) Defect (boundary) (c) Defect (center)
100+ approach (|) e 1 T .j r 5 1
. retraction (1) H
N [
Y
<
-100+
(d)
4 L
S 37
g 2
1 [ o))
0 200 400 0 200 400 0 200 400
Az (pm) Az (pm) Az (pm)

Figure 5: Hysteresis loops in approach (filled symbols) and retraction (open symbols) Af and / traces. Variations Af(Az) on (a) pristine graphene as
well as atop (b) the defect-1 boundary and (c) its interior. The zero of Af in (a) is marked Azy and corresponds to the point of maximum attraction. The
width of the hysteresis loop () is defined by the difference of tip displacements associated with the intersections of Af approach and retraction traces
in (e). (d—f) As (a—c), for /(Az) simultaneously recorded with Af(Az). Zero tip displacement is defined by the feedback loop parameters 10 mV and

Ip = 50 pA. Inset to (d): Constant-height Af map of defect 1 (10 mV, 1.8 nm x 1.8 nm) with indicated positions for Af(Az) and /(Az) data acquisition.
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data, albeit with a smaller width of the hysteresis loop. The
onset of deviations of I | from a uniform exponential increase,
marked Az in the inset to Figure 5f, signals the collapse of the
tunneling barrier and the formation of a chemical bond between
the tip and the surface [32,36,60,61], that is, between a Au and
a C atom. In agreement with a previous report [62], Az, ~ Az
with Az being the zero of Af 1 (Figure 5a), that is, the onset of
bond formation corresponds to the point of maximum attraction.
Importantly, at Az, ~ Az the equilibrium Au—C bond length has
not yet been reached. To this end, the tip has to be displaced
further by Az > Az to reach the energy minimum.

The hysteresis loop in Af and I data can, therefore, be rational-
ized in terms of a Au—C bond that is formed upon approaching
the tip to the defect up to the point of maximum attraction at
Az, = Azg. This bond remains intact during further tip approach
up to Az, and during tip retraction. The retraction of the tip may
be accompanied by a partial detachment of graphene from the
surface. As soon as the mechanical load surpasses the bond
strength, it breaks at Az,. A comparable scenario was put
forward previously for graphene on SiC(0001), where intact
graphene was lifted from the surface after forming a Au
tip—graphene bond and retracting the tip [63]. Hysteresis loops
in Af and I were then likewise observed. In the findings
presented here, intact graphene does not exhibit hysteretic
behavior, although one may expect a similar Au—-C bond
as proposed for graphene on SiC(0001). Most likely,
the graphene-Ir(111) coupling is stronger than the
graphene—SiC(0001) interaction and, thereby, prevents an iden-
tifiable lifting of graphene from the metal surface. The dangling
bonds of the defect, however, can form a sufficiently strong
bond with the tip apex atom. In addition, a voltage polarity
effect was not observed, which renders the involvement of cur-
rent-induced forces unlikely [64]. Another difference to the
previous report concerns the actual behavior of I { and I'T .
Within the hysteresis loop, the tunneling current during ap-
proach exceeds the current during retraction, I 4 > I T, which
contrasts the opposite order for graphene on SiC(0001). On the
basis of the experimental data alone it is difficult to identify a
rationale for this observation. Indeed, electron transport across
the junction depends on the tip—graphene and graphene—surface
hybridization [23,65]. Therefore, simulations of the non-equi-
librium charge transport across the junction are required for a

detailed understanding of the observed current traces.

Conclusion

A combination of STM and AFM experiments unravels the
nature of defects in graphene on Ir(111) induced by rare-gas ion
bombardment. Defects that are assigned to alleged monatomic
vacancy sites by STM measurements represent an intact

graphene lattice in AFM topographies. Possibly, a defect in the
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Ir(111) surface is the origin of the STM-derived contrast. The
smallest vacancy defects are represented by triangular struc-
tures with four missing C atoms. These tetravacancies reveal an
electronic structure clearly different from that of the surround-
ing intact graphene. Their interior exhibits the tendency to form
bonds with the Au probe in close proximity, which is evi-
denced by shifts of the point of maximum attraction and

hysteresis loops in force spectroscopy experiments.

Supporting Information

Supporting Information File 1

Additional data and figures.
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-37-S1.pdf]
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ultrahigh vacuum

Abstract

Non-contact atomic force microscopy (nc-AFM) offers a unique experimental framework for topographical imaging of surfaces
with atomic and/or sub-molecular resolution. The technique also permits to perform frequency shift spectroscopy to quantitatively
evaluate the tip—sample interaction forces and potentials above individual atoms or molecules. The stiffness of the probe, £, is then
required to perform the frequency shift-to-force conversion. However, this quantity is generally known with little precision. An
accurate stiffness calibration is therefore mandatory if accurate force measurements are targeted. In nc-AFM, the probe may either
be a silicon cantilever, a quartz tuning fork (QTF), or a length extensional resonator (LER). When used in ultrahigh vacuum (UHV)
and at low temperature, the technique mostly employs QTFs, based on the so-called qPlus design, which actually covers different
types of sensors in terms of size and design of the electrodes. They all have in common a QTF featuring a metallic tip glued at the
free end of one of its prongs. In this study, we report the stiffness calibration of a particular type of qPlus sensor in UHV and at
9.8 K by means of thermal noise measurements. The stiffness calibration of such high-k sensors, featuring high quality factors (Q)
as well, requires to master both the acquisition parameters and the data post-processing. Our approach relies both on numerical
simulations and experimental results. A thorough analysis of the thermal noise power spectral density of the qPlus fluctuations
leads to an estimated stiffness of the first flexural eigenmode of ~2000 N/m, with a maximum uncertainty of 10%, whereas the
static stiffness of the sensor without tip is expected to be ~3300 N/m. The former value must not be considered as being representa-
tive of a generic value for any qPlus, as our study stresses the influence of the tip on the estimated stiffness and points towards the
need for the individual calibration of these probes. Although the framework focuses on a particular kind of sensor, it may be

adapted to any high-k, high-Q nc-AFM probe used under similar conditions, such as silicon cantilevers and LERs.
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Introduction

Since the 2000s, non-contact atomic force microscopy (nc-
AFM) has established itself as a scanning probe method for the
topographical, chemical, and electrical mapping of the surface
of a sample down to the atomic scale [1-3]. When used in an
ultrahigh-vacuum (UHV) system and at, or close to, liquid
helium temperature (4—10 K, LT UHV), the method allows for
the direct characterization of individual molecules with intramo-
lecular contrast [4], opening up the field of studying on-surface

reactions [5] or tip-induced chemistry [6].

The method also makes it possible to quantify the interatomic
interaction forces that develop between the tip and the surface
acquired in spectroscopic data cube modes [7,8] with both high
sensitivity and high spatial resolution. Recently, the force sensi-
tivity has been pushed forward, and forces as low as 100 fN
have been reported on artificial atoms formed by quantum
corrals [9].

In nc-AFM, the probe, whose mechanical behavior may advan-
tageously be compared to that of a one-dimensional simple
harmonic oscillator (SHO) of resonance frequency f] (flexural
fundamental eigenmode) and stiffness k1, is sinusoidally excited
at f1 by a phase-locked loop (PLL) that also guarantees a
constant oscillation amplitude, A [10]. If the tip is far enough
from the surface, that is, at distances where the strength of the
tip—surface interatomic forces is negligible with respect to the
restoring force induced by the excitation, its resonance frequen-
cy remains unchanged, f1. When the tip is in the range of attrac-
tive interatomic forces Fi,¢(r), that is, for tip—surface separa-
tions r < 1 nm, non-linear effects modify the oscillator dynam-
ics, which shifts its resonance frequency down to lower values
}”V] < fi. The resulting frequency shift Af = /NI -f1<0is
tracked by the PLL and used as the input of the Z-controller to
form a “topographic image”, which is actually a “constant-Af”
image. Alternatively, the image can also be acquired at con-
stant height, which then forms a local Af map of the surface. Af

is expressed according to [11,12]:

27
Af (z2)= anjl y) gﬂm(ru(Z))COS(“)du» (1)

where 7,(z) =z + A{(1 — cos(u)) is the instantaneous tip—sur-
face position, and z is the shortest distance between the tip and
the surface during one oscillation cycle. Thus, if A| and k; are
properly calibrated, the interaction force may be quantified,
however, through non-trivial inversion procedures [13-16]. The
amplitude calibration in nc-AFM using the so-called constant-y
method is well documented and reasonably accurate [16-18],

even if recently reported methods seem more accurate [16].
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Conversely, it seems that the direct stiffness calibration of
nc-AFM probes in UHV and at low temperature has never been
reported. Furthermore, because the force sensitivity in nc-AFM
critically depends on the mechanical stability of both probe and
tip, it seems crucial to perform the probe stiffness calibration in
situ, that is, within the LT UHV system, by means of a non-

destructive method.

In UHV and at room temperature, nc-AFM experiments are
mostly carried out with silicon cantilevers, similar to those used
during AFM experiments in air or in liquid. Their stiffness
rarely exceeds 100 N/m. In UHV and at low temperature, the
use of cantilevers is more tedious because of the required in situ
optical detection setup. Nc-AFM experiments are then mostly
performed with quartz sensors, essentially implemented accord-
ing to two geometries: quartz tuning fork (QTF) [19] or length-
extensional resonator (LER) [20-22]. The commercial versions
of these probes are the qPlus sensor (Scienta-Omicron) [19,23]
and the KolibriSensor (SPECS) [24-26], respectively. It is
known that these sensors offer several advantages: (i) Their
large stiffness (=1800 N/m for qPlus and =540 x 103 N/m for
KolibriSensor), much greater than that of silicon cantilevers. It
prevents the snap of the tip into contact and enables the use of
small oscillation amplitudes (A| = 50 pm), which render the
probe highly sensitive to the short-range regime of interatomic
forces. (ii) Their high quality factor (Q, ~10° in a LT UHV
system), which renders the PLL highly sensitive to the frequen-
cy tracking. (iii) Their piezoelectric nature, which facilitates the
readout of the tip deflection, based on the piezoelectric charge
induced by the quartz upon oscillation through a simple 1/V, or
charge, preamplifier [27,28], as compared to the heavy optical

detection setup required for silicon cantilevers.

Nowadays, the qPlus sensor is the probe that is most commonly
used with LT UHV microscopes. This is why we focus on this
type of probe in this work. In this design, only one prong of the
QTF is fixed [19]. At the extremity of the free prong, a thin,
etched wire (usually W or Ptlr), less than a millimeter long, is
glued, which forms the tip. The tip is electrically connected to
an electrode that collects the tunneling current if scanning
tunneling experiments are to be performed along with nc-AFM
experiments. The qPlus sensors feature a resonance frequency
of f1 = 25 kHz and a most commonly reported stiffness of
1800 N/m [19]. This estimate was first proposed in 2000 [29],
following previous works [30,31], and was based on geometric
criteria of the sensor that did not consider the influence of the
added tip. Thus, this value of the stiffness reported for the early
versions of qPlus, which is still used in most of the recent works
to perform the frequency shift-to-force conversion (see, e.g., the

supplementary material of [8] and [9]), is not necessarily com-
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patible with that of modern ones. Furthermore, because the
detailed geometry of each tip is never the same (regarding, e.g.,
diameter and length), and because it cannot be glued on the
prong with high reproducibility (regarding, e.g, mass of glue
and location on the prong), the mechanical properties of each
sensor must differ in detail. Therefore, the actual stiffness of
each probe must differ and has no reason to match a particular

predefined value.

The stiffness calibration of silicon cantilevers at room tempera-
ture in air, liquid, or UHV by means of destructive and non-
destructive methods has been discussed quite extensively in the
literature [18,32-60], leading to a set of a dozen distinct ap-
proaches. A “global calibration initiative” has even been
launched by Sader [58,61]. Conversely, much less references
are available for qPlus sensors [62-67], and, among these, none
of them deals with the direct stiffness calibration of the probe in
a LT UHV system.

The goal of the present work is to propose a framework based
on thermal noise measurement to calibrate the stiffness of qPlus
sensors operated in a LT UHV system. The concept was intro-
duced by Hutter and Bechhoefer, and Butt et al. in 1993
[33,34], and was further improved by Butt and Jaschke in 1995
[35]. It is based on the measurement of the spectrum of the fluc-
tuations of the free end of the probe excited by thermal noise.
The peak of the thermal noise spectrum at the resonance fre-
quency of the probe may be related to its stiffness if the me-
chanical behavior of the probe can be modeled as that of an
equivalent SHO. Our framework combines experimental mea-
surements performed with qPlus sensors in UHV at 9.8 K and
numerical simulations of the thermal fluctuations of a SHO
under equivalent conditions. The numerical results permit to
refine the experimental strategy, which allows us to achieve an

uncertainty of 10% maximum in the calibration.

This work is inspired by, and based on, results from the
literature, but extends the scope of AFM probes stiffness cali-
bration through thermal noise measurement to very stiff
(k > 1000 N/m) and large-Q (Q > 10%) probes, such as gPlus
sensors. To this end, many theoretical and practical elements
are detailed, which usually are either not clearly stated or little
discussed in the literature because they are not salient with
softer probes, but they become crucial with very rigid and high-
Q probes in LT UHV.

Finally, we want to stress that although this work treats the par-
ticular case of qPlus sensors, the framework can be adapted to
any other kind of nc-AFM probes used in LT UHV, including
other types of QTFs, silicon cantilevers, and LERs, with the

KolibriSensor among the latter.
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The paper is organized as follows. The section “Stiffness cali-
bration methods: a brief review” briefly introduces the biblio-
graphic context of the stiffness calibration methods, restricted to
the main of our requirements. Section “Framework to the stiff-
ness calibration” details the concepts of stiffness calibration
based on thermal noise measurement, along with our assump-
tions. Section “Numerical simulations” details the numerical ap-
proach to the stiffness calibration. Section “Experimental
results” presents the experimental results, which are discussed

in section “Discussion” before the Conclusion.

Four Supporting Information files support our framework.
They contain important results from the literature and are orga-
nized to help the reader to follow our developments. Support-
ing Information File 1 reminds the most salient results of the
Euler-Bernoulli model and how it sustains the point-mass SHO
equivalence. Supporting Information File 2 reminds funda-
mental elements of signal processing applied to discrete time
signals, which include the power spectral density (PSD), a key
tool for the stiffness calibration. Supporting Information File 3
reminds the expression of the thermal noise PSD of a SHO in
thermal equilibrium within a thermostat. The PSD of the
stochastic thermal force giving rise to the fluctuations of the
SHO is derived as well, which is used in the numerical simula-
tions. Supporting Information File 4 discusses the relevance of a

digital antialiasing filter on the measured thermal noise PSD.

Stiffness Calibration Methods: A Brief
Review

This section reminds some salient results about stiffness calibra-
tion methods reported in the literature, which forms the context
of the present study.

In the following, unless specified otherwise, the word “probe”
either means a silicon cantilever or the free prong of a qPlus
sensor. The discussion is restricted to probes with a rectangular
cross section (length /, thickness 7, width w are such that [ > ¢
and [ > w) treated in the Euler-Bernoulli model of the embed-
ded beam, extensively detailed, for example, in [35] (cf. also
Supporting Information File 1). The displacement of the probe
is assumed to occur vertically (along the z axis, as defined in
Figure 1) and to be small with respect to all its dimensions
(elastic deformation only). The word “deflection” means the
displacement that takes place at the free end of the probe with
respect to its equilibrium position z = 0. Torsional effects are
not accounted for, which is justified in the section “Framework
to the stiffness calibration” (cf. subsection “Experimental
context”).

Since we focus on the stiffness calibration in UHV, we also

restrict the context to cases where the hydrodynamic function of
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Figure 1: SEM images of the type of gPlus sensor used in this work. All dimensions are estimated with a relative uncertainty of 5%. a- Side view
showing the complete geometry of the qPlus sensor. The circuitry of the electrodes is well identifiable. b- Front view of the gPlus free prong showing
the tip glued to the right-hand side. c- Magnification of the dotted rectangle shown in b-.

the fluid surrounding the probe [38], if described in the model,
plays no role.

Following Burnham’s classification [40], we essentially focus
on two categories of non-destructive calibration methods, re-
ferred to as “geometric” and “thermal” methods.

Geometric methods
Geometric methods permit to calculate the stiffness of the probe

from its dimensions and the mechanical properties of its consti-

tutive material. When the load is applied at the free end of the
probe, its static stiffness is given by:

B Ewt’

k
43

S

2

where E, w, t, and [ are Young’s modulus, width, thickness, and
length of the probe, respectively. Cleveland et al. early

exploited this concept to determine the stiffness of soft levers
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[32]. But these authors, as well as Sader et al. [38,68], also pro-
posed a calibration method of the static stiffness based on the
measurement of the unloaded resonant frequency of the probe
flexural fundamental eigenmode (f}), whose mass M ope i to
be estimated then. In this framework, the probe is assumed to
behave as an equivalent SHO; then, the static stiffness is
de*rived from f according to: ks,ji = mr (2rcfl )2. The quantity
My = e [Mprobe is the effective mass of the fundamental eigen-
mode of the probe; mpope = pwil is calculated from the density
p, thickness ¢, and plan view dimensions (length / and width w)
of the probe. The quantity . is the probe’s normalized effec-
tive mass of the fundamental eigenmode, taking the value
Ue,1 = 0.2427 for [/w > 5 [32,38] (cf. also Supporting Informa-
tion File 1). Because the experimental determination of the
length of the probe is prone to less error than that of its thick-
ness (I > t), Cleveland et al. and Sader et al. removed the thick-
ness dependence from Equation 2 and came to an equivalent
expression for ks,f]:

3
3
ke =2w(mlf}) ,/% 3

As discussed by Burnham et al. [40], for rectangular probes
with a stiffness of =1 N/m, Cleveland/Sader’s calibration

methods agree within 17% of the manufacturer’s nominal value.

In 2012, Liibbe et al. extended Cleveland/Sader’s approach to
the Euler—Bernoulli model and derived an expression giving the
static stiffness of the probe from the resonance frequency of any
of its flexural eigenmodes [51]:

3
L) 12 A
Ssfn T a6 E “4)

n

where a,, is a term occurring in functions that define the
Euler—Bernoulli model used to describe the probe oscillation. a,
is the solution of a so-called dispersion relation, written as
[35,48,49,55]:

1+cos(a,, )cosh(a, ) =0, (5)

leading to o) = 1.875, ap = 4.694, a3 = 7.864, ..., a, =
(n = 1/2)m.

The latter formalisms consider a homogeneous probe without
influence of the added mass due to the presence of the tip at its
free end (unloaded case). This added mass changes the eigen-

modes geometry, though. This results in a change of the value
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of the constant a,, of each eigenmode. Lozano et al. [49], Liibbe
et al. [51], and Yamada et al. [69] have addressed the issue of
the tip mass correction in the Euler-Bernoulli model. To this
end, an extended probe oscillation model is used [70], which
leads to a new equation for o, (loaded case), now written d., in
order to not confuse it with the solution of the unloaded case:

1+cos(&n)cosh(an)
+ 1Ly [sinh(&n )cos(&n ) —sin(&n )cosh(&n )] =0, ©

where U = myjp/mprobe is the ratio between the tip mass and the
probe mass. Hence, u must now be established before obtaining

the value of o

In their work, Liibbe et al. [51] point out that the direct stiff-
ness calibration from the probe dimensions yields values with
an uncertainty of #25% as the result critically depends on the
probe thickness, which is difficult to determine experimentally.
But the uncertainty is reduced to £7% when the measured
fundamental eigenfrequency is included in the calculation and a
tip mass correction is applied.

Thermal noise methods

Thermal methods are based on the measurement of the probe’s
thermal fluctuations when it is in thermal equilibrium within a
thermal bath [35,40,43,44,46-48,55-57,59,60,71]. The influ-
ence of thermal noise on a system has first been investigated by
Nyquist and Johnson in 1928 with electric resistors [72,73].
Their seminal work has later been formalized by the linear
response theory and the fluctuation—dissipation theorem (FDT)
[74,75], establishing a connection between fluctuations about
equilibrium and the response of a system to external forces
upon its susceptibility (or response function).

Thermal energy and probe fluctuations are linked by the
equipartition theorem, which states that the energy transferred
from a thermal bath to a dynamic system equals kg7/2 for each
of its degrees of freedom, kg being the Boltzmann constant and
T the temperature of the thermostat. Here, as discussed in
[35,48,56], the probe is described as an equivalent point-mass
SHO that features stochastic deflections of its free end along the
vertical z axis over time due to thermal noise, forming a signal

zp(®). The equipartition theorem is written as:
1 1 2
Skel =2k <Zth>’ ™

where () represents a virtually infinite time averaging. The
quantity
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is the power of the probe fluctuations (mean quadratic deflec-
tions) induced by thermal noise over time. For a qPlus sensor of
stiffness kg = 1800 N/m at T = 9.8 K, the rms deflection in-
duced by thermal noise is \/@ =~ 270 fm.

As discussed early by Butt and Jaschke [35] and explicitly
measured by others [48,55], the rigorous analysis of the ther-
mal fluctuations is to be performed in terms of modal decompo-
sition of the probe deflections over its eigenmodes. Then, the
total deflection of the probe’s free end due to thermal fluctua-
tions results from the superposition of the deflections of equiva-
lent SHOs embodying the eigenmodes of the probe, which are
assumed to be independent [49]. Because of their high quality
factors, the former assumption is particularly valid for qPlus
sensors (cf. also Supporting Information File 1). Thus:

+00

<Zt2h> = Z<Zt2h,n > (®)

n=l1

where <Zt2h,n> is the power of the thermal fluctuations of the
n-th flexural eigenmode (resonance frequency f,,, quality factor
Q,, and stiffness k,), and the summation represents all eigen-
modes of the probe. Under the assumption of thermal equilib-
rium, the thermal noise-induced deflection of each eigenmode
follows the equipartition theorem, such that:

1 1 )
Skl =3k <Zth,n>' ©)

Upon proper normalization of the solution functions of the
Euler—Bernoulli model, the modal stiffness &, of an unloaded
probe may be connected to the static one kg (or equivalently
k&fn) according to [35,76]:

4
%

ki’l
R 10
k. 12 (10

S

Thus, for the fundamental eigenmode of an unloaded probe
(o = 1.875), ky [k, =aif 12=1.03.

Combining Equation 8, Equation 9, and Equation 10 yields:

+00 +00
) | kT & 12
()= kT~ == 3 (an
n=1"n S n=l1 a’l‘l
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Equation 11 is similar to Equation 7 if the summation is per-
formed over all the eigenmodes of the probe (Z::lZ/ai =1,
cf. [35,77)).

From an experimental point of view, the number of accessible
eigenmodes (m) is limited because the detection bandwidth of
the fluctuations is restricted. Then, the relative error introduced
in the estimated static stiffness is err= ;jle/oci =
1= 12foy =1=(12/af +12/a3 +..+12/a;, ). which may
be estimated. For instance, restricting the detection bandwidth
to the fundamental eigenmode of an unloaded probe (a; =
1.875) sets m = 1 and err :1—12/(){? =~ 3%. In other words, the
modal stiffness k; of the fundamental eigenmode of an
unloaded probe exceeds the static stiffness kg by 3%, or equiva-
lently, 97% of the thermal fluctuations are due to the probe’s

fundamental eigenmode.

Equation 9 states that the measurement of the thermal fluctua-
tions of the deflection of the n-th eigenmode over an arbitrary
long time interval might allow us to derive the corresponding
modal stiffness. But this is not feasible in practice because of
measurement noise, which usually exceeds thermal noise. There
are several origins to measurement noise. For qPlus sensors,
two main noise sources may be considered: the preamplifier,
which converts the piezoelectric current of the QTF into a scal-
able voltage signal, and the subsequent analog/digital converter
(ADC), which converts the analog signal into a digital signal to
be processed by the digital control unit of the microscope. It is
difficult to quantify the strength of those sources with respect to
that of the thermal noise based on the time trace of the fluctua-
tions as it gives no idea on how the noise is spectrally spread
within the system. This is why the analysis of noisy signals is
rather performed from their PSD. The PSD S,(f) of an analog
signal z(z) featuring thermal fluctuations with measurement
noise is defined according to:

<22>= T S, (f)dr.

—00

(12)

It is also usually assumed that thermal noise and measurement
noise are uncorrelated. Thus, noting the power of the measure-
ment noise:

13)

the power of the measured thermal noise probe deflections is
such that:
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(14)

The power of the thermal fluctuations without measurement
noise is ultimately given by integration of a quantity we name
the thermal noise PSD (tn-PSD) Szth(f), according to:

<Zt2h> = _]iSZm (f)dr = i[Sz ()-8, (£)]dr- as)

Technically, the PSD is defined from the Fourier transform Z (f)
of the time trace of the signal z(¢) forming the Fourier pair

z(t) = z(f), according to:

. 1
lim —
T,,—» Tw

()

S.(f)= (16)

Thus, if the measurement noise PSD S;_ (f) is quantified, the
quantity <zt2h> depicting the thermal fluctuations of the probe
can be estimated from the measurement of S,(f) (Equation 15)
and, thus, also the probe stiffness (Equation 7).

Because the Fourier transform is intrinsically two-sided (f € R),
the integration in Equation 12, Equation 13, and Equation 15
spreads from —ow to +oo. The two-sided representation of the
DFT forms a strict, self-consistent, mathematical background;
however, in the case of the PSD, its one-sided representation is
preferred (f € [0;+oo[). In addition, the observables that are
measured from stochastic signals usually relate to rms values
(e.g., Vims)- It is therefore preferable to express their corre-
sponding PSD from the rms value of their Fourier transform.
Supporting Information File 2 explicitly details the connection
between the two-sided expression of the PSD and that of the
one-sided rms PSD (cf. Supporting Information File 2,
Equations S14 and S15). In the following, we will only use the
spectral expression/representation of the one-sided rms PSD of
the signal zy,(f), which is defined for f > 0 only. Unlike in Sup-

”

porting Information File 2, the “rms” superscript will be
systematically omitted in the notations in order to lighten them,

but it is maintained in the units.

A large part of the thermal fluctuations stems from the probe’s
fundamental eigenmode. Thus, it is interesting to compare
Sz, () to the formal expression of the one-sided rms tn-PSD of
an equivalent SHO (resonance frequency f}, quality factor Qy,
and stiffness k), which is established in Supporting Informa-

tion File 3 (cf. Equation S8). This quantity is written as:
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The function exhibits a resonance for f = f| (u = 1), and then:

_ 2kgTQ

18

Equation 15, Equation 16, Equation 17, and Equation 18 form
the analytical framework for the analysis of the thermal fluctua-
tions, which ultimately allows for the probe stiffness calibra-
tion from Equation 7. They are used according to three method-
ological approaches, which all are reported in the literature:

* Method 1: <Zt2h> is derived by integration of the tn-PSD
Szth(f) (Equation 15), that is, the as-measured thermal
noise PSD S,(f) corrected from its measurement noise
Sz (- S:(f) may either be measured with a properly
calibrated spectrum analyzer or derived from the Fourier
transform of the time trace of the thermal fluctuations
(Equation 16) [48]. Depending on the acquisition band-
width, kg may be estimated from Equation 10 or
Equation 11.

* Method 2: The stiffness of the probe’s fundamental
eigenmode k| may as well be fitted from S, (f) from the
tn-PSD of the SHO (Equation 17) [56], provided that (i)
the probe’s mechanical behavior satisfactorily compares
to that of an equivalent SHO, and (ii) resonance frequen-
cy f1 and quality factor O of the probe are known. Then,
ks may be derived from Equation 10.

* Method 3: k| may be directly estimated from the
maximum of Sz, (f) (Equation 18) [40], provided that f}
and Q are known. Then, ks may be derived from
Equation 10.

These methods all require a good estimate of the measurement
noise PSD S,

uncertain (cf. hereafter).

o (), otherwise the estimated stiffness will be

Other non-destructive methods

Finite element method (FEM) modeling has been applied suc-
cessfully to calibrate the stiffness of both silicon cantilevers
[59,76,78-82] and qPlus sensors [18,65]. For qPlus sensors,
however, FEM does not offer a generic approach. Indeed, as
presented in the Introduction, the fact whether the sensors are
custom-made or commercial, the tip shape (nature, diameter,
and length of the wire), the precise location where it is glued on
the free prong, along with the nature and quantity of glue used
to hold the wire, imply a large range of geometric parameters,

which ultimately influence the resulting stiffness of the probe.
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Falter et al. pointed out this issue [65], and the authors outlined
the urge of stiffness calibration for each sensor. The main
conclusion of their FEM modeling shows quantitative agree-
ment with the beam formula (Equation 2) if the beam origin is
shifted to the position of zero stress onset inside the tuning fork
base; however, there was a systematic overestimation of the ex-
perimental stiffness due to the tip gluing geometry.

In the 2000s, Rychen et al. proposed an approach to the calibra-
tion of the modal stiffness of QTFs used below 4.2 K and at
5 mbar [62,63]. The method is based on the measurement of the
admittance of the piezoelectric current produced by the fork
upon oscillation. The authors fitted that quantity with a Butter-
worth—Van Dyke-type electrical equivalence, and they put in
relation the fitted electrical parameters with those of an equiva-
lent mechanical SHO. This approach is valuable as it is per-
formed in situ (however here not in UHV) and is non-destruc-
tive. However, it requires the precise knowledge of the piezo-
electric constant of the quartz, and, with current qPlus designs,
it was shown that the Butterworth—Van Dyke equivalent circuit

failed at describing all their features [83].

Framework to the Stiffness Calibration
Methodology

Our experimental results are interpreted with the help of numer-
ical simulations, but experimental and numerical approaches

rely both on the same methodology.

Our framework to the stiffness calibration consists in process-
ing the time trace of the qPlus thermal fluctuations to extract the
quantity <zt2h>. To this end, the time signal of the thermal fluc-
tuations including, or not (in the case of numerical simulations),
measurement noise, is acquired over a windowing duration T,.
This process is repeated to form a statistic set of M time traces
of the fluctuations (Mexp 2 500, My 2 60). Then, the properly
normalized one-sided rms PSD spectrum of each trace is calcu-
lated. The M rms PSD spectra are ultimately averaged resulting

in a single final spectrum.

The value of the stiffness is then deduced according to the
methods 1-3 described before. However, as discussed in detail
by Cole [46] or Sader et al. [53], in the case of noisy signals like
the tn-PSD, the use of non-linear least-squares fits, such as
those required in method 2, is problematic. Their convergence
and the accuracy of the fit coefficients may depend on type of
noise, type of fit functional, minimization algorithm, and num-
ber of coefficients to fit along with their boundary conditions
and may lead to erroneous results. Because some of these diffi-
culties were faced when processing our data, we do not use
method 2 for the experimental stiffness calibration and restrict

the analysis to methods 1 and 3.
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Experimental context

The experimental results presented in this work have been
acquired with a closed-cycle UHV SPM Infinity microscope
from Scienta-Omicron, operated at 9.8 K. We use commercial
qPlus sensors purchased from Scienta-Omicron.

Scanning electron microscopy (SEM) pictures of one of these
probes are shown in Figure 1. SEM analysis was performed
with a Zeiss GeminiSEM 500 ultrahigh-resolution FESEM at
15 kV. Secondary electron detection was used for imaging. At
15 kV, the resolution is 0.6 nm. Energy-dispersive X-ray spec-
troscopy (EDS) chemical analyses have been performed too, for
which an EDAX Octane Silicon Dri Detector (129 eV energy
resolution for manganese) coupled to the SEM was used at
15 kV. A large side view (cf. Figure 1a) shows the overall probe
geometry. The qPlus sensors we use feature QTFs whose prong
geometry is asymmetric. The sensor is glued by means of an
insulating epoxy glue (white areas) on a massive metallic
holder, not visible in the figure, that is mechanically clamped
into the scanning piezo featuring a ring electrode for mechani-
cal excitation. The QTF surface features a set of three metallic
electrodes evaporated on it. Their chemical composition has
been characterized by EDS as consisting of a =200 nm thick
layer of Au on a thinner chromium layer to favor the adhesion
and wetting of Au. The massive electrode is for grounding. The
two thinner ones, running along the free prong, are for the
piezoelectric current and tunneling current readouts. The free
prong is [ = (2045 + 100) um long. The tip, indicated at the end
of the free prong, consists of a W wire that is 50 pm in diame-
ter, better visible in Figure 1b. It is glued with a conducting
epoxy, visible in the pictures, on the side of the free prong, near
its end. With this asymmetry, oscillations due to the first
torsional eigenmode of the qPlus sensor might occur and
perturb the detection of the thermal motion due to the first
bending mode. However with regular QTFs, the first torsional
eigenmode is expected to be above, or near, our sampling fre-
quency of =155 kHz [84] (cf. subsection “Acquisition parame-
ters of the thermal fluctuations as a discrete time signal”). The
torsional resonance is, therefore, far away from our considered
frequency range, and torsional effects should not influence, to a
large extent, our measurements. The W wire has been cut at the
top end and etched at the bottom end to form the tip. One can
estimate its height as that of an effective cylinder, as indicated
in the picture, & = (574 + 30) um. However, this quantity is only
representative of this particular qPlus sensor and is expected to
vary from one sensor to another. The free prong has a width
w = (132 = 7) um and a thickness ¢ = (222 * 12) pum, as
measured from Figure 1c, which is the magnification of the
dotted rectangle shown in Figure 1b. From these geometric
quantities, the estimated static stiffness of the probe (cf.
Equation 2) is kg = (3322 = 1270) N/m. To get this value, we
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have considered Young’s modulus and density of quartz,
E = (78.7 £ 1.6) GPa and p = (2.65 = 0.06) x 103 kg-m™3, re-
spectively. It is also reminded that Equation 2 does not include

the contribution of the tip.

The gPlus sensor is assumed to be in thermal equilibrium at
T = 9.8 K. The temperature is measured within the head of the
microscope by a Si diode and readout by a Lakeshore 335
Controller. The microscope being in closed-cycle has been ther-
malized at that temperature for several weeks. A HQA-15M-
10T charge preamplifier from Femto collects the piezoelectric
current generated by the qPlus sensor [28] and sends the pream-
plified signal into a Nanonis OC4 oscillation control unit for
digital conversion and a Nanonis Mimea SPM control system
from SPECS for processing this signal. An analog low-pass
filter in the OC4 acts as an antialiasing filter before digital
conversion by an ADC. It is implemented as a third-order
overall Butterworth filter with a Sallen—Key topology and with
a fixed cut-off frequency of 5 MHz, meaning that dampening is
60 dB per decade. There is no additional filter in the analog
part, and there is no antialiasing filter in the digital domain.
Before thermal noise measurements, the qPlus deflections are
accurately calibrated into metric units with a custom-made
script implemented in the Nanonis MIMEA control unit that
performs the constant-y calibration procedure of the oscillation
amplitude in nc-AFM mode [16-18]. The accuracy of the cali-
bration is cross-checked in STM mode, which guarantees an

accuracy of 5% in the amplitude calibration.

A dedicated software data acquisition module implemented by
SPECS into the Nanonis MIMEA control software is used to
acquire the My, time traces of the signal z(7) featuring the ther-
mal fluctuations of the qPlus sensor and to process them accord-
ingly to yield the averaged rms PSD spectrum of the thermal
fluctuations (cf. subsection “Acquisition parameters of the ther-
mal fluctuations™).

Because Mexp = 500 time traces are acquired, lasting Ty, = 50 s
each (cf. also subsection “Acquisition parameters of the ther-
mal fluctuations”), the total acquisition lasts a couple of hours.
In order to lower the parasitic noise level, these measurements
are carried out overnight. The protocol might seem long and
demanding, but it is the properties of the qPlus sensor that
constrain one to drastic acquisition parameters. In 2013, Liibbe
et al. had already come to the same conclusion in the case of
silicon cantilevers in UHV at room temperature [56]. To over-
come the drawback of the acquisition duration with high-Q
probes, they introduced a quick and efficient alternative method
based on the spectral analysis of the frequency shift detected by
the PLL. If their concept was transposable to the case of qPlus

sensors without loss of accuracy in the calibration, which is not
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established so far, it would be an advantage over the current
method.

During the thermal noise measurement (S,(f)), the qPlus sensor
is located far from the sample such that no interaction force
may develop between tip and surface. All inputs to the micro-
scope are grounded (e.g., high voltage lines of the X, Y, and Z
scanner, coarse motor, and bias). The tunneling current readout
is also grounded. It is also made sure that no parasitic external
noise source (mechanical or electrical) adds to the measure-
ment. The measurement noise PSD (Szmn (f)) is recorded under
similar conditions, except that the input of the charge amplifier
is not connected and let open (qPlus sensor not connected). The
acquisition parameters of S;(f) and S;__(f) are detailed here-

after.

The qPlus sensor seen as an equivalent
SHO

As with many other results dealing with that topic, a central
assumption of this work is that the mechanical behavior of the
gPlus sensor may be described by that of an equivalent SHO of
resonance frequency fi, quality factor O, amplitude at the reso-
nance A, and stiffness k. The relevance of that approximation
is verified by recording the resonance curve around f; and
checking to which extent the measured amplitude A(f) and
phase ¢(f) can be fitted by the SHO model for large quality
factors (cf. section “Experimental results”, subsection “Equiva-
lent SHO”):

A(f)= 4
5 2 2 2
ST
¢( f)=arctan ﬁ

Doing so, f| and Q; will be determined accurately. For the sake
of the forthcoming discussions, we use typical orders of
magnitude for qPlus sensors operated in LT UHV, namely
f1 =25 kHz and Q = 2 x 10°.

Acquisition parameters of the thermal
fluctuations as a discrete time signal

The concept of PSD applied to the measurement of thermal
fluctuations was introduced by assuming a continuous, that is,
analog time signal. But on the experimental level, the thermal
fluctuations are meant to be processed by the Nanonis MIMEA
control unit, which is based on a digital FPGA architecture,
such that the signal is ultimately discrete in time and of finite

duration Ty,. Let us assume the signal to be sampled with a
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period Ty, that is, a sampling frequency f; = 1/T, yielding a

buffer of N samples. The windowing duration is then:

N
(20)

In UHV and at low temperature, the qPlus sensor’s thermal
fluctuations stem from stochastic phonons of the quartz in ther-
mal equilibrium with the thermostat at the energy kg7. The
phonons excite the qPlus sensor and statistically repeat over
time with a frequency spectrum yielding a thermal noise rms
PSD described by that of an equivalent SHO (Equation 17). The
spectrum conceals the mechanical properties of the SHO and
exhibits a resonance at fj. Thus, stochastic phonons with
frequencies at, or close to, the SHO resonance frequency,
produce long-standing oscillations, particularly if the SHO’s
quality factor is large, which is the case with gPlus sensors. It is
therefore mandatory to acquire the thermal fluctuations over a
duration window T, that is much larger than the intrinsic equili-
bration time of the SHO defined as | = 2Q/f, hence, Ty, > 1.

With the orders of magnitude that were chosen above, 1] =~ 16 s.

Furthermore, setting 7, implicitly means setting 0f, that is, the
frequency resolution 0f of the rms PSD spectrum:

fi 11
8 = —= = —
f NONLT, 1)

Therefore, the problem is to determine a correct value for of that
must satisfy df « tfl. With our parameters, 0f « 60 mHz. We
arbitrarily set §f = 20 mHz, that is, Ty, = 50 s. According to
the definition of the quality factor, the SHO bandwidth is
wr = f1/0, that is, here wy = 125 mHz. Thus, it is essential to
have at least =7 samples within the wy bandwidth around f; in
the tn-PSD.

On the hardware level, the analog signal of the qPlus deflec-
tions is sampled at the maximum rate imposed by the MIMEA
control unit, fg max = 40 MHz, resulting in a Shannon-Nyquist
frequency of 20 MHz. At that frequency, because of the analog
antialiasing filter, the digital signal provided by the ADC is
dampened by 36 dB. However, fg max is not the sampling
frequency used to perform the thermal noise analysis, as
Tw = 50 s would imply a too large buffer of samples to handle
(N = Tyfsmax = 2 % 10%). Therefore the discrete time signal
is downsampled at f; while making sure that f; fulfills the
Shannon—-Nyquist sampling theorem fg > 2f;. To limit memory
usage on the hardware, the maximum buffer size is limited to
N = 8,388,544 samples. Thus, because f| = 25 kHz, we set fg =
156.250 kHz (T, = N/fs = 53.6 s). This results in an acquisition
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bandwidth of the thermal fluctuations of By = f/2 = 78.125 kHz.
Note that, because the second flexural eigenmode features a
resonance frequency f, = 6.27 f] = 156.750 kHz > f/2, the cor-
responding discrete time signal will be downsampled and,
hence, not properly detected. Therefore, our framework to the
stiffness calibration restricts the detection bandwidth of the
gPlus sensor’s thermal fluctuations to its fundamental eigen-
mode. It is reminded that no additional digital filtering that
might act as an antialiasing filter is used for the acquisition of
the thermal noise (cf. section “Numerical Simulations”, subsec-

tion “Ideal case: no measurement noise”).

To summarize, for qPlus sensors operated in LT UHV, typical
sampling parameters of the discrete time signal of the thermal
fluctuations are: Ty, = 53 s, fg = 156.250 kHz, T = 1/fy = 6.4 ps,
df = 19 mHz, yielding a buffer of N = 8.4 x 10° samples.

Numerical Simulations

The simulation of AFM experiments affected by stochastic
noise and its consequences on the statistics of the PSD has been
addressed by Labuda and coworkers [85,86]. Specifically, the
authors use inverse Fourier transform for generating time-
domain stochastic noise directly from a numerically defined
PSD of stationary noise. The method is valuable as the defined
PSD may, for example, be fitted from an experimental measure-
ment.

Our approach is the opposite. We simulate the time trace of the
thermal fluctuations and derive the tn-PSD consistently via
direct discrete Fourier Transform. Our framework restricts the
experimental detection bandwidth of the qPlus sensor’s thermal
fluctuations to its fundamental eigenmode. However, the nu-
merical description of the qPlus sensor’s mechanical behavior
must be as accurate as possible. As already mentioned, the
Euler—Bernoulli model accounts for the probe deflection from
the superposition of the deflections of each of its eigenmodes
described as independent SHOs. With our computational means
however, it is unrealistic to describe a too large number of
eigenmodes presenting high-Q factors. To gain computational
time, we restrict the numerical analysis to the first three eigen-
modes of the qPlus sensor (n = 1-3). Furthermore, we do not
account for the influence of the tip (m)p = 0). The as-calculated
values of the set (f;,, Oy, k,,) are reported in Table 1. We chose
for (fi, Q1, k1) the values (25 kHz, 10°, 1800 N/m). The values
of f» (f3) and k, (k3) are given by Equations S9 and S10 of Sup-
porting Information File 1, respectively, with a, given by
Equation 5. As for O, and Q3, there are few results in the litera-
ture on how they are expected to vary in UHV. Usually, the
quality factor decreases with n (cf. [87] and silicon cantilever
PS5 in [56]). We therefore have set arbitrary values following
that trend. The simulated temperature is 9.8 K.
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Table 1: Values of f,, Q,, and kj, for the first three eigenmodes of the simulated gPlus sensor. We only set the values of the fundamental eigenmode

(n = 1), the others are derived from the corresponding equations.

Eigenmode o () fn (kHz)

(n) (Equation 5) (cf. Supporting Information File 1,
Equation S9)

1 1.875 25.000

2 4.694 156.680

3 7.864 438.650

We first consider the ideal case where there is no measurement
noise and then introduce measurement noise, whose characteris-

tics reproduce those of the experimental noise.

ldeal case: no measurement noise

Assuming Fy, ,(¢) to be the instantaneous value of the thermal
force applied to the qPlus sensor’s n-th eigenmode, the corre-
sponding instantaneous deflection zy, ,(¢) obeys the classical

second-order differential equation for the SHO:

. o, .
My Zihn (t)+ my, Q_nzth,n (t)"’_knzth,n (t) = Fth,n (t)’ (22)
n

where w, = 2rf, and m,, = k,, / mi are the resonance angular fre-
quency and mass of the equivalent SHO representing the n-th

eigenmode, respectively.

The thermal noise is simulated as stemming from a random sta-
tionary process, a reasonable assumption for thermal noise.
Then, the FDT states that the thermal force inducing thermal
fluctuations of each eigenmode is normally distributed with a
rms standard deviation given by (cf. Supporting Information
File 3, Equation S11):

/Zk Tk
Fth,n(t)z TCS fn Bs,maxs
nJn

where Bg max = fs max/2 is the acquisition bandwidth of zy, (7). It

(23)

is important to notice that B n,x is not to be confused with B,
which was described as the experimental acquisition bandwidth
of the thermal fluctuations. Here, Bg may is the acquisition band-
width of the numerical signal z, ,(f), which describes the in-
stantaneous deflection of the qPlus sensor, that is, a continuous
time signal, whose experimental counterpart is sampled by the
control unit at a maximum rate fs nax = 40 MHz, as already
mentioned.

With our computational means it is not possible to account for

such a large sampling frequency. We, therefore, have restricted

Qn () kn (N/m)
(cf. Supporting Information File 1,
Equation S10)

10° 1800

50 x 108 70 703

25 x 108 554 150

it to an integer multiple of fy = 156.250 kHz, namely fsn;r:x =
20 X fg = 3.125 MHz. Thus, Equation 22 is integrated with
a Runge—Kutta 4 scheme by using a sampling period

smin = 1/ Simax = 320 ns, embodying the discrete time signal
processed by the control unit for thermal noise analysis. We
have noticed that the relevance of Runge—Kutta methods to
solve stochastic differential equations seems debated [88,89];
however, at our level, this algorithm was found to be more
accurate than the Symplectic Euler or the Verlet (Leapfrog)

algorithms (data not shown).

Consistently with the estimated acquisition parameters, we
simulate a window duration Ty, = 60 s. Because the three SHOs
are independent, the total deflection of the qPlus sensor is given
by:

Zth (f)ZZth,l (t)+Zth,2(t)+Zth,3 (f) (24)

An example of a single simulated time trace of zy,(¢) is reported
in Figure 2, along with the stochastic force (first eigenmode
only). The thermal force histogram exhibits a normal distribu-
tion with a rms standard deviation given by Equation 23. The
corresponding probability density function (cf. Supporting
Information File 3, Equation S12) is shown in black.

A set of M, = 64 time traces of z(¢) is thus calculated. Then,
each trace z(¢) is downsampled with a rate r = f max/fs = 20
to form a signal z4(¢) of duration Ty, = 60 s sampled at f; =
156.250 kHz. This results in a thermal noise acquisition band-
width Bg = fi/2 = 78.125 kHz, consistent with the experimental
conditions.

A typical spectrum is reported in Figure 3a in the spectral range
[0;B,] (black curve). A zoom around f; = 25 kHz (spectral range
[24.987 kHz; 25.013 kHz]) is shown in Figure 3b. The curve
exhibits a pronounced resonance, representing the resonance
frequency of the first eigenmode of the simulated qPlus sensor
with Q; = 10°. The continuous red curve is the theoretical

tn-PSD calculated with Equation 17. Around the resonance, the
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Figure 2: a- Time trace of the simulated thermal force for the first eigenmode displayed over an arbitrary duration of 12 s. b- Corresponding histogram
and probability density function showing its normal distribution (thick black curve). c- Corresponding time trace of the fluctuations of the simulated

qPlus (superposition of the first three eigenmodes, cf. text).

agreement between both curves is excellent. Deriving the stiff-
ness according to method 1 (PSD integral over the range [0;B;],
et = 1750 N/m. Method 2, using
. . . . (2 .

Equation 17 as fit functional, gives kl st = 1765 N/m, while
method 3 gives S, (/= /i)=1.900x10%> miy/Hz, that is,
kl(?st = 1813 N/m. The results are gathered in Table 2. The
relative error is less than 3% with respect to the nominal value

k1 = 1800 N/m, regardless of the method.

Equation 15) gives kl1

In addition to the resonance peak at fj, the black curve in
Figure 3a exhibits two additional unexpected peaks, resembling
resonance peaks, at f, =~ 433 Hz and f;, =~ 31.7 kHz. However,
their magnitudes are by several decades smaller than that of the
f1 peak. These peaks are aliases of the eigenmodes 2 and 3 of
the qPlus sensor due to spectral aliasing within the band [0;B;].
The spectral aliasing is also responsible for the discrepancy be-
tween the simulated tn-PSD and the theoretical tn-PSD of the
SHO in the low-frequency part of the spectrum, which is dis-
cussed in Supporting Information File 4, along with the influ-
ence of an additional digital antialiasing filter.

Influence of measurement noise

The experimental data are subject to measurement noise. To
assess how it might influence the stiffness calibration, two types
of measurement noise sources that embody the experimental
measurement noise are introduced in the simulations. The first
one is white noise featuring a constant rms PSD spectrum,
Sgg])n. The second source has a 1/ rms PSD spectrum, ngn(f).
For n = 1, one has a regular 1/f noise. The discussion is carried
out with the theoretical tn-PSD of the SHO (Equation 17), and a

0 1 2 3 4

10 10 10 10 10
frequency (Hz)

25000 25010

frequency (Hz)

24990

Figure 3: a- Simulated tn-PSD spectrum at 9.8 K (spectral range
[0;Bs]) for the gPlus sensor whose mechanical parameters are given in
Table 1 (black curve). The resonance peak due to the fundamental
eigenmode (fy = 25.000 kHz) largely dominates the tn-PSD. The theo-
retical tn-PSD for the SHO is displayed in red. Additional peaks (f; and
fp) stemming from eigenmodes 2 and 3 are visible because of spectral
aliasing, which also explains the discrepancy with respect to the SHO
tn-PSD (cf. text). b- tn-PSD displayed in the spectral range +15 Hz
around fy (simulated data: black curve, SHO tn-PSD: red curve).
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Table 2: Calibrated stiffness using methods 1, 2 or 3. The number of
averaged time traces is M,ym = 64 in each case. The estimated stiff-
ness is in excellent agreement with the nominal value.

. n
Method Nominal k4 k1(,elt
(n) (N/m) (N/m) (rel. err.)
1 1800 1750 (-2.8%)
2 1800 1765 (-1.9%)
3 1800 1813 (+0.7%)

similar acquisition bandwidth By = 78.125 kHz is considered.
Then, the total rms PSD of the system is written as:

S.(f)=Ssuo (/)+S (/) (25)
where:
oo () = 5(1) +S£;)n (/)= S(,:) +%~ (26)

To make the discussion relevant, the numerical parameters
defining Szmn(f) are those deduced empirically from the experi-
mental PSD (cf. section “Experimental results” and Figure 6),

namely:

1.1x10720

S, (f)=3.765x107%" + 16

Zmn

@n

As for Sspo(Ps (i, Q1. k1) = (25 kHz, 10°, 1800 N/m). The cor-
responding spectrum is reported in Figure 4a.

According to method 1, we first make sure that

W) kT _ kg T
,€8 B,
<Zt2h> Io s [SZ (£)-S. (f)]df
kT @8)
Ifs Sswo (/) df

accurately leads to the nominal value kl(le)St =1800 N/m.

Practically, the measurement noise PSD may be difficult to
account for with a functional as simple as Equation 27. This is
why, in the literature, the stiffness may also be found to be esti-
mated by integration of the PSD within a restricted bandwidth

around the resonance [48], where its behavior is easier to
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Figure 4: a- Numerical tn-PSD including measurement noise displayed
in the range [500 Hz;Bg]: S;(f) = SsHo(f) + Sz (f) (black curve). The
measurement noise PSD, Szmn(f), is displayed as a dotted blue curve
on top of S;(f), except at the resonance. The numerical parameters are
given in the text. S, (f) is built as the superposition of a constant
background S;?n)n (dotted orange curve) and a 1/f"-like contribution
Sgr)m(f) = K/f" (dotted purple curve). Here, n = 1.6 to match with the ex-
perimental PSD (cf. text). A 1/f component has been displayed as a
guide to the eye (dotted green curve). b- Zoom in the spectral range
+B/2 = +30 Hz around f;. The theoretical PSD of the equivalent SHO is
overlaid (red curve). In that area of the PSD, the noise floor may be
estimated from the value of S, (f1 — B/2) (blue circle). c- Estimated
stiffness upon integration of (i) S,(f) - Sz, (f) (black curve),

(i1) S2(f) = Sz (1 - B/2) (blue curve), and (iii) S(f) - S, (orange
curve), for an increasing bandwidth around f1. The nominal stiffness is
k1 = 1800 N/m. d- Corresponding relative errors.

describe. In the mentioned reference, however, the authors state
that they compensate for the finite integration range, but with-

out detailing how. We hereafter propose an analysis of the in-
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fluence of a finite PSD integration range on the stiffness cali-
bration.

In a £30 Hz wide area around f}, the PSD noise background
looks flat (cf. Figure 4b), as if the measurement noise only con-
sisted of a constant, that is, white background noise. This effect
essentially stems from the high Q value of the qPlus sensor,
which imposes a weak bandwidth wy = f1/Q1 = 125 mHz around
f1, over which the 1/f" attenuation, with our parameters, is
barely visible. To assess how much the estimated stiffness is
sensitive to the PSD integration interval, we derive the stiffness
upon integration of the quantity S,(f) — Sz (f) over an increas-
ing bandwidth B around f| according to:

(1) gy~ 8T _
kl,est (B) - <22 > - fi+B/2
th Ifl—B/2

kT
[S.(1)-S.,, (1)]or

" (29)

The result is reported in Figure 4c (black curve). The estimated
stiffness fits to better than 2% with the nominal value as soon as
the integration bandwidth is larger than B/2 = 5 Hz (cf.
Figure 4d, black curve).

Then, we assess how much the estimated stiffness is falsified if
only a constant background is subtracted from S,(f) instead of
Sz, (), regardless of the PSD power-law dependence at low
frequencies. Following the same methodology, the estimated
stiffness is derived for two cases, namely by integration of
1) S:(H - Sgg% (removal of the white noise only, cf. orange
curve in Figure 4c), and (ii) S, (f)—[s§§; + ngn (A —B/2)}
(removal of the white noise and the 1/f" noise, but
the former is estimated at f = f; — B/2; here
S.(fi—B/2)=4.785x10"2 m2,, /Hz, cf. blue curve and
blue circle in Figure 4c). The accuracy of the estimated stiff-
ness remains excellent by integration of the quantity
S.(f) —[Sgg)n + ngn (A —B/Z)} and nearly equal to that ob-
tained upon integration of S,(f) — Sz__(f) (black vs blue curve in
Figure 4c) up to B/2 = 30 Hz. Conversely, Sggl)n underestimates
the background noise in the area around f; such that the integra-
tion of the quantity S,(f) — Sgg; yields a largely underestimated
stiffness value (orange curves in Figure 4c,d).

In summary, this section has proven that the stiffness of a qPlus
sensors may be accurately calibrated by integration of the
tn-PSD in a restricted bandwidth B around f}, provided that
(1) S,(f) presents a homogeneous background measurement
noise without parasitic peaks within B, (ii) B is much larger than
the equivalent SHO bandwidth wy, and (iii) S.(f) is corrected
from the measurement noise, whose spectral dependence has

been estimated over B or corrected from a constant measure-
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ment noise estimated nearby f;; however, depending on how the
constant background is determined, that former approach is less

accurate.

Experimental Results

The experimental stiffness calibration was performed with two
distinct qPlus sensors, referred to as qPlus 1 and 2 in the
following. For qPlus 1, the tip was removed so as to reproduce
the behavior of a perfectly free prong, which allows us to
benchmark the thermal noise measurement method on two
probes with expected distinct mechanical behaviors.

Equivalent SHO

In order to assess whether the mechanical behavior of the qPlus
sensor reasonably compares to that of a SHO, several reso-
nance curves (fundamental eigenmode) were measured for both
qPlus sensors with decreasing excitation amplitudes (cf.
Figure 5). Each curve is fitted with Equation 19 (amplitude de-
pendence only), from which the resonance frequency fj, the
resonance amplitude A, and the quality factor Q| are deduced.
A constant background, Apy,, has been added to Equation 19 to
account for the noise floor. A set of four coefficients is there-
fore ultimately used for the fits, namely Ay, Q1, f1, and Apkg.
The fits are performed by means of the software Igor Pro from
Wavemetrics®. For the non-linear least-squares fit process used
here, Igor uses the Levenberg—Marquardt algorithm looking for
the minimum value of chi-squared. The confidence interval for
the fit coefficients is set to 99%. The residual of each fit, A, is
built according to A = Aex(f) — Afi(f). Doing so, we not only
want to measure these parameters while estimating the fit
quality, but also want to verify whether the qPlus quality factor
is independent from the excitation amplitude (Aqxc), as ex-
pected in the SHO model. Since the thermal noise measure-
ments are performed without mechanical excitation of the qPlus
sensor and its quality factor is required to perform the stiffness
calibration (methods 2 and 3), this value must reflect an
intrinsic property of the probe. We name that quantity Ql* . The
quality factor used to perform the stiffness calibration must be
as close as possible to Ql*, meaning that it must have been de-
termined without any influence of the mechanical transfer func-
tion of the qPlus sensor holder within the microscope, that is, at
extremely low excitation amplitude.

A set of excitation amplitudes yielding A; values ranging from
~500 pm down to =10 pm has been selected. The resonance
curves are reported in Figure 5a and Figure 5e (qPlus 1 and 2,
respectively). Each curve is acquired over an interval of
+4.8 Hz around the resonance (qPlus 1: f; = 29,182.99 Hz,
gPlus 2: f; = 24,661.76 Hz) and features a spectral resolution
equal to, or better than, the required one, 6f = 20 mHz. Each

curve is acquired within a one hour time lap because of the
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Figure 5: Experimental resonance curves of the fundamental eigenmode for two distinct qPlus sensors recorded with decreasing excitation ampli-
tudes Aexc (a- and e-). For each curve, a fit with the SHO equations gives the values of resonance frequency f1, resonance amplitude A4, background
Abkg, and quality factor Q4 (red curves). The curves acquired with the smallest excitation amplitude are shown in blue to discriminate them from the

less noisy data. The residual A of each fit is shown in panels b- and f-. The

relative magnitude of the ratio A/A4 at the resonance is between 5% and

10%. The evolution of A1 and Q1 vs Aexc is reported in panels ¢- and g- (right and left axes, blue and red markers, respectively). The evolution of Apkg
and fq vs Agyc is reported in panels d- and h- (right and left axes, orange and black markers, respectively). The evolution of the fitted quality factor

allows us to extract the intrinsic quality factor of each qPlus sensor, Q; (cf.

large quality factor, which is enough to prevent any non-adia-
batic effect from occurring. The fits with Equation 19 as fit
functional are overlaid on each acquisition (red curves). The
residuals are reported in Figure 5b and Figure 5f (qPlus 1 and 2,
respectively).

Figure 5b,f shows that the magnitude of the residuals increases
when Agy. is decreased owing to the degraded signal-to-noise
ratio. Overall, in the vicinity of the resonance, the relative mag-

nitude increases from less than 5% (A = 605 pm) to less than

text).

10% (A = 12.5 pm). Although the following statement is not
rigorous, we estimate that a relative uncertainty of +5% is quite
representative for the fit coefficients (except f1, which is esti-
mated with a much better accuracy; cf. below). They are plotted
consistently, but note that these error bars are much larger than
the standard deviations given by the fit process for each coeffi-
cient. We have noticed that some approaches are reported to
achieve specified tolerances on the fit coefficients of spectra ex-
hibiting a Lorentzian response; however, we did not employ
them here [53,90].
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The evolution of the fitted quality factor as a function of Agyx¢
for qPlus 1 and 2 is reported in Figure Sc and Figure 5g, respec-
tively (red symbols and continuous red line, left axis). The
evolution of the fitted value of A| as a function of Ag, is re-
ported as well (blue symbols and continuous blue line, right
axis). For A| = 100 pm, the quality factor of qPlus 1 is in the
range of 168,000, whereas for qPlus 2, it is rather 280,000. The
correct expected linear dependence between A| and Ay is Ob-
served down to Aqx. = 0 (dotted line and blue cross), which
testifies that, with these excitations, non-linearities due to the
mechanical transfer function of the qPlus excitation system are
not likely to occur.

The evolution of the fitted value of the resonance frequency as a
function of A4, for qPlus 1 and 2 is reported in Figure 5d and
Figure 5h, respectively (black symbols and continuous black
line, left axis). The evolution of the fitted value of Apy, as a
function of A¢y. is reported as well (orange symbols and orange
curve, right axis). Because of the high quality factors, the fits
yield values of f] with a high accuracy, such that it is irrelevant
to plot the fitted value for that coefficient with 5% error bars.
We rather use the standard deviation given by the fit, which is
about #f; x 1077 = +3 mHz. We note that the fitted values for
Apkg remain consistently small compared to Ay and that a signif-
icant offset error in the estimation of the amplitude is unlikely
to occur.

For both gPlus sensors, the quality factor and the resonance fre-
quency feature a moderate linear dependence with Agy.. Both
0 and f] increase as Aqy. decreases. Q1 increases by about 20%
(140,000— 170,000 for gPlus 1, 260,000— 310,000 for qPlus 2)
and f] by about +30 mHz. A similar effect on f}, with compa-
rable magnitudes, has been reported by Dagdeviren et al. with
other types of qPlus sensors [91]. The reference states that the
drop of the resonance frequency upon increase of the oscilla-
tion amplitude results from an in-plane surface stress near the
clamp of the free prong of the QTF. In the mentioned reference,
the evolution of the quality factor is not reported. Hence, it is
difficult to conclude whether the in-plane surface stress is the
main cause for the observed trend of the quality factor. Thus,
even though the observations by Dagdeviren et al. are consis-
tent with ours, we do not exclude the additional influence of the
mechanical transfer function of the excitation system onto the
QTF. Indeed, it is known that the way the probes are mounted
on their holders, along with the mechanical transfer function of
the probe excitation system, may influence their quality factor
[92], which is detrimental to the decoupling of conservative and
dissipative forces in nc-AFM [93]. Because much less mechani-
cal energy is injected into the system when A.y. is decreased,
energy losses are reduced, and it is the most reactive part of the

system, namely the QTF, that reacts to the excitation.
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From these measurements, we deduce the Ql* value of each
gPlus sensor (extrapolation at Agx. = 0, dotted line and red
cross). For qPlus 1 and 2, we get, respectively, Ql* = 172,000
and 304,000. These values are used in the following to perform
the stiffness calibration.

Measurement noise PSD

Figure 6a reports the measured tn-PSD spectrum with measure-
ment noise, S,(f), for qPlus 2 (black curve), for which we now
have identified f; = 24,661.76 Hz and Ql* =304,000. The spec-
trum was acquired with the parameters fy = 156.250 kHz,
N = 8,388,544 samples, and MeXp = 512 time traces. It is re-
ported over the bandwidth [S00 Hz;B,] since the qPlus charge
preamplifier features a cut-off high-pass frequency of =500 Hz
[28]. The spectrum exhibits a bunch of parasitic peaks for
frequencies above 10 kHz. Owing to the large spectral resolu-
tion, extremely narrow ones can be identified, tracing the influ-
ence of purely sinusoidal noise components. Some others look
wider. As mentioned earlier, one expects some of these to stem
from aliasing effects, although this was not investigated in
detail and neither was the origin of the purely sinusoidal noise

components.

The magnified area of the spectrum around the qPlus resonance
is reported in Figure 6b (40 Hz wide), where no parasitic
peak is visible. The resonance is superimposed on a seemingly
constant background measurement noise that is estimated
to be St =4.796x10727 m2,, /Hz (orange dotted line in
Figure 6b). Sfrsrfn is the noise floor of the experimental setup in
this frequency range. In Figure 6b, the experimental spectrum
can qualitatively be compared with that of the numerical simu-
lations (cf. Figure 4b). In the log-log scale, the spectrum fea-
tures a linear decay from 500 to =5000 Hz (cf. Figure 6a). The
estimated background measurement noise using Equation 26
as functional yields Equation 27. We name this quantity
SZF:;“(}‘), although it was not deduced from a fit, but estimated
empirically with the constraint to make it match Sf;tn for
f=f1 — 20 Hz (cf. blue dot in Figure 6b). The corresponding
curve is reported in blue in Figure 6a,b. We notice that the
charge preamplifier transfer function of the experimental setup
induces a measurement noise drop (e<1/f1-0) that decays faster
than regular 1/f noise.

The measurement noise PSD has also been estimated by direct
measurement, that is, without connecting the qPlus sensor to the
charge preamplifier input (green curve in Figure 6a,b). This
third estimate of the measurement noise is named Sggn(f). For
this acquisition, similar sampling parameters have been used. In
the log—log scale, the spectrum exhibits a nearly linear decay all
over the acquisition bandwidth. Some residual narrow noise

components are still visible; but, overall, the spectrum is much
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Figure 6: a- Experimental tn-PSD featuring measurement noise, S(f),
for qPIus 2 (black curve). The empirically derived measurement noise
PSD S' () is dlsplayed in blue, whereas the directly measured ho-
mologous quantity S; i (f) is displayed in green (cf. text). b- Zoom area
around the resonance of the gPlus sensor (40 Hz wide). The traces of
S'rt () and Sd'Ir ,(f) are visible. The dotted orange curve depicts a con-
stant noise background S§S‘n that coincides with Sft +(f) in that spec-
tral range. c- tn-PSD for gPlus 2 S (f) derived accordlng to (i) Sz(f) -
SC:‘t (dotted orange curve), (i) Sy(f) - S” (7 (blue curve), and

(iii) Sz(f) - S gl (f) (green curve). The estlmated stiffness is derived
from these measurements and gathered in Table 3. The red curve is
the theoretical SHO PSD calculated from the experimentally deduced
parameters of the qPlus sensor. d Zoom area on top of the resonance
shown in panel c- (250 mHz wide). The bandwidth of the equivalent
SHO, ws = 81 mHz, has been overlaid in light grey. The experimental
data are framed by the theoretical SHO PSD with an uncertainty
smaller than 10% (cf. text).
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cleaner than the tn-PSD one. The fact that both PSDs (qPlus
connected and disconnected) are so different points towards an
additional influence of noise when the qPlus sensor is
connected. This is most probably due to the qPlus cabling inside
the microscope; however, this issue was not addressed so far. It

is, however, clear that S3"

2 ) Will be insufficient to account for

all the noise in the system and will, therefore, not be reliable to

perform the stiffness calibration (cf. section below).

Stiffness calibration

The tn-PSD S, () of qPlus 2 deduced from SS . SI (f),
and Szf:;n(f) is reported in Figure 6¢ over a 9 Hz wide
spectral range. The orange curve in Figure 6¢ shows
the tn-PSD SS (f)=5-(f)-S5 . the blue curve shows
Sg; (f) S, (f) S?n:n (f), and the green curve shows

SI(r)=S.(/)-s3r ().

As mentioned earlier, we use no curve-fitting process for Sz, (f)
and only focus on methods 1 and 3. Method 1 is used with an
integration range of =60 Hz around f|, where no parasitic peak
is visible while ensuring a good accuracy of the stiffness cali-
bration, based on the numerical results. The stiffness thus
derived from SE(f, ST (1), and I (1) gives k1), = 1800,
1995, and 318 N/m, respectively. Method 3 applied to it
gives ST (f=£)=52907x10% m2, /Hz, and kl(jst -
2007 N/m. We cannot straightforwardly establish error bars on
those measurements at that stage, but this is done hereafter.
Therefore methods 1 and 3 applied to Sg;(f) are found to be in
excellent agreement. As suspected, the estimated stiffness
deduced from Sd“(f) is critically underestimated and unreliable.
Furthermore, because we have numerically established that the
calibration stiffness is more accurate when using a background
measurement noise estimated over the entire acquisition band-
width rather than a constant one, the most realistic stiffness of
qPlus 2 is that derived from Sflt (f), namely kl(e)st = 1995 N/m.
The continuous red curve in Figure 6c is the theoretical tn-PSD
of the SHO (Equation 17) calculated with the now established
values of f], Ql*, and kl,le)st' The curve overlays with a good
agreement on top of the experimental tn-PSDs over three

decades.

Figure 6d is a zoom area on top of the tn-PSD shown in
Figure 6¢. The frequency range is now 250 mHz. The experi-
mental samples of S Zf&(}‘) are displayed with their error bars of
+10 mHz in frequency, consistent with the frequency resolution,
and £10% in mfms / Hz, consistent with our amplitude calibra-
tion uncertainty. The two thick, light grey curves depict the
tn-PSD of the SHO (Equation 17) with 10% deviations of Ql*
and kl( e)st

opposite contributions in the tn-PSD (cf. Equation 18), the
10% and &\, ~ 10%, and

Because the quality factor and the stiffness have

upper curve is obtained with Q; +
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the lower one with Ql* —10% and kl(gst
from the figure that the relevant experimental samples located
within the qPlus bandwidth, Wy :fl/Ql* =~ 81 mHz, depicted

with the shaded rectangle, sit all well within this interval.

+ 10%. It may be seen

Therefore, we conclude that the stiffness is estimated with a
maximum relative uncertainty of 10%, which is reported in
Table 3.

The same processing was reproduced with qPlus 1 (f] =
29,182.99 Hz and Ql* = 172,000) featuring no tip. The esti-
mated stiffness with methods 1 and 3 using Sf:m(f) as back-
ground measurement noise (£60 Hz integration range) gives
kl(i)st = (1289 * 130) N/m and kl(,iit = (1544 £ 155) N/m, re-
spectively. Like with qPlus 2, we note a slightly larger value of
kl,z:st with respect to kl,lesr The results are gathered in Table 3

and are discussed in the section below.

Discussion
In this section, we discuss the advantage of method 1 over
method 3, and we compare the thermal noise-based estimated

stiffness to values derived from other approaches (cf. Table 3).

Our results indicate that method 3 tends to slightly overesti-
mate the stiffness with respect to method 1. But the latter
method forces the experimentalist to point the maximum of
the PSD at the resonance, which introduces a somewhat subjec-
tive bias in the stiffness estimate. Conversely, method 1 inte-
grates the PSD without subjective input. Thus, any potential
statistical bias is smeared out as compared to method 3. This is
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why method 1 is likely more robust and, hence, preferred to
method 3.

It is reminded that qPlus 1 features no tip and that the SEM
imaging has been performed with a qPlus sensor that is neither
gPlus 1 nor gPlus 2. Thus, we cannot guarantee that the tip
dimensions that are used hereafter are consistent with those of
the qPlus 2. The discussion is adapted consistently.

For the static stiffness derived from the geometrical
parameters of a qPlus sensor (Equation 2, model without
tip), we have yet calculated kg = (3322 + 1270) N/m. Liibbe’s
approach [51] (Equation 4 with a; = 1.875), leads for qPlus 1
to: ks, = (809 + 162) N/m. We also estimate the stiffness
fri)m Cleveland’s approach [32] kg 1. :mr (2an )2, where
m :pe’lmpmbe=3mpmbe/a? is the effective mass of the
fundamental eigenmode (cf. also Supporting Information File 1,
Equation S5). With the geometric parameters introduced, the
prong mass is estimated to be mprope = (160 = 24) ng (thus,
*

m; = (39 + 6) ng). The mass of the metallic electrodes is
neglected compared to mprope- For qPlus 1, Cleveland’s ap-
proach [32] leads to ks,/i = (1296 %= 195) N/m.

The latter values stand for the qPlus static stiffness and are not

strictly comparable to kl(Lst (or k(3)

Lest
stiffness of the probe’s fundamental eigenmode. Nevertheless,

), which depict the modal

because qPlus 1 features no tip, its static stiffness can be
derived from kl(,le)st (or kl(izt) from Equation 10. Then, we get
ks,f; = (1252 £ 125) N/m. Cleveland’s approach [32] and ther-

Table 3: Estimated stiffness of the two gPlus sensors used in this study. Various methods have been used. When the tip mass correction is applied,
one assumes the tip geometry to be the same as that given in Figure 1, which is a strong hypothesis and explains the dispersion between the data (cf.

text).
Method Estimated
stiffness
geometry (Equation 2) kg
Libbe et al. [51] (Equation 4) ks,
Cleveland et al. [32] ks,
(cf. Supporting Information File 1, Equation S5)
Cleveland et al. [32] ksf1
(cf. Supporting Information File 1, Equation S14) '
Lozano et al. [49] K
(cf. Supporting Information File 1, Equation S12) Sh
tn-PSD
_ ofit 1
method 1, bkg = S () ,(1(16)3t
_ ofit 3
method 3, bkg = S () ,{1(15)St
Equation 10, or Supporting Information File 1, ksy,1

Equation S13, with k !

1est

Tip mass gPlus 1 (no tip) gPlus 2 (with tip)
correction  (N/m) (N/m)
no (3322 + 1270) not applicable
no (809 + 162) not applicable
no (1296 = 195) not applicable
yes not applicable (1447 £ 223)
yes not applicable (1636 + 164)
implicit
(1289 + 130) (1995 + 200)
(1544 + 155) (2007 + 200)

Equation 10

(1252 + 125)

Supporting Information File 1,

Equation S13
(3012 + 301)



mal noise measurements are, therefore, in good agreement.
However, we notice a strong discrepancy between the former
results and the stiffness derived from the geometrical parame-
ters of the qPlus (overestimate) and Liibbe’s approach [51]
(underestimate). The reason for that has not been investigated,
but both approaches rely on the embedded beam theory. It
might be that such a description does not perfectly suit to the
type of qPlus sensors investigated here, as discussed in the
bibliographic section of the work by Falter and coworkers [65].
Besides, the tip of gPlus 1 has been removed with the goal to
have a perfectly free prong, whose behavior might be com-
pared to the geometrical model. But again, we cannot guarantee
that there is no glue left at the end of the free prong, which

might falsify the comparison to the model.

Regarding qPlus 2, the influence of both tip and glue used to
hold it must change its stiffness. This is not accounted for in
Equation 2 or Equation 4 and must now be considered. In their
article, Cleveland et al. had proposed a simple approach to that
problem [32] (cf. also Supporting Information File 1, Equation
S14). The stiffness of the loaded prong is ks,/; = m(2mf1)?,
where m is not the total mass of the probe including the tip, but
given by mzml* +my,. Doing so, they do not consider the
modification of the first eigenmode geometry due to the
added mass, which makes the approach approximate. mr
has been established. As for myp, based on Figure 1, we assume
for the tip an effective cylinder of 50 um diameter and of
h = (570 = 29) um height (cf. Figure 1b). The mass of the
glue is neglected compared to my,. We get myg, = (22 = 4) ng.
Thus, for qPlus 2, Cleveland’s approach [32] now yields
ks,f; = (1447 + 223) N/m. The approach by Lozano et al. [49]
improves Cleveland’s one. As mentioned, the tip changes the
geometry of the probe eigenmodes compared to the unloaded
case. This results in a change of the value of the constant a,, of
each eigenmode (now becoming d.,, cf. Equation 6). To derive
the value of a1 for the first eigenmode, Equation 6 is to be
solved with a selected value of p = myp/mprope. With our esti-
mations, g = 13.8%. The numerical solution of Equation 6
yields a1 = 1.679. Thus, we derive the stiffness of the equiva-
lent SHO featuring a total mass m = mpope + Myjp according to
(cf. Supporting Information File 1, Equation S12):

= %m(anl )2 .

al

ks, f; (30)

For the qPlus 2, the approach by Lozano et al. [49] yields
ks.f; = (1636 = 164) N/m, closer to k(l)

L,es!
more consistent than Cleveland’s one [32]. However, it is again

3
; (or kl,est)’ and, thus,

outlined that ks, £ and kl(le)st (or k1(3eZt) do not depict the same
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stiffness. The connection between them is not given by
Equation 10 anymore, but by:

~4
k, ap
_=—, 31D
k. 12

S

For the qPlus 2, we ultimately get ks f; = (3012 + 301) N/m.
The estimated static stiffness is about twice as large as Lozano’s
one. However as already mentioned, the tip geometry is not
guaranteed; hence, the relevance of the comparison is neither.

At last, a large discrepancy between the estimated modal stiff-
ness values of qPlus 1 and 2 is also noticed, which is assigned
to the absence/presence of the tip. Our results highlight both the
fundamental role played by the tip in the estimated stiffness and
the urge for the stiffness calibration of each qPlus sensor. For
us, measuring the tip geometry cannot be performed in situ
because the SEM is not connected to the experimental setup.
Hence, the interest in thermal noise measurements.

Our final conclusion is that the most relevant value we can rely
on for qPlus 2 is its modal stiffness kl(,lest = (1995 £ 200) N/m,
determined through thermal noise measurements from method
1. The fact that this value coincides to within 10% of the value
of 1800 N/m reported for the early versions of qPlus sensor is
purely fortuitous and specific to this qPlus sensor. This value
will be different for other qPlus sensors since they will feature

different tips.

Conclusion

This work details a combined numerical and experimental
framework for the stiffness calibration (k) of a particular type of
non-contact atomic force microscopy (nc-AFM) probes, the
so-called qPlus sensors, in ultrahigh vacuum (UHV) and at low
temperature (9.8 K), based on thermal noise measurements. The
gPlus design for which the stiffness calibration is performed is
shown in Figure 1. These sensors are based on a quartz tuning
fork with one prong fixed and a metallic wire glued at the front
end of their free prong forming the tip. The stiffness calibration
of such high-k sensors, featuring high-quality factors (Q) as
well, requires to master both the acquisition parameters and the
data post-processing. Our approach relies on the statistical anal-
ysis of the thermal noise power spectral density (tn-PSD) of the
fluctuations of the qPlus sensor’s free prong. The estimated
stiffness is derived upon analysis of the tn-PSD by means of the
Euler-Bernoulli model and the simple harmonic oscillator
equivalence, an otherwise common approach in the literature.
Our numerical framework allows us to optimize the experimen-
tal acquisition parameters and draw conclusions about the most

efficient way to treat the measurement noise that interferes with
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the tn-PSD. Among several methods introduced for estimating
the stiffness from the tn-PSD, it has been shown that the most
reliable is to perform the tn-PSD integration over a limited
bandwidth around the resonance of the qPlus sensor. The subse-
quent analysis of the experimental tn-PSD yields a value for the
modal stiffness of the qPlus of =2000 N/m, with an uncertainty
of 10% maximum, whereas the corresponding static stiffness of
the sensor featuring no tip, derived from geometric criteria, is
3300 N/m.

Our work highlights the influence of the tip on the estimated
stiffness, as well as the need for individual calibration of these
probes. Calibrating the stiffness by measuring thermal noise
also proves to be more reliable than geometric methods that not
only require highly accurate measurements of probe and tip

dimensions, but also an ad hoc mechanical model.

Our framework details many technical and practical aspects of
the stiffness calibration of qPlus sensors in UHV and at low
temperature. From this point of view, it may be adapted to any
high-k, high-Q nc-AFM probe used under similar conditions,
such as silicon cantilevers and length extensional resonators, the
latter including the KolibriSensor.

Nowadays, a lot of nc-AFM experiments based on qPlus
sensors use frequency shift spectroscopy to deduce the forces
and potentials above individual atoms or molecules in order to
quantitatively evaluate the tip—sample interaction. Most of these
publications use a value of 1800 N/m for the stiffness, reported
more than 20 years ago for the original qPlus sensor design.
However, as we have shown, this can lead to wrong estimates,
as the stiffness is used in the frequency shift-to-force conver-

sion.

Supporting Information

Supporting information features four files. File Supporting
Information File 1 reminds the most salient results of the
Euler—Bernoulli model and how it sustains the point-mass
SHO equivalence. File Supporting Information File 2
reminds fundamental elements of signal processing applied
to discrete time signals, among which the Power Spectral
Density. File Supporting Information File 3 reminds the
expression of the thermal noise PSD of a SHO in thermal
equilibrium within a thermostat. The PSD of the stochastic
thermal force giving rise to the fluctuations of the SHO is
derived as well, which is used in the numerical simulations.
File Supporting Information File 4 illustrates the influence
of a digital antialiasing filter on the measured tn-PSD.
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Supporting Information File 1

The Euler—Bernoulli model and the point-mass SHO
equivalence

[https://www beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-50-S1.pdf]

Supporting Information File 2

Discrete Fourier transform and power spectral density of a
discrete time signal
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-50-S2.pdf]

Supporting Information File 3

Power Spectral densities of a SHO and of the thermal force
— Probability density function of the thermal force
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-50-S3.pdf]

Supporting Information File 4

Influence of a digital antialiasing filter on the measured
tn-PSD
[https://www.beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-50-S4.pdf]
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Thin silicon oxide films deposited on a polypropylene substrate by plasma-enhanced chemical vapor deposition were investigated

using atomic force microscopy-based infrared (AFM-IR) nanospectroscopy in contact and surface-sensitive mode. The focus of this

work is the comparison of the different measurement methods (i.e., contact mode and surface-sensitive mode) with respect to the

chemical surface sensitivity. The use of the surface-sensitive mode in AFM-IR shows an enormous improvement for the analysis of

thin films on the IR-active substrate. As a result, in this mode, the signal of the substrate material could be significantly reduced.

Even layers that are so thin that they could hardly be measured in the contact mode can be analyzed with the surface-sensitive

mode.

Introduction

Photothermal AFM-IR nanospectroscopy is a technique that
combines the chemical information from infrared (IR) spectros-
copy with the high spatial resolution of atomic force microsco-
py (AEM). For this, the sample is illuminated with a tunable IR
laser [1]. When a suitable IR wavelength is chosen, resonant
absorption of IR photons results in molecular vibrations in the
material under investigation. This photon absorption also causes
the thermal expansion of the material. The resulting photother-

mally generated tip—sample force is measured via changes in

the deflection signal of the AFM cantilever. The correlation be-
tween the IR wavelength of the laser and the thermal expansion
of the material enables the recording of IR absorption spectra
with this technique which correspond to the spectra of bulk IR
spectroscopy [2-4]. Compared to ATR-FTIR spectroscopy,
AFM-IR provides a drastic improvement in terms of spatial
resolution. In ATR-IR spectroscopy, the resolution is theoreti-
cally limited by A/2, which corresponds to several um [3]. In

contrast, the development of new and powerful tunable IR laser
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sources, such as optical parametric oscillator (OPO) and quan-
tum cascade lasers (QCL), enabled a nanoscale resolution of
AFM-IR down to 10 nm [3]. Nowadays, the limit of the spatial
resolution is given by the apex of the AFM tip.

One of the first AFM-IR demonstrations was reported in 2005
by Dazzi et al. [4], who presented AFM-IR spectra of single
bacterial cells. Further on, this technique became more refined
and found its way into many and highly diverse fields of appli-
cation, including virology, DNA nanotechnology, polymer
science, and materials science [5-9]. The importance of AFM-
IR steadily grew over the past decade and its development has
been described in detail in several review papers [1,3,9,10].

A general restriction of AFM-IR is its rather large depth of
information, which depends on the sample structure and the
chosen measurement mode such as contact mode or tapping
mode. In general, the incident IR light excites a large volume of
material beneath the AFM tip, and the tip—sample force gener-
ated by the thermal expansion of the total excited volume is
detected. This makes it very challenging to characterize thin
films with a small thermal expansion coefficient (e.g., inorgan-
ic oxides) deposited on bulk materials with a large thermal
expansion coefficient (e.g., polymers). To tackle this problem,
the surface-sensitive mode was developed.

Surface-sensitive AFM-IR

Surface-sensitive AFM-IR mode [10] operates in contact mode
on the absorbing sample and utilizes nonlinear frequency
mixing of IR-laser-induced photothermal and an additional

deflection signal

Beilstein J. Nanotechnol. 2024, 15, 603-611.

dither piezo-induced mechanical surface excitation at two dif-
ferent frequencies schematically shown in Figure 1. Due to their
different propagation characteristics in the material, the evanes-
cent mechanical waves created by these two processes can only
interact in a small volume directly beneath the tip (typically to a
depth of less than 10-30 nm below the top surface).

As this is a higher-order nonlinear effect, the resulting tip—sur-
face force is very small compared to that of classical contact-
mode-based AFM-IR techniques, such as the ring-down method
or resonance-enhanced AFM-IR, where the photothermal
tip—sample force can be measured in a first-order detection
scheme with or without additional resonance enhancement.
However, it contains chemical information from a much larger
depth (hundreds of nanometers to several micrometers). If the
difference or sum of freely selectable laser pulse repetition fre-
quency and mechanical modulation (i.e., drive frequency) in
surface-sensitive AFM-IR mode equals a mechanical resonance
of the tip—surface contact, sufficient IR signal enhancement can
be obtained at this frequency (i.e., detection frequency). This is
used to measure the IR signature of thin material sections close
to the top surface without (or at least with severely limited)
contributions from the bulk. In this description scheme, surface-
sensitive AFM-IR shows similarities to the tapping-mode-based
AFM-IR technique (i.e., the transduction of the IR absorption
via nonlinear frequency mixing of photothermal and piezo-in-
duced sample excitation). However, it is much more flexible in
the choice of the drive and detection frequencies, as only the
mixing frequency needs to match a system resonance and not
the individual frequencies themselves.

AFM-PSD

HEH

Dgeflection™ Daser x ®piezo

Surface Sensitive

AFM-Laser

IR-Laser

cantilever

Photothermal pulse
. ‘ f
Lock-in requency
A | ™ Daser
AFM-IR-signa amplifier 1l

Tapping Piezo
Mechanical force modulation
frequency

Lock-in ® |

amplifier | piezo Sample

surface

Mixing of photothermal
and mechanical excitation

Figure 1: Detection scheme in surface-sensitive AFM-IR mode. Photothermal and mechanical surface excitation is achieved by driving the dither
piezo and the IR laser source with two lock-in amplifiers. Nonlinear coupling of these processes in a small volume underneath the tip generates a sur-
face expansion behavior containing the mixing frequencies, which are transferred into the cantilever deflection. Either the sum (C+M) or difference
(C-M) frequency is chosen for detection. The chosen detection frequency should equal a mechanical contact resonance of the tip-sample contact for

a sufficiently large signal level.
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Here, we use AFM-IR in the surface-sensitive mode to investi-
gate thin silicon oxide films on polypropylene substrates.
Polypropylene is widely used as packaging material [11] and in
other industrial applications [12-14]; however, it is commonly
known for its poor gas barrier properties [11,13]. Therefore,
silicon oxide coatings are used to improve the gas barrier prop-
erties [13]. In this study thin coatings of SiO, were deposited
by plasma-enhanced chemical vapor deposition (PECVD) in
an oxygen-rich plasma process with hexamethyldisiloxane
(HMDSO) used as monomer. With this process, the thickness of
the coating can be controlled and homogeneous films can be
produced [15].

Experimental

Materials and chemicals

The substrates used were polypropylene foils (LyondellBasell,
Moplen Hp640J) onto which a thin layer of SiO, was depos-
ited by PECVD. Therefore, the samples were placed onto
the grounded electrode. The basis pressure was below
5 x 107> mbar and the working pressure ranged between 0.2
and 0.5 mbar. As the gas mixture, argon, oxygen, and HMDSO
(98.5% purity, Sigma-Aldrich) were used in different ratios.
First, the surface was pretreated for five seconds with an
oxygen-rich plasma. For this step, the argon-to-oxygen ratio
was set to 1:2. For the deposition of silicon oxide, the partial
pressure of argon was set to 0.1 mbar and the partial pressure of
oxygen was set to 0.3 mbar. The monomer partial pressure was
set to 0.05 mbar. The high partial pressure of oxygen in a ratio
of 3:1 promotes the formation of SiO, structures.

The film thickness was measured with a quartz crystal micro-
balance (QCM) during deposition. Samples were prepared with
a SiO, thickness of 5 nm and 50 nm. The PECVD process is de-
scribed elsewhere [16].

Surface and thin film analysis

The infrared spectroscopic studies were performed using an
Anasys NanolR 3s system from Bruker Nano GmbH, Germany,
equipped with a broadband Carmina OPO Laser (Angewandte
Physik & Elektronik GmbH, Germany). Contact Mode NIR2
cantilevers from Anasys Instruments (PR-EX-nIR2-10) were
used. The samples were first scanned in contact mode with a
resolution between 512 X 256 and 256 x 256 pixels and an
image size between 10 um X 5 um and 5 pm X 5 um. In the
AFM images, we selected a suitable spot to optimize the laser
parameters. After the alignment of the laser, the pulse frequen-
cy was tuned. For the measurements in contact mode, the fre-
quency was set to 69 kHz and, for the surface-sensitive mode,
the second eigenmode of the cantilever was used as detection
mode at 205 kHz. The drive mode was set to 845 kHz, which

equals a higher contact resonance mode. The spectra were
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collected with a spectral resolution of 4 cm™!, and the phase-
locked loop (PLL) was disabled for collecting the spectra.

In addition to these, measurements were performed comparing
contact mode measurements, collected at a laser frequency
tuned to the contact resonance mode of 771 kHz, and surface-
sensitive measurements with the drive mode set to 764 kHz, the
detection mode to 195 kHz, and the laser pulse was tuned to
566 kHz. Therefore, the sample with a 5 nm SiO, coating was
used and, additionally to the AFM-IR spectra, a hyperspectral
image was collected in contact mode.

In addition to photothermal AFM-IR measurements in contact
mode and surface-sensitive mode, the surface was analyzed
with near-ambient pressure X-ray photoelectron spectroscopy
(NAP-XPS) using a NAP-XPS system with a Phoibos150 NAP
analyzer from Specs Surface Nano Analysis GmbH. The setup
has a u-FOCUS 600 X-ray monochromator NAP source
working with monochromatic Al Ka radiation at 1468.7 eV.
The power was set to 50 W for all measurements. For the envi-
ronmental charge compensation of the isolating polymer foils,
the measurement was carried out in a 1.5 mbar N, atmosphere.
The survey spectra were recorded with a pass energy of 100 eV,
while the core level spectra were taken with a 40 eV pass
energy. The analysis was done using the software Unifit 2019
[17]. For all core level spectra, a Shirley type background was
used. The Si 2p peak was fitted with doublet peaks with a
Si 2p32.1/2 splitting of 0.6 eV [18].

Results and Discussion

XPS analysis

The XPS data in Figure 2 and Figure 3 show that the deposition
of silicon oxide thin films was successful. In the survey spectra,
the peaks of oxygen, nitrogen, carbon, and silicon are visible.
The N 1s peak originates from the nitrogen atmosphere which
was used for the environmental charge compensation [18]. The
C 1s peak can be assigned to adventitious carbon for the sam-
ple with a 50 nm SiO, layer. For the sample with a 5 nm SiO,
layer, the C 1s is a mixture of adventitious carbon and the signal

from the underlying polypropylene substrate.

The core levels of O 1s, C 1s, and Si 2p are shown in Figure 2
and Figure 3. In the figures, the spectra are arbitrarily charge
corrected by fixing the binding energy of the Si 2p peak at
103.5 eV, which approximately corresponds to silicon oxide
[19]. However, due to the impossibility to fix the BE scale in
this case due to the nonconducting nature of the samples [20],
the chemical identification of the oxide film is done by evalua-
tion of the BE difference between the O 1s and Si 2p peaks. The
O 1s-Si 2p distance is 429.6 eV for the 50 nm film and
429.9 eV for the 5 nm film. This is in good agreement with
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values found in the literature for the PECVD deposition of SiO,
films from HMDSO/O,/Ar gas mixtures [21]. A comparison of
the relative intensities of the O 1s and Si 2p peaks of the two
samples (shown in Table 1) additionally supports the result that
the chemistry of both SiO, layers is the same.

Table 1: Quantification of the surface composition of the silicon oxide
films on the polypropylene foil.

Sample O 1s-Si 2p (eV) Relative areas [%)]
50 nm SiOy 429.6 64

36
5 nm SiOy 429.9 65

35

AFM-IR analysis

The prepared samples were analyzed by photothermal AFM-IR.
First, AFM images were collected in contact mode to visualize
the sample surface (Figure 4). In the image of the sample with
the 50 nm SiO, layer (Figure 4a), a column-like grown SiO,
film is visible. The surface became rougher. In addition to that,
small cracks in the SiO, layer are recognizable. These cracks
were induced by uniaxial stretching of about 10%. The topogra-
phy of the 5 nm sample (Figure 4b) shows a smooth surface
with elevations and valleys. These occur from the used

polypropylene foil.

The photothermal AFM-IR spectra in contact and surface-sensi-
tive mode were collected at the spots marked in the AFM
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images, shown in Figure 4. The resulting spectra are shown in
Figure 5 (contact mode) and Figure 6 (surface-sensitive mode).

The spectra are normalized for a better comparison.

The contact mode AFM-IR spectra in Figure 5 show peaks ac-
cording to CH3 asymmetric deformation vibration and CH;
bending at 1455 cm™!, CH3 symmetric deformation vibration at
1376 cm™!, and CH; rocking bands at 1168 cm™!, all of which
originate from the polymer foil [21,22]. In the spectra of the
sample with a 50 nm SiO,, film, a broad peak occurs around
1080 cm™!, which corresponds to Si—O—Si transversal oscilla-
tion modes [23-25]. In contrast, the sample with the thin SiO,
film shows no broad peak around 1080 cm™ L Nevertheless, the
XPS spectra in Figure 3 have shown that the SiO, deposition
was successful. Therefore, these results indicate that the sensi-
tivity limit of photothermal AFM-IR spectroscopy in contact
mode is reached due to the small thickness of the deposited
SiO, film.

To improve the chemical sensitivity of the 5 nm SiO, film, the
surface-sensitive mode was employed (see Figure 6). Here,
photothermal AFM-IR spectra were collected on the same sam-
ples; however, this time a drive frequency of 847 kHz and a
detection frequency of 205 kHz were used. In addition, the laser
was tuned to 646 kHz.

The surface-sensitive mode AFM-IR spectra in Figure 6 show a
high intensity in the area between 1000 and 1200 cm™', while
the intensity of the CH3 and CH; absorption bands at
1455 cm™ and 1376 cm™! weakened. In the surface-sensitive
mode, the measured signal contains less information of the

90 nm
80
70
60
50
40
30

20

Figure 4: AFM height images of the polypropylene foil covered with 50 nm (a) and 5 nm SiOy film (b). The highlighted spots in the images represent

the spots where the surface-sensitive AFM-IR spectra were recorded.
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Figure 6: Surface-sensitive mode AFM-IR spectra of each of the polypropylene samples with 50 nm (a) and 5 nm thin PECVD SiOy film (b) recorded

in the AFM image in Figure 4.

deeper bulk phase of the substrate and more information of the
near-surface region. In samples with a thicker layer of SiO,, this
results in an improved signal-to-noise ratio. Even though the
spectra of the sample with a low SiO, thickness still show
sizable peaks originating from the substrate underneath the SiO,

layer, improved surface sensitivity is achieved for both samples.

Upon a closer look at the spectra, the broad peak corresponding
to the TO Si—O-Si vibration at 1080 cm™! can be clearly identi-
fied and even dominate the overall spectra [23,26].

The peak at 1168 cm™! corresponding to the CH3 rocking is

superposed to the broad Si—O-Si band, as can be seen in all
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spectra measured for the sample with the 50 nm SiO, layer.
Interestingly, this peak appears as a negative peak in some of
the spectra measured for the 5 nm SiO,. sample (spectra 1 and 2)
of the sample with a 5 nm SiO, layer (Figure 6b, black and red
spectra). It is unclear at present whether this effect is due to a
tip-induced artifact.

It is interesting to note that the relative intensity of the
polypropylene band at 1455 cm™! decreases when the 50 nm
SiO, sample is measured in the surface-sensitive mode. The
relative intensity of this band increases again in the measure-
ment of the 5 nm SiO, layer. The results seem to indicate that
the band at 1455 cm™! could be associated to bulk regions
within the polypropylene, further away from the interface to the
SiO,.
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To highlight the advantage of the surface-sensitive mode and to
show the homogeneity of the coating, further measurements on
the sample with the 5 nm SiO, coating were performed. There-
fore, a comparison of surface-sensitive AFM-IR using contact
mode AFM-IR and with the laser tuned to a higher contact reso-
nance mode for a higher surface sensitivity was done.

The topography image in Figure 7a shows a surface with eleva-
tions and valleys. The hyperspectral measurement of this area
indicates an overall signal of the Si—O-Si stretching band at
1080 cm™! with some islands with a higher intensity. These can
originate from small differences in the film thickness. The
hyperspectral image (Figure 7c) shows the ratio of the Si—O-Si
stretching band at 1080 cm™! (blue) and the absorption band ac-
cording to the CH3 asymmetric deformation vibration and the

0.0

41

3.6

umpy,

0

05 1 15 2 25 3 35 3944

Figure 7: a) Height image recorded in contact mode of the investigated area of the 5 nm thin SiOy film coated sample. The markings in this image cor-
respond to the spots where the AFM-IR spectra were collected. Images b) and c) show the hyperspectral image of the area measured with 15 x 15
single IR-spectra recorded with a laser pulse tuned to 771 kHz in contact mode. Image b) shows the intensity distribution of the 1080 cm~" absorption
band. In image c) the intensity ratio of the absorption bands at 1080 cm~1 (blue) and 1455 cm~' (green) are shown.
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CH, bending at 1455 cm™! (green). As expected, the intensity
of the polypropylene peak over the full image is more intense. It
must be noted that, at the end of the measurement, the last two
spectra showed no signal which can be seen in the hyperspec-
tral images in the lower right corner.

In addition to the hyperspectral image, single AFM-IR spectra
were recorded at selected spots shown in Figure 7a. Here, the
spectra were collected in surface-sensitive mode with a drive
frequency of 764 kHz and a detection frequency of 195 kHz.
The laser pulse was tuned to 566 kHz, as well as in contact
mode with a laser pulsed corresponding to the higher contact
resonance mode at 771 kHz. The images reveal that at such

small thickness the film is not perfectly homogeneous.

The AFM-IR spectra in Figure 8a show the measurement in
contact mode. The peaks corresponding to the polypropylene
substrate at 1455 cm_l, 1376 cm_], and 1168 cm™! are clearly
visible. Additionally, in these measurements with the laser pulse
tuned to 771 kHz, the peak of the Si—O-Si layer at 1080 cm™! is
also detectable. This is a significant improvement compared to
the previous spectra recorded in contact mode where the laser
pulse was set to 69 kHz. Nevertheless, the spectra in Figure 8b
were recorded in surface-sensitive mode and show the potential
of this technique. The signal of the 5 nm thin SiO, layer has in-
creased enormously. These measurements show the high sensi-

tivity of this technique by detecting even 5 nm ultra-thin coat-
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ings on top of a polymeric substrate. This effect could have
been supported by the choice of substrate material as shown in
the work of Rosenberger et al. [27], where a polymeric sub-
strate supports the sensitivity of AFM-IR detecting thin carbon
nanotubes. Nevertheless, the system shown here is not com-
pletely transferable, as samples with a continuous coating were
examined in this study.

These results highlight the potential of the AFM-IR surface-
sensitive mode for the investigation of ultra-thin films and the
interfaces to the supporting materials.

Conclusion

The benefits of the surface-sensitive mode in the AFM-IR char-
acterization of thin PECVD SiO, films on polymer substrates
were investigated in this study. Our results exemplify the enor-
mous improvements in thin film sensitivity that can be achieved
by this mode in comparison to the established contact mode
measurements. While the measurements in contact mode were
dominated by the signal of the polypropylene substrate, we
were able to record clear and well-defined signals of the SiO,
thin films in surface-sensitive mode. This way, we were able to
record AFM-IR spectra of a 5 nm thin PECVD SiO, layer
grown on the polypropylene substrate.

AFM-IR enabled for the first time the analysis of PECVD SiO,

thin film inhomogeneities during the initial layer growth.

5nm 3
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Surf. Sen. 3[14551376 11681080
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2000 1800
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Figure 8: AFM-IR spectra collected in contact mode with a laser pulse frequency of 771 kHz corresponding to the fourth eigenmode frequency of the
cantilever (a). In b) the AFM-IR spectra collected in surface-sensitive mode with a drive frequency of 764 kHz, a detection frequency of 195 kHz, and

a laser pulse frequency of 566 kHz are shown.
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Overall, this work demonstrates the significant improvement in
sensitivity of the surface-sensitive mode for AFM-IR near-sur-

face measurements of thin films.

Funding
This work was financially supported by the German Research
Foundation (DFG) within the project “Functional PECVD coat-
ings as migration barrier for the use of postconsumer recycled
materials in food contact” (TRR 87 - TO7 Project number
138690629).

ORCID® iDs

Hendrik Mller - https://orcid.org/0000-0002-3758-3305
Teresa de los Arcos - https://orcid.org/0000-0002-8684-273X
Adrian Keller - https://orcid.org/0000-0001-7139-3110

Guido Grundmeier - https://orcid.org/0000-0003-2550-4048

Data Availability Statement

The data that supports the findings of this study is available from the corre-
sponding author upon reasonable request.

References

1. Dazzi, A.; Prater, C. B. Chem. Rev. 2017, 117, 5146-5173.
doi:10.1021/acs.chemrev.6b00448

2. Dazzi, A.; Saunier, J.; Kjoller, K.; Yagoubi, N. Int. J. Pharm. 2015, 484,
109-114. doi:10.1016/j.ijpharm.2015.02.046

3. Schwartz, J. J.; Jakob, D. S.; Centrone, A. Chem. Soc. Rev. 2022, 51,
5248-5267. doi:10.1039/d2cs00095d

4. Dazzi, A.; Prazeres, R.; Glotin, F.; Ortega, J. M. Opt. Lett. 2005, 30,
2388-2390. doi:10.1364/01.30.002388

5. Dou, T.; Li, Z.; Zhang, J.; Evilevitch, A.; Kurouski, D.
Anal. Chem. (Washington, DC, U. S.) 2020, 92, 11297—-11304.
doi:10.1021/acs.analchem.0c01971

6. Hanke, M.; Grundmeier, G.; Keller, A. Nanoscale 2022, 14,
11552-11560. doi:10.1039/d2nr02701a

7. He, S.; Stadler, H.; Huang, X.; Zheng, X.; Yuan, G.; Kuball, M.;
Unger, M.; Ward, C.; Hamerton, |. Appl. Surf. Sci. 2023, 607, 154925.
doi:10.1016/j.apsusc.2022.154925

8. Leppénen, |.; Arola, S.; King, A. W. T.; Unger, M.; Stadler, H.;
Nissen, G. S.; Zborowski, C.; Virtanen, T.; Salmela, J.; Setala, H.;
Lésage, S.; Osterberg, M.; Tammelin, T. Adv. Mater. Interfaces 2023,
10, 2300162. doi:10.1002/admi.202300162

9. Kurouski, D.; Dazzi, A.; Zenobi, R.; Centrone, A. Chem. Soc. Rev.
2020, 49, 3315-3347. doi:10.1039/c8cs00916c

10. Mathurin, J.; Deniset-Besseau, A.; Bazin, D.; Dartois, E.; Wagner, M.;

Dazzi, A. J. Appl. Phys. 2022, 131, 010901. doi:10.1063/5.0063902

. Tsuji, K.; Nakaya, M.; Uedono, A.; Hotta, A. Surf. Coat. Technol. 2015,

284, 377-383. doi:10.1016/j.surfcoat.2015.10.027

12.Bellel, A.; Sahli, S.; Ziari, Z.; Raynaud, P.; Segui, Y.; Escaich, D.
Surf. Coat. Technol. 2006, 201, 129-135.
doi:10.1016/j.surfcoat.2005.11.100

13.Koérner, L.; Sonnenfeld, A.; von Rohr, P. R. Thin Solid Films 2010, 518,
4840-4846. doi:10.1016/j.tsf.2010.02.006

14.Wang, Z.; Zhu, H.; Yang, L.; Wang, X.; Liu, Z.; Chen, Q.
Plasma Sci. Technol. (Bristol, U. K.) 2016, 18, 424—429.
doi:10.1088/1009-0630/18/4/16

1

-y

Beilstein J. Nanotechnol. 2024, 15, 603-611.

15.Boke, F.; Giner, I.; Keller, A.; Grundmeier, G.; Fischer, H.
ACS Appl. Mater. Interfaces 2016, 8, 17805-17816.
doi:10.1021/acsami.6b04421

16. Varghese, J.; Vieth, P.; Xie, X.; Grundmeier, G. SN Appl. Sci. 2023, 5,
29. doi:10.1007/s42452-022-05244-0

17. Unifit Scientific Software; Universal Spectrum Processing, 2019.

18.de los Arcos, T.; Miller, H.; Weinberger, C.; Grundmeier, G.
J. Electron Spectrosc. Relat. Phenom. 2023, 264, 147317.
doi:10.1016/j.elspec.2023.147317

19. Finster, J.; Schulze, D.; Bechstedt, F.; Meisel, A. Surf. Sci. 1985,
152-153, 1063—-1070. doi:10.1016/0039-6028(85)90521-7

20. Greczynski, G.; Hultman, L. Sci. Rep. 2021, 11, 11195.
doi:10.1038/s41598-021-90780-9

21.Hoppe, C.; Mitschker, F.; Awakowicz, P.; Kirchheim, D.; Dahlmann, R.;
de los Arcos, T.; Grundmeier, G. Surf. Coat. Technol. 2018, 335,
25-31. doi:10.1016/j.surfcoat.2017.12.015

22.Liang, C. Y.; Pearson, F. G. J. Mol. Spectrosc. 1961, 5, 290-306.
doi:10.1016/0022-2852(61)90094-7

283.de los Arcos, T.; Miller, H.; Wang, F.; Damerla, V. R.; Hoppe, C.;
Weinberger, C.; Tiemann, M.; Grundmeier, G. Vib. Spectrosc. 2021,
114, 103256. doi:10.1016/j.vibspec.2021.103256

24.Liu, C.-N.; Ozkaya, B.; Steves, S.; Awakowicz, P.; Grundmeier, G.
J. Phys. D: Appl. Phys. 2013, 46, 084015.
doi:10.1088/0022-3727/46/8/084015

25.Deshmukh, S. C.; Aydil, E. S.
J. Vac. Sci. Technol., B: Microelectron. Nanometer Struct.—Process., M
eas., Phenom. 1996, 14, 738-743. doi:10.1116/1.588707

26.Brunet-Bruneau, A.; Fisson, S.; Gallas, B.; Vuye, G.; Rivory, J.
Thin Solid Films 2000, 377-378, 57-61.
doi:10.1016/s0040-6090(00)01386-9

27.Rosenberger, M. R.; Wang, M. C.; Xie, X.; Rogers, J. A.; Nam, S.;
King, W. P. Nanotechnology 2017, 28, 355707.
doi:10.1088/1361-6528/aa7¢c23

License and Terms

This is an open access article licensed under the terms of
the Beilstein-Institut Open Access License Agreement
(https://www.beilstein-journals.org/bjnano/terms), which is

identical to the Creative Commons Attribution 4.0
International License
(https://creativecommons.org/licenses/by/4.0). The reuse of

material under this license requires that the author(s),
source and license are credited. Third-party material in this
article could be subject to other licenses (typically indicated
in the credit line), and in this case, users are required to
obtain permission from the license holder to reuse the
material.

The definitive version of this article is the electronic one
which can be found at:
https://doi.org/10.3762/bjnano.15.51

611


https://orcid.org/0000-0002-3758-3305
https://orcid.org/0000-0002-8684-273X
https://orcid.org/0000-0001-7139-3110
https://orcid.org/0000-0003-2550-4048
https://doi.org/10.1021%2Facs.chemrev.6b00448
https://doi.org/10.1016%2Fj.ijpharm.2015.02.046
https://doi.org/10.1039%2Fd2cs00095d
https://doi.org/10.1364%2Fol.30.002388
https://doi.org/10.1021%2Facs.analchem.0c01971
https://doi.org/10.1039%2Fd2nr02701a
https://doi.org/10.1016%2Fj.apsusc.2022.154925
https://doi.org/10.1002%2Fadmi.202300162
https://doi.org/10.1039%2Fc8cs00916c
https://doi.org/10.1063%2F5.0063902
https://doi.org/10.1016%2Fj.surfcoat.2015.10.027
https://doi.org/10.1016%2Fj.surfcoat.2005.11.100
https://doi.org/10.1016%2Fj.tsf.2010.02.006
https://doi.org/10.1088%2F1009-0630%2F18%2F4%2F16
https://doi.org/10.1021%2Facsami.6b04421
https://doi.org/10.1007%2Fs42452-022-05244-0
https://doi.org/10.1016%2Fj.elspec.2023.147317
https://doi.org/10.1016%2F0039-6028%2885%2990521-7
https://doi.org/10.1038%2Fs41598-021-90780-9
https://doi.org/10.1016%2Fj.surfcoat.2017.12.015
https://doi.org/10.1016%2F0022-2852%2861%2990094-7
https://doi.org/10.1016%2Fj.vibspec.2021.103256
https://doi.org/10.1088%2F0022-3727%2F46%2F8%2F084015
https://doi.org/10.1116%2F1.588707
https://doi.org/10.1016%2Fs0040-6090%2800%2901386-9
https://doi.org/10.1088%2F1361-6528%2Faa7c23
https://www.beilstein-journals.org/bjnano/terms
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.3762/bjnano.15.51

(J BEILSTEIN JOURNAL OF NANOTECHNOLOGY

Exploring surface charge dynamics: implications for AFM
height measurements in 2D materials

Mario Navarro-Rodriguez’, Andres M. Somoza and Elisa Palacios-Lidon”

Full Research Paper

Address:
Centro de Investigacion en Optica y Nanofisica (CIOyN), Department
of Physics, University of Murcia, E-30100, Spain

Email:

Mario Navarro-Rodriguez” - mario.navarror@um.es;
Elisa Palacios-Lidon" - elisapl@um.es

* Corresponding author

Keywords:

2D materials; incorrect height measurements; Joule dissipation;
surface conductivity; tip influence

Abstract

Beilstein J. Nanotechnol. 2024, 15, 767-780.
https://doi.org/10.3762/bjnano.15.64

Received: 19 January 2024
Accepted: 13 June 2024
Published: 01 July 2024

This article is part of the thematic issue "Advanced atomic force
microscopy techniques V".

Guest Editor: P. Rahe

© 2024 Navarro-Rodriguez et al.; licensee
By Beilstein-Institut.

License and terms: see end of document.

An often observed artifact in atomic force microscopy investigations of individual monolayer flakes of 2D materials is the inaccu-

rate height derived from topography images, often attributed to capillary or electrostatic forces. Here, we show the existence of a

Joule dissipative mechanism related to charge dynamics and supplementing the dissipation due to capillary forces. This particular

mechanism arises from the surface conductivity and assumes significance specially in the context of 2D materials on insulating

supports. In such scenarios, the oscillating tip induces in-plane charge currents that in many circumstances constitute the main dissi-

pative contribution to amplitude reduction and, consequently, affect the measured height. To investigate this phenomenon, we con-

duct measurements on monolayer flakes of co-deposited graphene oxide and reduced graphene oxide. Subsequently, we introduce a

general model that elucidates our observations. This approach offers valuable insights into the dynamics of surface charges and

their intricate interaction with the tip.

Introduction

Two-dimensional (2D) materials have emerged as a promising
platform for next-generation electronic devices [1], sensors [2],
and biomedical applications [3,4], among other areas [5-8].
Graphene-related materials [8], transition metal dichalco-
genides [9], boron nitride [10], and MXenes [11], among many

others, exhibit novel and exotic properties, which markedly

differ from their bulk counterparts [12]. This has sparked con-
siderable interest spanning from fundamental research to prac-
tical device applications. The distinctive physical and chemical
properties of 2D materials, composed of one atom- or a few
atom-thick sheets, stem from their thin, flat structure, providing

an exceptional surface-to-volume ratio. Moreover, their exten-
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sive surface exposure renders them highly sensitive to ambient
and external influences, amplifying chemical reactivity [13] and
bestowing attractive properties regarding electrochemical and
catalytic reactions [14]. Furthermore, the ability to stack these
materials facilitates the creation of new heterostructures with
tailored properties [15,16], making 2D materials suitable for
different applications.

Understanding the correlation between structural and topo-
graphical variations and their impact on mechanical [17,18],
optical [19,20], magnetic [21,22], electronic [23,24], or electro-
chemical properties [25] is a key topic of research. Factors such
as flake size and shape, composition, density of defects, or
doping significantly influence the response of 2D materials.
Given the nanoscopic scale underlying the functionality of 2D
materials, atomic force microscopy (AFM) techniques emerge
as ideal tools to investigate them [26,27]. Depending on the
operation mode and under controlled environmental conditions,
AFM offers the possibility to record morphology along with
relevant electronic, mechanical, or magnetic properties with
nanoscale resolution. In addition, it can be integrated with clas-
sical optical spectroscopy methods such as Raman and fluores-
cence [20,28,29], enabling a multidimensional characterization
approach.

A well-recognized issue within the AFM community is the
inaccurate height determination derived from topography
images on heterogeneous samples. This discrepancy arises from
various sources depending on the operation mode and working
parameters. In the frequency modulation mode (FM-AFM), a
non-compensated bias voltage between tip and sample, from
differences in the surface potential (SP), results in inaccurate
height measurements [30]. This issue can be addressed with
Kelvin probe force microscopy (KPFM). Under ambient condi-
tions, the most common mode is amplitude modulation (AM-
AFM), which uses the oscillation amplitude reduction as the
input for the topography feedback. Its main aspects are summa-
rized in [31]. At large free oscillation amplitudes, the tip me-
chanically touches the surface during part of the oscillation.
This mode is known as “intermittent contact” or tapping mode,
and incorrect height measurements are usually ascribed to varia-
tions in the local elasticity [32,33] or differences in the local
adhesion, related to differences of the wetting properties [34].
At moderate oscillation amplitudes, intimate tip—sample con-
tact is avoided, and the energy dissipation takes place at the
lower turning point of the oscillation cycle because of the for-
mation and rupture of liquid necks [35-37]. When operating in
this less invasive mode, the driving excitation frequency can be
fixed at, or near, the free resonance frequency of the cantilever,
or tracked by using a phase-locked loop (PLL) to keep the

system always in resonance. If the driving excitation frequency
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is kept fixed, the phase variations contain information about
the dissipation. In this mode, the amplitude reduction may be
due to (i) the tip—sample interaction (conservative or non-con-
servative), which shifts the resonance frequency and, therefore,
makes the excitation go out of resonance, (ii) non-conservative
interactions, which dissipate parts of the system’s energy and,
thus, reduce the amplitude, or (iii) a combination of both. Oper-
ating in this mode, erroneous height measurements derived
from topography images are then attributed to local variations
of hydrophilicity or hydrophobicity, which affect the dissipa-
tive capillary forces between tip and sample [38-41], or to typi-
cally electrostatic conservative forces [42]. In the latter case,
using KPFM to minimize these forces mitigates the problem.
Finally, if the driving excitation frequency is tracked to follow
the resonance frequency shift induced by the tip—sample inter-
actions, the system is always excited at resonance. Then, the
amplitude is reduced because of non-conservative forces only,
and topography images can be understood as constant-dissipa-
tion images [43]. Larger dissipative interactions necessitate the
tip to retract further from the surface to maintain a constant
amplitude. Consequently, in this mode, highly hydrophilic ma-
terials may appear thicker than their hydrophobic counterparts
[39,40].

Erroneous height measurements are especially important in
AFM studies of 2D materials [8,44-46]. The use of dynamic
modes enhanced the problem; measured heights tend to be over-
estimated, especially in comparison to those obtained in contact
mode [8,47-52]. As discussed above, the extent of the discrep-
ancy depends on the operation mode [53,54] and environmental
conditions [8] and is notably pronounced in samples grown on
insulating substrates [55-57]. The origin of incorrect height
measurements in 2D materials has been ascribed to the same
sources as those mentioned above, including capillary forces
and adhesion [8,46], electrostatic forces [58-60], or residues of
the solvent [8]. However, in many cases, this is not enough to
fully explain the measurements, suggesting that there may be
additional interactions directly related to the 2D nature of these

materials affecting the height measurements.

To explore this issue, in this work, we conducted a study on
single-layer flakes of graphene oxide (GO) and reduced
graphene oxide (rGO) co-deposited on an insulating substrate.
Measurements on these two materials, which exhibit very dif-
ferent properties in terms of hydrophilicity and conductivity,
allowed us to clarify the most relevant factors of the problem
and how they affect the apparent height measured with
AM-AFM. This has enabled us to identify, in addition to the
previously described interactions, an additional contribution to
the tip—sample interaction due to the movement of charges on

the surface induced by the oscillating tip. To understand and
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quantify this mechanism, we have proposed a very general
model that solves Maxwell’s equations for the system, includ-
ing the presence of the tip, which we have subsequently particu-

larized for 2D materials on insulating supports.

Experimental

Co-deposited samples of GO and rGO were prepared following
the methodology outlined in [61]. In summary, ultradiluted
(4 x 107* wt %) dispersions of GO and/or rGO in Milli-Q type-I
water (MQ water) were utilized. A drop of these dispersions
was cast onto highly doped p-type silicon (1-10 Q-cm,
Siltronix) with a 300 nm SiO; layer thermally grown on top.
Before deposition, the substrate underwent a thorough cleaning
process, which involved rinsing with ethanol and MQ water.
Subsequently, the substrate was exposed to UV/ozone for
15 min to eliminate organic contaminants and promote the
hydrophilicity of the SiO, surface. GO (Graphenea), was em-
ployed without further treatment, while rGO was obtained
through chemical reduction using hydrazine hydrate (50-60%,
Sigma-Aldrich). After deposition, we heated the sample for a
minimum of 3 h at 60 °C on a hot plate to remove some of the
physisorbed water. While still hot, it was transferred to the
AFM and left to cool down in a nitrogen atmosphere. Before
starting measurements under controlled humidity, we waited for
a minimum of 1 h until the humidity stabilized.

The experiments were performed at room temperature and low
relative humidity (RH < 10%) in a dry nitrogen atmosphere. To-
pography images were acquired in AM-AFM mode by using the
oscillation amplitude as the topography feedback channel. To
maintain the system at resonance and track the frequency shift,
a wide-bandwidth PLL (0.5-32 kHz) was enabled. In this oper-
ation mode, the amplitude signal carries information about
dissipative interactions, as conservative forces only modify the
resonant frequency. KPFM was operated in the frequency
modulation mode (FM-KPFM) with an AC voltage of 700 mV
at 7 kHz using platinum-coated silicon tips (Olympus
AC240TM-R3, k = 2 N/m and f; = 70 kHz). Using a dual lock-
in amplifier (Zurich instruments, HF2LI), in addition to the
KPFM channel, which provides information on the sample's SP,
the 2wejec capacitance signal was also recorded, as explained in
[61].

Spectroscopy data were acquired using a variant of the
3D-mode dynamic force spectroscopy [62], explained in detail
in [63]. Briefly, force, frequency shift, amplitude, and phase
channels are recorded simultaneously at a fixed sample point as
a function of the applied bias voltage (Vy,s) for different
tip—sample distances (z). This way, interaction images I(Vyas, 2)
are obtained and later processed to obtain the relevant informa-

tion from each channel.
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Results and Discussion

GO and rGO belong to the graphene family. In GO, the carbon
basal plane is randomly decorated with oxygen-containing func-
tional groups, including hydroxy, epoxy, and carboxyl groups
[64,65]. In contrast, rGO is derived from the partial removal of
these functionalities [66-69]. Further details about the structure
and properties of GO and rGO are given in section SI.1 of Sup-
porting Information File 1. Beyond their significance in various
applications such as materials science, electronics, and biomedi-
cine [70], these materials serve as benchmark systems for
fundamental studies in 2D materials because of their markedly
distinct properties [71]. Specifically, GO is a hydrophilic insu-
lating material [72], while rGO exhibits a hydrophobic and
more conductive nature [69,73-75], both dependent on the
degree of reduction. This stark contrast provides an ideal
heterogeneous sample to study the tip—sample interaction of
co-deposited GO and rGO on insulating substrates.

In Figure 1, we present a stack of single-layer GO and rGO
flakes co-deposited on SiO,, measured under N, atmosphere
(RH < 10%). Distinguishing between GO and rGO flakes based
solely on the topography image proves to be challenging, as
both materials exhibit similar heights. Therefore, additional
AFM interaction channels are necessary for accurate differentia-
tion. As explained in [61], this distinction is achieved unequivo-
cally by using the KPFM and 2wg|e. electrostatic channels. In
KPFM images (Figure 1c), GO flakes are identified by their
signature localized charge domains related to its low conduc-
tion and disordered nature [76]. Conversely, rGO presents a
roughly uniform surface potential consistent with the presence
of larger sp? regions, which increase the localization length, and
with its enhanced conductivity as compared to GO. The 2weec
signal (Figure 1d), related to the tip—sample capacitance [77],
also allows one to discriminate GO from rGO. While a quantita-
tive interpretation of the 2weje. contrast in 2D materials necessi-
tates further elucidation, it has proven reliable and robust for
distinguishing materials with distinct electronic properties and,
in particular, for identifying rGO with different reduction
degrees [61]. In this channel, GO displays no contrast, whereas
rGO shows a larger value compared with the substrate. With the
unambiguous identification of each type of flake, we can
proceed to study their thickness and its dependency on various
external parameters. A line profile comprising both types of
flake (Figure 1b) reveals a height of approximately 2 nm, larger
than the expected nominal heights of ~0.9 nm for GO and
~0.3 nm for rGO. Moreover, the rGO flake appears to be
slightly thicker than the GO flake, contradicting the anticipated
reduction in thickness due to the removal of functionalities
during the transition from GO to rGO. As mentioned above, in
our AM-AFM measurements, the inconsistencies in height arise

from the dissipative contrast between different materials. Under
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Figure 1: (a) Topography of a stack of GO and rGO flakes, z scale = 10 nm. (b) Profile along the blue line in (a). (c) KPFM (z scale = 320 mV) and

(d) 2welec images corresponding to the topography in (a).

ambient conditions, this is typically dominated by capillary
forces [39,40]. However, despite rGO being hydrophobic and
both GO and the SiO; substrate being hydrophilic, the rGO
sheet is observed as thicker than the GO sheet, where the forma-
tion of liquid necks between the tip and the sample should be
more favorable [37]. It is worth noting that the measurements in
Figure 1 were conducted at RH < 10% to minimize any poten-
tial influence of this effect, although no significant differences
were observed compared to measurements at 45% RH. Addi-
tionally, KPFM operation does not seem to play a crucial role in
this specific situation (see Supporting Information File 1,
section SI.2).

Nevertheless, there are situations in which compensating the
local surface potential through KPFM significantly enhances
the precision of topography measurements, especially when the
voltage between tip and sample is large. This is exemplified in
Figure 2, where the tip-rGO voltage is intentionally modified
by charging the flakes through bringing the tip into contact
while applying an external bias voltage to the tip [78] (see Sup-

porting Information File 1, section SI.3 for further details).
Following the charging process, without activating the KPFM
feedback (Figure 2a), there is a noticeable increase in the flake’s
apparent height, reaching approximately 9 nm, while the typical
height (about 2 nm) is restored only after turning on the KPFM
loop (Figure 2b and Supporting Information File 1, section
SI.3). This has significant implications in multilayer systems,
where height is commonly used to determine the number of
layers, and measurements without KPFM might give an erro-
neous layer count. Moreover, a line profile along one and two
layers (Figure 2c¢) reveals that, after charging, the height
increase of the first layer with respect to the substrate is much
more pronounced than the increase of the second layer with
respect to the first one, which remains essentially unchanged.
Additional charging experiments (not shown) reveal that the
measured flake height depends on the charging state; this effect
is magnified as the amount of charge is increased, regardless of
its sign. We could associate this behavior with the existence of
an uncompensated electrostatic force that is nullified when
KPFM is activated. However, it is crucial to remember that,
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Figure 2: Topography images of charged rGO flakes. (a) KPFM off and (b) KPFM on, z scale = 15 nm. (c) Profiles along the red and black lines

shown in (a) and (b).

under our measurement conditions, the tip always oscillates at
resonance and amplitude variations are related to dissipative
interactions. Since the electrostatic force is conservative, it
should not change the oscillation amplitude [39]. Therefore, an
increase in height correlates with larger dissipation, which
prompts a tip retraction to maintain a constant amplitude. This
suggests the presence of a voltage-dependent dissipation mech-
anism.

Since the apparent flake height seems to depend on both the
tip—sample voltage and on the material, we explore these corre-
lations on both GO and rGO flakes by biasing the tip with a
DC voltage. To prevent any interaction between flakes arising
from charge transfer through the substrate [79], we deliberately
chose two well-separated rGO and GO single-layer flakes
(Figure 3a,b). The AC voltage and the y scan are turned off at
the highlighted profile in Figure 3a, and a DC voltage is applied

" 5 time
— 45
E -3.5
E 8 3 4
2 6 -25
g WmQ 15
9 A 2
=2 o5 0 05 1 15
0 I I T e IO

Figure 3: (a) Topography and (b) 2wejec images of rGO and GO monolayer flakes. (c) The top image corresponds to the 3D representation of the to-
pography along the black line shown in (a) as a function of time as Vjas is changed in 0.5 V increments. The bottom plot corresponds to the average
height of rGO (black) and GO (red) as a function of time for several discrete values of V5. Each data point is calculated by averaging the height over

each flake profile at a given time.
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to the tip (Vpias) for a few seconds, which is then changed to
another voltage in steps of 0.5 V. In Figure 3c, we display the
variations in height as a function of V};,4 along the line profile.
In the case of GO, the height remains relatively constant with
respect to the applied bias, showing only a slight increase at sig-
nificantly positive and negative voltages (above *4 V). In
contrast, the rGO flake exhibits a much more pronounced de-
pendence. At low bias voltages around the SP, the height is in-
dependent of Vy;,g, but it rapidly increases at higher bias volt-
ages. This confirms the presence of a voltage-dependent dissi-
pation mechanism, particularly enhanced on rGO. However, it
is important to emphasize that this height dependence with the
voltage is not seen when the flakes are supported on a conduct-
ing substrate (see Supporting Information File 1, section SI.4).

Moreover, we can examine a nanoscale heterogeneous sample,
such as a partially reduced rGO flake. The transition from GO
to rGO under reduction with hydrazine involves a non-homoge-
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neous process, in which, at the intermediate reduction stages,
the rGO flakes are composed of regions with different reduc-
tion degrees and, therefore, different properties [61]. As
depicted in Figure 4a, when the tip—sample voltage is compen-
sated (KPFM on), the height of rGO is roughly homogeneous
along the flake. Conversely, when biasing the tip, not only does
the overall height increase, but the increase is more pronounced
in certain regions (Figure 4c,d). Comparing these regions with
the 2w image (Figure 4b), we find that the height increase is
correlated to the local degree of reduction, with a lateral size for
the domains that varies from tens to hundreds of nanometers.
This confirms, on the one hand, that this mechanism achieves
nanoscale resolution, primarily attributable to the tip, and, on
the other hand, that the voltage dissipation mechanism depends
on the local properties of the material.

To gain a deeper understanding of this voltage-dependent dissi-
pative interaction, we conducted 3D spectroscopy measure-

Height (nm)
w

——KPFM on

T
1.0
Lateral distance (um)

Figure 4: (a) Topography and (b) 2we|ec images with KPFM on of a partially reduced rGO flake. (c) Topography of the same flake but with KPFM off

and Vpias = 3 V. (d) Line profiles along the black and red lines in (a—c).
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ments on rGO. The amplitude vs Vy;,¢ as a function of tip—sam-
ple distance images (A(Vpias, 2)) for two different free oscilla-
tion amplitudes (A() are shown in Figure 5a (A9 = 4 nm) and
Figure 5b (Ag = 2 nm). From the corresponding normal force
and frequency shift channels (not shown) and following the data
processing described in [63], we derived the deflection—dis-
tance curve, as well as the SP for each tip—sample distance,
SP(z). This approach enabled us to accurately calibrate the
tip—sample distance and the oscillation amplitude as shown in
Figure 5c, where, in addition to the deflection—distance curve,
we also include the upper and lower turning points of the oscil-
lating tip at the minimum tip—sample voltage A(Vy;,s = SP, 2),
where z is the mean tip—sample distance around which the tip is
oscillating. In Figure 5c, we identify the two well-known non-
contact interaction regimes, namely, (I) distances far from the
sample, where capillary forces are negligible, and (II) distances
close to sample, where the formation and rupture of liquid
necks starts, and the amplitude reduction due to capillary forces
becomes relevant [35,37]. The boundary between these regimes,
of course, depends on A since, at the same average tip—sample
distance, for larger amplitudes, the lower turning point is closer

to the sample, favoring the earlier formation of liquid necks.

In Figure 5d, representative amplitude vs Vp;,s curves at differ-
ent tip—sample distances are displayed. To facilitate compari-
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son between various oscillation amplitudes, we present the
amplitude referred to its free amplitude in each case (A/A(). At
large distances (z = 15 nm), the amplitude exhibits a clear para-
bolic dependence on the bias voltage, being equal to the free
oscillation (A/Ag = 1) at Vy,s = SP and lower than the free oscil-
lation (A/Ag < 1) when Vy;, # SP. This confirms the presence of
a dissipation mechanism depending on the tip—sample voltage
even at large tip—sample distances. As the tip approaches
(z = 10 nm), the purely parabolic dependence is retained only
for the lower oscillation amplitude. Conversely, a nearly
voltage-independent flat region around the SP is superimposed
on the curve with the larger oscillation amplitude. This is ex-
plained by considering that, at this mean tip—sample distance,
we are still in regime I for the low amplitude while transi-
tioning to regime II for the larger amplitude. In regime II, dissi-
pation due to liquid necks dominates at low tip—sample bias
voltages [35], while the voltage-dependent dissipative term
becomes prominent at higher Vy;,,. Finally, at z = 8 nm, where
both amplitudes are in regime II, the curves exhibit a combina-
tion of voltage-independent dissipation at Vi, around the SP
and a voltage-dependent dissipative contribution at large
tip—sample voltages. The relative contribution of each term to
the total dissipation depends on the free oscillation amplitude.
In contrast to the voltage-independent contribution mediated by
capillary forces [38,63], the voltage-dependent dissipation
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Figure 5: A(Vpias, Z) 3D spectroscopy images acquired on a rGO monolayer flake for (a) Ag = 4 nm and (b) Ag = 2 nm. Only the non-contact region is
shown. (c) Deflection vs mean distance curve (black). The green (Ag = 2 nm) and blue (Ag = 4 nm) curves represent the upper and lower turning
points of the oscillating tip at Vy,ias = SP. The corresponding green and blue dashed lines mark the boundary between regions | and Il for the ampli-
tudes, while the black dashed line indicates the jump to the contact point. (d) A/Ag vs Vpias for different tip—sample distances; the green and blue

curves correspond to Ag = 2 nm and Ag = 4 nm, respectively.
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contribution perfectly scales with the free oscillation amplitude.
This scaling suggests that, for low to moderate amplitudes, this
dissipation mechanism is proportional to A(. The same experi-
ments were conducted on the GO flake (see Supporting Infor-
mation File 1, section SI.5), revealing that, in this material, the
voltage-dependent contribution is significantly lower, aligning
well with the observations of Figure 3.

In summary, our experimental results confirm that, in addition
to the well-known dissipative interaction due to capillary forces,
in 2D materials, there is another dissipative interaction, whose
magnitude is tightly related to the tip—sample voltage and
strongly depends on the 2D material itself. Moreover, this
mechanism achieves nanoscale resolution and is sensitive to
local heterogeneities in the material’s properties. We also show
that this effect is particularly relevant whenever the 2D materi-
al is supported on an insulating substrate and can be an impor-
tant source of error when determining its thickness.

According to its voltage dependence, it is reasonable to assume
an electronic origin. Previously, it has been proposed in other
systems that a plausible explanation to this effect is related to
Joule dissipation [80,81]. The physical processes that lead to
Joule dissipation are as follows: (i) In the presence of an effec-
tive tip—sample voltage, the oscillating AFM tip generates a
time-dependent electrical field, which induces a current and
Joule dissipation due to the non-zero resistance of the material.
These currents induce an oscillating charge movement. (ii) Si-
multaneously, these moving charges also generate a time-de-
pendent electric field, which needs to be considered consis-
tently. We think that our findings align well with this explana-
tion, as a key difference between GO and rGO is their electrical
conductivity. Moreover, the conduction mechanism in GO and
rGO flakes is variable-range hopping [75], and slight changes in
the reduction degree may vary the conductivity by many orders
of magnitude [69], which would explain the high sensitivity of
the measurements to the local reduction degree within one
partially reduced rGO flake.

To account for Joule dissipation, different models have been
derived with different approximations, most of them treating the
metal-metal situation or modeling the tip—sample system as a
series of capacitors [80-84]. In this work, we follow a different
approach. We derive the general equations in the macroscopic
limit for the charge dynamics near the surface between two
media. In a previous work, we studied the tip-less case, which
we will use as the starting point for our model. Here, we just
summarize the main aspects and refer to [78] for further details.
Then, we include the tip influence by adding the appropriate
boundary condition, which is time-dependent when the tip is

oscillating and/or an AC voltage is applied. After adding this
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contribution, we particularize to 2D materials on insulating
supports, where the current through the bulk is minimal and the

induced currents are confined to the surface.

As shown in Figure 6, the sample is modelled as a semi-infinite
medium with permittivity €, and bulk conductivity o, embed-
ded in a medium with permittivity €; and conductivity 0;. A
well-known key feature is that, for an homogeneous bulk
system, an arbitrary initial charge density, p(r, t = 0), decays in
time as p(r, t) = p(r, t = 0)-exp(—t/t). This result is directly
derived from the Poisson equation (V-E = p/e), the continuity
equation (V-J = —dp/dr), and Ohm’s law (J = 6E). According to
this result, we assume that bulk regions not initially charged
will remain uncharged, that is, all charge (if any) will be locat-
ed at the surface. In order to avoid possible singularities, we
assume that all non-negligible charge density is located in a
region of height a inside the sample (from z = 0 + e=0" to
z = —a, see Figure 6). We note that, as long as a is finite, we
must handle three-dimensional quantities (charge density and
conductivity). Only when we take the limit a —0, two-dimen-
sional quantities will become properly defined. We assume that
for currents parallel to the surface inside the gray region,
J| = o||E|, the conductivity is different to the bulk value.
Then, the final surface conductivity will be defined as
0g = lim,, ga0). Similarly, the two-dimensional charge density
is defined as n(x, y, t) = lim,,gap(x, y, z = 0, t). Now, applying
charge conservation (continuity equation), Ohm’s law, and
Gauss’ theorem to the gray surface element in the sample
plotted in Figure 6 leads to [78]:

a %

c €
5:8_2 ap+(62—6“)EZ(Z=—a)—(Gl = S—;)EZ (z=0+). (1)

E,(x,y,z, t) is the z component of the electric field. The electric
field is induced by both the presence of the tip (at voltage Vi,,s)
and by the surface charge density. The electric field must then
verify Maxwell’s first equation, V-E = p/e, above and below the
surface, whose general solution is

V(x, ¥, Z,t) = Vtip (x, ¥, Z,t)

+Idx'jdy' n(x',y',t)Vl (x',y',z';x, v, Z,t), @

where Viip(x, y, z , 1) is the potential generated by the tip in the
absence of charges, the second term on the right-hand side is the
potential generated by the charges at the surface, n(x, y, t) is the
surface charge density, and V(x', y', z'; x, y, z, 1) is the potential
at position (x, y, z) generated by a unit charge located at
'y, z). Vt-lp(x, ¥, z, t) is calculated through solving the
Laplace equation with the boundary condition V(r € tip surface)

= Vpias- This term may depend on time if the tip oscillates or if
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01, &1

0y, &2

Figure 6: Scheme of the modelled system with an oscillating tip above the sample’s surface. The tip is oscillating at its resonant frequency, fo, with a
peak-to-peak amplitude App. The current density (J(x, y, z, 1)) leaving the differential volume element (dV = dxdy a) has components parallel
(J| = 0| E|) and perpendicular (J; ; = 0;Ej,, with i = 1,2 above and below the surface, respectively) to the surface.

an AC voltage is applied. V (x', y', z'; x, y, z, t) is calculated
with the boundary condition V(re tip surface) = 0 and is
proportional to the standard Green function of the problem (in
some textbooks G(r, r') is the potential at r due to a charge of

value g = —4me located at r’ [85]).

Equation 1 and Equation 2, together with initial and boundary
conditions constitute a closed set to determine n(x, y, 7). It is
possible to differentiate Equation 2 to obtain a similar equation
for E,(r). Then, inserting it into Equation 1 and taking the limit
a—0, we obtain an integro-differential equation for n(x, y, 1)
that defines the exact macroscopic limit of the problem of
charge dynamics at the surface including the effect of the tip.
The complexity of this equation impedes an analytical treat-
ment unless we introduce certain approximations that enable us
to analyze it and deduce some of its consequences. In our case,
(i) the tip is described as a sphere of radius R located at
x =0,y =0,z =1zp), and (ii) we take the long-distance limit,
where the tip is far away from the surface; thus, we only keep
the leading-order terms in zy— oo. This approximation allows for
a simple treatment in terms of image charges, see for example
[86,87]. In general, verifying the boundary conditions at the sur-
face and at the tip surface requires to treat an infinite series of
image charges, but for large z( these charges become rapidly
negligible. Taking this into account, the term Vyjp(x, y, z ,f) can
be written as

1
2 2 2
X +y +(z—zp)
4 \/ 0 forz >0,
4ney| s
Viplx.y:2:1)= \/x2+y2 +(z+29)° @
4 (+5) forz <0,
4mey \/x2 +yz+(z—zo)2

where s = (e — €1)/(gy + €1), and g = 4me R Vias. Viias and zg
may be time-dependent if the tip is oscillating or a variable
voltage is applied. Similarly, the potential generated by a unit

charge, Vi(x', ¥, z's x, ¥, z), for z, z' <0, is written as

1

4n82\/(x—x’)2 +(y—y')2 +(z—z')2

N

drep(x—x' P+ (y=y P (=2

V(x,y.25x,p.2)=

4

+

We note that, once E, is calculated and substituted into Equa-
tion 1, the right-hand side of the integro-differential equation
contains two kind of terms, namely, (i) terms independent of
n(x, y, t) and (ii) terms linear in n(x, y, f). The interpretation of
the first kind of terms is straightforward. In the absence of
charges, the tip produces electric fields and, thus, currents.
These currents modify the charge density through the conti-
nuity equation. Collecting all the terms of the first kind and
taking the limit a— 0 leads to

_ 2RzgVhias (8201 —5197)

3/2
g +¢
12 (x2+y2+z§)

Jiip (x.»)

2.2 52 ®
+281VbiasRGs (x T _220)

+ 5/2.
€ €

Furthermore, within our approximations, V| is not affected by
the tip, so it can be written as Vi(x —x', y — ', z, z'). Then, the

second kind of terms in Equation 1 become a pure convolution
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and can be easily Fourier-transformed in the plane (see Appen-
dices A and B in [78] for details). After Fourier transformation

and taking the limit a —0, Equation 1 becomes [78]:

Gn(k,t) —n(k,t)
TRy + fiip (k) ©)

where (k)" =15 + ok / (8] +£5), To = (e + €2)/(0] + 0),
and

4RV
Fiip (k) _ TV bias

(6,0, — €0, —g1kog )e_kzo .
€ t¢&

It should be noted that Equation 6 only depends on & = |k| since
radial symmetry is assumed. For a non-oscillating tip (zg and V
constant), this equation can be solved analytically in Fourier
space. A first consequence in this case is that, as t— o, there
will be a surface charge density that will depend on the bulk

conductivities and the surface conductivity,

n(k,t = o)= fu, (k)t(k)
€,0] —€|0y — O &k 0 @)

=4nRW;
bias 6| +0, +kog

This equation shows that, initially, the tip generates an electric
field that gives rise to currents at the surface, charging it in the
process. This process stops when there is no net electric field
parallel to the surface, and thus the whole surface is set at a con-
stant voltage. The surface charge distribution is such that it
cancels the electric field parallel to the surface, E |, generated
by the tip. The final voltage depends on the geometry of the
problem and the conductivity of each media. Solutions of this

kind will exist regardless of the model used for the tip.

In our model, a 2D material supported on an insulating sub-
strate is described by setting 0y, 0y ~ 0, that is, bulk conduction
is negligible, but surface conductivity is not. Then, for an
initially uncharged surface (n(r, t = 0) = 0), we get

Beilstein J. Nanotechnol. 2024, 15, 767-780.

where r = ﬂxz + yz‘ This solution shows that there is a relative-
ly slow charging of the surface with a characteristic time

€1 +&H )z
r(kzl/zo):—( 1+4) 0, ©)

Oy

such that for # « T, the surface remains uncharged, but for times
larger than T, the surface will be charged, even if no charges
were present at = 0. When T is much larger than any relevant
time, this charge will be negligible, while as T—0, the surface
charge density will correspond to the metallic case. In our
samples, the local surface conductivity varies by many orders
of magnitude and, thus, this effect may influence the measure-
ments. A rough estimation for GO and highly reduced GO gives
an idea of typical timescales for an insulating and a conducting
2D material. At a typical working distance, zy ~ 10 nm, and
using the g values from [69] (o [ GO %~ 1078 S/m and o GO
10° S/m), the surface conductivity is calculated as og = oja,
with a ~ 1 nm, the thickness of the flake. We also consider
€1 = g9 and & =&gj0, = 4¢. This yields relaxation times that
span many orders of magnitude, from tens of milliseconds to
few femtoseconds (1go ~ 40 ms and T,go = 4 fs). Comparing
these with typical acquisition times for a data point, 7, = 10735,
yields two opposite situations. For GO, 1, < 1g0, the surface
charge distribution does not reach the equilibrium configura-
tion during the acquisition time, while for rGO, 7, > 1,0, mea-
surements are carried out in equilibrium. It is important to note
that the time evolution in Equation 8 is entirely a consequence
of a non-negligible og; if we set o5 = 0, the time evolution
cancels, and we recover the expected solution for a dielectric

interface.

When the tip oscillates or an AC voltage is applied, the oscil-
lating electric field produces Joule dissipation at the surface as
well as an oscillating surface charge. For simplicity, we
consider the case of an AC voltage (Vpias = Vpc + Vaccos(wt)),
although solutions will be very similar for small tip oscillation
amplitudes, since only fijp(k) depends on zg or V. In order to
properly calculate them, we need to solve Equation 1 including
the oscillating term Vccos(wt). As this change only affects

(g1 +¢, )2

_ 2 20
l’l(}",t)—_gT[ SlRVbiaS. 5 5 3/2 -
r-+z
()

[o4t+(g +82)zo]2 1+

32 | ®)
(81 +&) )2 r

[Gsf‘i‘(gl +82)ZO:|2
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Jiip(k), we can find the oscillating part of the solution for each k

applying the variation of constants method, thus:

ACftlp (k
1+12 (k)

2 [cos(mt) + r(k)cosin(oot)} (10)

nac (k.t)=

We note that this oscillating charge must be taken into account
in order to properly calculate the tip—sample interaction. To
our knowledge, the effect of this time-dependent charge
distribution has not been taken into account, and it could
be important when using KPEM, specially when 7! is compa-
rable to the oscillation frequency and when the AC voltage is

large.

Now V(k, z, t) can be calculated substituting nac(k, t) into the
Fourier transform of Equation 2. From V(k, z, 1), it is possible
to calculate the Joule dissipation. In particular, for our case
(01, 07 = 0), the dissipated power, P, takes the simple expres-
sion:

21/ o
[ dfak |y (kz=0.0).
0

P=c (11)

o

Because of the linearity of Equation 2, the oscillating part of the
total electrostatic potential at the surface will be linear in Vac.
Hence, this equation predicts the parabolic dependence of the
dissipation with the applied bias voltage and shows that, in 2D
materials, there is an a priori non-negligible dissipation mecha-
nism related to the in-plane conductivity. This might also
explain why the application of KPFM mostly mitigates the issue
of incorrect height measurements in 2D materials, although it
does not entirely correct the problem. Through the use of
KPFM, the overall tip—sample voltage across a specific region
beneath the tip is nullified, minimizing the mean electric field in
that area and, consequently, effectively reducing the currents.
However, it is important to note that, locally, complete
nullification of the electric field may not occur, resulting in
residual small surface currents with an associated Joule dissipa-
tion.

Conclusion

We conducted a study on a system involving GO and rGO
flakes supported on SiO,/Si to elucidate the origin behind
consistently inaccurate AM-AFM height measurements of 2D
materials when they are deposited on insulating substrates. Our
experimental results reveal that this discrepancy arises

from a dissipation mechanism directly proportional to the

Beilstein J. Nanotechnol. 2024, 15, 767-780.

free oscillation amplitude for low to moderate amplitudes.
Additionally, we observed a parabolic dependence on the
tip—sample bias voltage, with the dissipation effect being more
pronounced as the in-plane conductivity of the material in-

creases.

We have linked this phenomenon to an in-plane Joule dissipa-
tion due to an oscillating charge induced by the oscillating tip,
which is enhanced when the underlying substrate is insulating.
To comprehensively understand this 2D Joule dissipation, we
have established the equations governing surface charge dy-
namics, accounting for the presence of the oscillating tip. While
solving the exact equations proves challenging without
resorting to numerical techniques, we have derived a compre-
hensive explanation of the experimental observations by consid-
ering the long-distance limit. Moreover, our model reveals that,
aside from the impact of Joule dissipation on height measure-
ments in AM-AFM mode, the presence of an oscillating sur-
face charge introduces additional dynamic effects typically
overlooked, which, under certain conditions, should be consid-
ered when calculating the tip—sample interaction. Also, we have
identified a relaxation time required to reach the stationary or
periodic state for a static or oscillating tip, respectively. This re-
laxation time is crucial to the overall charge dynamics and
depends on the material’s in-plane conductivity and on the mea-
surement parameters. When this relaxation time is comparable
to, or even significantly exceeds, the characteristic AFM mea-
surement times, it may influence not only the topography, but
also other interaction channels, particularly, those related to
electrostatic properties.

Finally, it is worth noting that the oscillating surface charge on
the material’s surface may not only be induced by the scanning
tip but also by applying an external AC voltage. This approach
presents distinct advantages, allowing for precise tuning of both
amplitude and frequency, providing an alternative path for
exploring the electronic properties of 2D materials, which will
be addressed in the future.
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Laser interferometry is a well-established and widely used technique for precise displacement measurements. In a non-contact

atomic force microscope (NC-AFM), it facilitates the force measurement by recording the periodic displacement of an oscillating

microcantilever. To understand signal generation in a NC-AFM-based Michelson-type interferometer, we evaluate the non-linear

response of the interferometer to the harmonic displacement of the cantilever in the time domain. As the interferometer signal is

limited in amplitude because of the spatial periodicity of the interferometer light field, an increasing cantilever oscillation ampli-

tude creates an output signal with an increasingly complex temporal structure. By the fit of a model to the measured time-domain

signal, all parameters governing the interferometric displacement signal can precisely be determined. It is demonstrated, that such

an analysis specifically allows for the calibration of the cantilever oscillation amplitude with 2% accuracy.

Introduction

Optical interferometry is a reliable technique utilizing light
waves to measure distance and displacement with high preci-
sion [1,2]. With the light wavelength as the length standard, a
highly stable interferometer can detect displacements with an
accuracy far beyond nanometer resolution [3], where the final
physical limit is set by the photon emission statistics of the light
source [4]. In non-contact atomic force microscopy (NC-AFM),

interferometry is used to measure the periodic displacement of a

(quasi) harmonically oscillating microcantilever, acting as one
mirror of the interferometer, while the second mirror is the even
surface of an optical fiber delivering the light to the microcan-
tilever [5-10].

As illustrated in Figure 1, interference occurs in the optical fiber

between the light beams reflected from the fiber end (reference

beam) and the cantilever (cavity beam), creating a standing
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wave pattern in the fiber with a spatial periodicity given by the
light wavelength A and a phase ¢ determined by the distance d
between the fiber end and the cantilever. Any variation in d
results in a variation of the intensity /s recorded by a detector
placed at a fixed distance to the fiber end [11]. In our setup,
there is a strong imbalance of reflectivity coefficients between
fiber (r¢) and cantilever (r.), yielding an interferometer signal
with a large average Iy, and a small intensity variation upon a

change in d.

Einc

1©

Vd

Figure 1: Michelson-type interferometer formed by an optical fiber end
and a microcantilever. Graph and physical quantities are explained in
the text.

As light exits the fiber with a certain divergence, and the fiber
core has a small diameter (4 pm), there is a finite number of
multiple reflections between the cantilever and fiber. At large
distance d, this number is small, and the setup basically acts as a
Michelson interferometer. Experiments reported here are per-
formed with the dielectric/vacuum interface of the bare fiber
end acting as the first mirror and a metal-coated silicon cantile-
ver as the second mirror. We keep the fiber—cantilever distance
d always large enough to work in the Michelson regime charac-
terized by a low Fabry—Pérot enhancement factor [12].

To obtain a model description of the interference light intensity
at the detector, we virtually place the detector inside the fiber at
its end and consider the electric field of the incident light beam
Ejpc at this position, the electric field of the reference light beam
Eef = riEinc, and the electric field reflected from the cantilever
and entering the fiber Eqy = 71,5105 (2d) e E - As
interference occurs in the fiber, the relevant transmissivity is

T; :tlg, and it depends on the polarisation for (quasi) normal

Beilstein J. Nanotechnol. 2024, 15, 1070-1076.

incidence. The a priori unknown function s}445(2d) describes the
loss of light in the gap between the fiber end and the cantilever
due to beam divergence. The spatial variation of the electric
field strength due to interference is governed by the path differ-
ence 2d determining the phase of the interference electric fields
¢o(d)=2n2L,

Linear superposition of reference and cavity beams yields, as

the intensity measured at the detector position,
in(a) ||
Iy = {Einc |:rf =T S10ss (Zd)e :|} : (D

By introducing the incoming light intensity I =%CSOE§N,
where c is the speed of light in vacuum and ¢ is the vacuum
permittivity, and the reflectivities Ry = (rp)%, Re = (ro)* and
cavity loss Sjpss(2d) = (S10ss(2d))2, Equation 1 is transformed

into

2
IM(d):[0|:Rf+(1_Rf) R Sjoss (2d)
24\ @
2R R, (1=Rg ) /Sioss (2d)cos[2n7j}

where the transmissivity Ty is substituted by 1 — Ry, repre-
senting the law of energy conservation. A sketch of the intensi-
ty measured at the detector of the Michelson-type interferome-
ter I as a function of d is shown in the right part of Figure 1,
where the distance dependence S)o55(2d) has been neglected.
The interference pattern has a periodicity of A/2, while the curve
crosses the mean value of intensity Iy, every n\/4, where n is a
positive integer. Usually, the interferometer is adjusted to posi-
tions do = mM\/8, where m is an odd integer representing inflec-
tion points of the interference curve, where the slope of I(d) is
a maximum. Such an adjustment facilitates a most sensitive dis-
placement detection. Note, that it is not possible to adjust the
interferometer to dy with a small number m because of limita-
tions in positioning the fiber end face parallel to the cantilever
surface.

Upon excitation, the freely oscillating cantilever exhibits a
harmonic displacement ¢(¢) as a function of time. If a tip—sur-
face force F is present, this will introduce a slight anhar-
monicity, and there will be a static displacement g [13]. Within
the harmonic approximation, which is well justified for small
tip—surface forces, the cantilever displacement is [13]:

q(1) =gy + 4-sin(2nf oyt ), 3)
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where A is the cantilever oscillation amplitude and fux is the
excitation frequency kept at the resonance frequency of the can-
tilever for frequency-modulation NC-AFM. Further taking into
account that the interferometer may be misaligned by the
amount d, we find for the time-dependent fiber-cantilever dis-
tance:

d(t)=do+dey = q(t)=do +dery = g5 = A-sin (27fexct ). (4)

Combining Equation 2 and Equation 4 yields the time depen-
dence of the light intensity at the detector. As the detector
measures the total incident light power, we introduce the circu-
lar illuminated effective area of the detector m’esz. The factor
fioss takes all optical losses into account occurring in the fiber
delivering the light to the cantilever and to the detector. The

time domain signal of the interferometer is then given as

PM (t) = flossnreszlo {Rf +(1_Rf )2 RcSloss (2d (t))
+2Re R, (1= Rp ) [Sioss (2 (1))

4r (dO + derr —4s

-sin| — I
A —A-sin(2nfexct)j 2

&)

Analyzing the result, we find that the characteristics of the
oscillatory part of Py is determined by the ratio between the
cantilever oscillation amplitude A and the wavelength A. For
A « M8, the detector signal oscillates quasi-sinusoidal with the
fundamental frequency fex; for A = M8, the signal is a strongly
distorted sine and when increasing the amplitude further, the
signal is more and more dominated by higher-frequency oscilla-
tions. Exemplary waveforms are shown schematically below in
Figure 4.

Results and Discussion

The interferometer used for our experiments is part of a custom-
built NC-AFM, operated under ultrahigh-vacuum (UHV) condi-
tions [14]. The cantilever is a highly reflective (R, = 0.81)
aluminum-coated silicon microcantilever (type PPP-NCLR,
NanoWorld AG, Neuchatel, Switzerland) having dimensions of
(225 £10) ym x (38 £ 8) um x (7 £ 1) pm according to the
specification of the manufacture. Using our standard procedure
[15], we determined the eigenfrequency as fy = 169.67622 kHz
and a quality factor of Q = 9000. After transfer of the cantilever,
which is glued to a cantilever holder, the cantilever is mechani-
cally firmly attached to the AFM scan head, while the optical
fiber and the sample are approached to the cantilever and the tip
by piezoelectric motors for coarse motion [16] and tube piezos

[17] for fine positioning in all directions. The scanhead with
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cantilever, sample support, and the respective motion elements
are shown in Figure 2a. The fine adjustment of d is accom-
plished by the fiber tube piezo, which is in its relaxed position
at zg = 0, according to the coordinate system given in Figure 2b.
Note, that the tube piezo allows for an adjustment of d with
high accuracy; however, the absolute distance between the fiber
end and the cantilever can practically neither be set nor
measured. The interferometer is adjusted to a fairly large value
dy to assure operation in the Michelson mode resulting in a
detector signal Iy that is much smaller than what could be ob-
tained by working in the Fabry—Pérot mode [12].

(b)
interferometer
Fis=0 - g=0

derr =0 = d=dy-q(t)

Z;
0
@ 1 0
o[\ vy—™=r,
d
O_

Figure 2: (a) Photo of the AFM scanhead showing the fiber and fiber
coarse approach assembly (top), the removable cantilever holder
(middle) and the sample plate with a mirror inserted for inspection
purposes (bottom). (b) Coordinates for fiber movement z;, fiber cantile-
ver distance d and cantilever displacement q in relation to the tip—sam-
ple coordinate z [18]. The cantilever is shown in its relaxed position
where the static displacement g = 0 and A sin(2nfeyct) = 0. Note, that
the origin of the d-axis is fixed at the fiber end. The interferometer
yields maximum sensitivity for d = dy as explained in the text.

A temperature- and intensity-stabilized laser diode light source
(type 48TA-1-42037, Schifter + Kirchhoff GmbH, Hamburg,
Germany) operating at a vacuum wavelength of A = 796.42 nm
delivers the light to the cantilever via a single-mode optical
fiber (type Hi780, Corning Inc., New York, USA) with a core
having a refractive index of ny = 1.45 and 4 pm diameter.
Before entering the UHV system, the light passes a 3 dB beam
splitter, where it is divided into two beams with almost iden-
tical power. The first part is directed to a power meter for
control purposes, while the second part is guided to the interfer-
ometer in the UHV [11]. The fiber end in the interferometer is
carefully cleaved to achieve high optical quality for the dielec-
tric/vacuum interface having a reflectivity of Ry = 0.04. The

fourth end of the 3 dB coupler is connected to the detector,
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which is a photoreceiver (model HBPR-200M-30K-SI-FC,
FEMTO Messtechnik, Berlin, Germany) converting the incom-
ing light power into a voltage signal. The photoreceiver allows
for high-sensitivity low-noise measurements of DC and AC
signals with a bandwidth of 200 MHz.

The interferometer is precisely aligned via a tube piezo con-
trolled by the R9 control system (RHK Technology Inc., Troy,
MI, USA). Cantilever excitation with a sine wave voltage with a
well-defined amplitude V4. and overall experiment control is
accomplished by a HF2LI (Zurich Instruments, Ziirich, Switzer-
land). Experiments are performed with the freely oscillating
cantilever. Therefore, the cantilever excitation frequency fuyc is
set to the eigenfrequency of the cantilever, which is determined
by taking a resonance curve before each experiment. By tem-
perature stabilisation of the laboratory and the scan head, care is
taken to avoid any thermal drift of the cantilever eigenfre-
quency that might compromise measurements. A model
MDO3000 oscilloscope (Tektronix Inc., Beaverton, OR, USA)
is used to record the AC output signal of the photoreceiver, Vy;q,
which is a voltage between 0 and 10 mV),, with a typical noise
level of less than 150 pVgrys. Time traces with a length of 4 ps
at a sampling rate of 250 MS/s are taken and quantized with a
resolution of 10 bits. Each experiment comprises a set of 20 to
30 measurements with the excitation voltage amplitude Vey.
ramped from O to 7 V. This voltage is reduced by a 100:1
voltage divider before it is applied to the excitation piezo. For
each amplitude, 512 traces of Vg, are taken and averaged,
where the start of sampling is triggered by the zero crossing of
the low-noise sinusoidal cantilever excitation voltage signal re-
corded on the second oscilloscope channel.

For data evaluation, a simplified form of Equation 5 is fitted to
the averaged trace for each amplitude. In the fit function of
Equation 6, linearly depending parameters are gathered into one
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VSig =Vpc +Vsin {%[D— A-sin(2chSt —(P):| —g}, (6)

where Vpc represents the constant part of the interferometer
signal voltage, V| the voltage amplitude of the interference
signal oscillation, D = dy + de;; — g the actual distance of the
center of oscillation from the fiber end, f the frequency refer-
enced to the time base of the oscilloscope, and ¢ a phase factor
covering any phase shift introduced by the electronics in the
signal path. The time dependence of Sy, is neglected as it is of
minute influence on the amplitudes used here. However, for ex-
periments with a very large amplitude, it is expected to influ-

ence the interference signal.

We find that Equation 6 fits the experimental data for all ampli-
tudes perfectly, as demonstrated for one example in Figure 3.
However, for lower amplitudes, the fit does not yield physi-
cally meaningful results because of the mutual dependence of
the parameters Vj, A, and ¢. We find, for instance, that the fit
value of V( exhibits a dependence on V., while it is evident
from Equation 5 that V(y should be a constant solely determined
by system parameters. To yield the correct value Volim, we plot
the peak-to-peak amplitude Vp, of the Vi, fit curve (see
Figure 3) as a function of Vg, as shown in Figure 4. We find
that Vp, first rises with amplitude and then saturates at the
amplitude limit ZVgim (red arrow in Figure 4). A parameter that
can reliably be deduced from the fit is fg as this is the character-
istic fundamental frequency of the signal. In the second step of
data evaluation, we perform a fit of the same fit function to the
same experimental data, however, with a reduced number of fit
parameters. In this fit, Volim and f; are taken over as fixed values
from the first fit, while the other parameters are treated as free
fit parameters. This two-step procedure allows us to determine
all signal parameters with high accuracy.

Vsig (mV)

T T T T T
exp. data |
— fit

time t (pus)

Figure 3: Fit of the model for the interferometer signal voltage Vg according to Equation 6 to experimental data. The cantilever excitation piezo
voltage amplitude is Veye = 4.25 V corresponding to an amplitude A = 86.61 nm.
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o 1 2 3 4 5 6 7
exc. voltage amplitude Vgyc (V)

Figure 4: Peak-to-peak amplitude Vj, of Vsjg (see Figure 3) as a func-
tion of the cantilever excitation voltage amplitude Vegyc. The red arrow
points to the onset of saturation. The insets show three typical wave-
forms for Iy(t) (Vexc = 1.75, 4, and 7 V) and the central part of the laser
diode mode spectrum, with the wavelength representing the vacuum
wavelength.

As the interferometric method is perfectly suited for the calibra-
tion of the cantilever oscillation amplitude, we exemplify the fit
procedure and accuracy limits for the fit parameter A. Ampli-
tude calibration means to relate the cantilever oscillation ampli-
tude A to the voltage V. . to yield the calibration factor
S =A/Vexc [18]. An accurate calibration is essential for quantita-
tive NC-AFM; therefore, various methods have been suggested
to determine the calibration factor S [10,19-22]. There is a
simple and rough, but commonly used, method of calibration of
the cantilever displacement by an interferometer, which is based
on the measurement shown in Figure 4. This method uses just
the data point for the excitation amplitude Vey(A = A/8), where
saturation in Vp,, occurs (red arrow in Figure 4), indicating that
the oscillation exactly covers one fringe with —A/8 < g < + M\/8.
For the experiment discussed here, such calibration yields
S =20.38 nm/V. However, from Figure 4 it is clear that the
precision of this value is limited as the A/8 point is not well
defined.

Figure 5 illustrates the enhancement in accuracy that can be
achieved by applying the two-step fit procedure for data analy-
sis. In this plot of A(Vexc), measurements taken at all ampli-
tudes are included and fitted by a straight line. The green and
blue curves represent measurements taken over two days, where
the optical fiber has been re-adjusted slightly between the mea-
surements. The curves (circle and triangle) represent data
analyzed by a single fit, where the green curve represents the
same data as those shown in Figure 4. Both measurements yield
a linear behavior, however, with a somewhat different slope
and, therefore, different calibration factors, which is due to the

fiber re-adjustment. The residuals plotted in the lower part of
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the figure demonstrate that measurements are free of any signif-
icant noise [23]; however, we find a smooth undulation of the
experimental values around zero, which stems from the residual
mutual dependence of the fit parameters. The red curve
(squares) represents the fit results for the data from the green
curve treated with the two-step procedure. The analysis of the
residuals reveals that the second step of data processing

reduces, but cannot fully remove, the undulation.

T 1 1 LI T T 1T

refined linear fit set1
150 L initial linear fit set1
| — initial linear fit set2

125

175

100

0t ) LA
T T T T T T T T T T T T
oL = refined fit set1 i
initial fit set1 ]
1k 4 initial fit set 2 T i
AAg" -
-. '. I AA
0+ ,.-..... .. AA . .... . i

deviation (nm) oscillation ampl. A (nm)
N
[}

1L AAAAAA ., ]
. a

A

T T T T T T T T T T

———r—
0 1 2 3 4 5 6 7 8 9 10 11 12
exc. amplitude voltage Vegyc (V)

Figure 5: (a) The cantilever oscillation amplitude A is derived from the
linear fit of Equation 6 to experimental time traces Vjiq(t) as a function
of the excitation voltage amplitude Ve, (squares, circles, and
triangles). Straight lines are linear fits of A(Vexc) data taken in two dif-
ferent measurement runs and one that underwent two different analy-
sis procedures. (b) Residuals of the oscillation amplitudes with respect
to the linear fit. Note, that the green and blue data are shifted by 1 V
along the Vg, axis for better visibility of the graphs.

At first sight, the undulation as a systematic error appears as the
major limitation for the accuracy in determining the calibration
factor S. An extended analysis of several sets of data covering a
large range of amplitudes yields, however, that the effect of the
undulation can be reduced to a negligible effect by a proper
choice of the analyzed range of amplitudes. This is achieved by
restricting the analysis to a range of amplitudes, where the
undulating behavior yields a compensation of positive and
negative deviations from the straight line. To obtain limits for
the precision and accuracy of the result for the amplitude cali-
bration factor, we consider four contributions to the error in S,
which are expressed in the following formula of error propaga-
tion for the linear fit [24]:

2 2
8 2 2 (8
SS =9 h + (6_’4) + (8_7“) + i , @)
exc A )\' IC
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where 6Vexc / Vexe =0.010 is the excitation voltage output uncer-
tainty according to the HF2 specification. To take care of the
systematic error due to the dependency in fit parameters, we de-
termine d4/A = 0.0004 as the mean of the residuals in A divided
by the mean value of A, determined as an oscillation amplitude
error. The relative error in the wavelength measurement is
0)/A = 0.00075 as detailed below. The error in the adjustment of
the light spot on the cantilever with length / is the positioning
error 8/, = 5 pm, which is the distance between the laser spot
position and the tip position as illustrated in Figure 1. This error
is estimated by visual inspection of a CCD camera image of the
fiber—cantilever gap, and we find % =0.022. To estimate the
wavelength error 9, we performed a careful measurement of
the laser diode light wavelength A with a spectrograph (Acton
series SP-2500i-2556, Princeton Instruments, USA), which has
been calibrated by 40 atomic lines distributed over the entire
visible spectrum to yield an accurate value for the wavelength at
a spectral resolution of 0.050 nm. As evident from the multi-
mode spectrum of the laser diode light source shown in the inset
of Figure 4, the spectrum is dominated by three modes with a
center at the vacuum wavelength A = 796.49 nm. Assuming that
interference occurs in the optical fiber, we calculate the laser
wavelength in the fiber with n = 1.45 as A = 549.3 nm for oscil-
lation amplitude calibration. We take the spectral distance of the
two neighboring lines as a conservative estimate for the wave-
length error d = 0.41 nm. Note, that the errors 8Vexc and O are
not independent variables. We treat them separately as SVexc is a
statistical error, while d5 represents an additional systematic
error due to the residuals in the linear fit of A(Vey.). Taking
these error margins into account, we obtain the final result for
the amplitude calibration factor S = (20.30 + 0.49) nm/V.

Conclusion

In summary, we derived a model for the description of the time
domain signal of a Michelson-type interferometer used to
measure the displacement of a (quasi) harmonically oscillating
microcantilever in an NC-AFM. The analysis demonstrates that
the interferometer signal is a non-trivial function of the cantile-
ver excitation, where increasing excitation amplitude is trans-
lated into increasing non-linearity and complexity of the
response signal. A fit of the derived response function to experi-
mental data yields excellent results for all system parameters.
However, care has to be taken to minimize systematic errors re-
sulting from the mutual dependence of fit parameters. The
method specifically allows one to determine the cantilever
oscillation amplitude calibration factor with a 2.4% relative
error. This is way better than what can be achieved with a cali-
bration based on the widely used y-method [19]. We recently
investigated the precision of the y-method in detail and found
that it is intrinsically prone to systematic error, where an error

of 15% may result under realistic experimental conditions [25].
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The strength of the interferometric calibration is the high preci-
sion that can be achieved as the calibration of the amplitude can
be traced to the light wavelength, which can be measured most
precisely and accurately. The error analysis shows that the
weakest point relevant for NC-AFM measurements is the accu-
rate positioning of the light beam at the position of the tip. In
experiments, as introduced here, noise is not a limiting factor
for the quantitative evaluation of the interferometric signal, and
there is still room for improvement by optimising the experi-

mental setup.
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Graphene nanoribbons show exciting electronic properties related to the exotic nature of the charge carriers and to local confine-

ment as well as atomic-scale structural details. The local work function provides evidence for such structural, electronic, and chemi-

cal variations at surfaces. Kelvin prove force microscopy can be used to measure the local contact potential difference (LCPD) be-

tween a probe tip and a surface, related to the work function. Here we use this technique to map the LCPD of graphene nanorib-

bons grown on a Au(111) substrate. The LCPD data shows charge transfer between the graphene nanoribbons and the gold sub-

strate. Our results are corroborated with density functional theory calculations, which verify that the maps reflect the doping of the

nanoribbons. Our results help to understand the relation between atomic structure and electronic properties both in high-resolution

images and in the distance dependence of the LCPD.

Introduction

Graphene’s electronic properties are determined by its two-
dimensionality as well as by its semimetallic gapless conical
band structure [1]. Its electronic behavior depends strongly on
the location of the Fermi level with respect to the Dirac point,
the center of the Dirac cones [2]. The location of the Fermi
level is a measure of the work function with respect to a differ-
ent energy reference, the vacuum energy. This position can be

tuned by gating [3] or by doping, for example, n-doping for

graphene on SiC [4,5] and p-doping by Bi, Sb, and Au sub-
strates [2]. Confining graphene to nanostructures [6,7], for ex-
ample, to graphene nanoribbons (GNRs), that is, few nanome-
ters wide stripes of graphene, opens additional possibilities of
tuning the electronic properties by creating quantum-confined
states [8] and opening a size-dependent energy gap [6,9]. As in
graphene, the Fermi level of GNRs is also strongly influenced
by charge transfer between the substrate and the GNR [10],
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again related to differences in the work function. Here, we take
the work function as a local property influenced by local
charge, that is, by the local electrochemical potential. GNRs
show strong electrostatic effects at their edges [11], where elec-
trostatic forces occur that we expect to modulate the electrons’
local electrochemical potential. Additionally, the chemical state
of GNR edges allows one to substantially tune the bandgap
[12], which is also related to the work function. GNRs can be
synthesized with atomic precision in an ultrahigh-vacuum envi-
ronment using on-surface synthesis [13]. This synthesis is well
known on coinage metals, namely, Cu, Ag, and Au, which pos-
sess a high electron density.

To study these unique electronic properties, a suitable method
to study the charge transfer, that is, the local work function, be-
tween a GNR and a metal substrate at the atomic scale is
needed. In general, as detailed above, the local work function
can provide evidence for structural, electronic, and chemical
variations at surfaces, all related to charge differences; for a
review, see [14]. Kelvin probe force microscopy (KPFM), a
method derived from scanning force microscopy (SFM), allows
one to study the local work function difference of a sample with
great accuracy and with atomic resolution [15-20]. In KPFM, a
voltage is applied to the tip in order to compensate electrostatic
forces occurring between tip and sample. Such electrostatic
forces arise from the different positions of the Fermi level in tip
and sample, which give rise to charge transfer. In KPFM, the
forces are measured by SFM during image acquisition [21,22].
In this way, an image of the local contact potential difference
between tip and sample is obtained. This has been shown not
only for general surfaces, for example, insulating surfaces, but

also for molecules and molecular layers [18,23-25].

Here, we study the local work function difference of graphene
nanoribbons fabricated by on-surface synthesis on Au(111). The
GNRs can be clearly discerned from the substrate through their
topography, but also through their contact potential difference.
GNRs have a measured contact potential that is about 100 meV
smaller than that of a Au. Variations in the measurement reveal
local work function differences, which are ascribed to the Fermi
level shift resulting from the charge transfer between the GNR
and the Au substrate. Our results indicate that GNRs are posi-
tively charged compared to Au. This is confirmed by calcula-

tions and by distance-dependent measurements.

Experimental

The experiments were conducted in an Omicron VT-SFM
system (base pressure 2 X 10719 mbar). The Au(111) single
crystal substrate (Mateck GmbH) was cleaned by repeated Ar
ion sputtering—annealing cycles. The cleanliness of the samples

was checked by SFM measurements. Then, 10,10’-dibromo-
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9,9’-bianthryl (DBBA) molecules were deposited by thermal
evaporation (Kentax evaporator) onto the hot (Tsample = 470 K)
sample surface for 10 min. The deposition rate was kept con-
stant using a quartz crystal microbalance. Annealing up to
670 K for 10 min after deposition induced cyclodehydrogena-
tion and the formation of GNRs following [13,26]. The sample
was introduced into our SFM attached to the same vacuum
chamber, which was cooled down to 115 K using liquid
nitrogen. Nanosensors Si tips (resonance frequency fy =
158 kHz and longitudinal force constant ¢y, = 45 N/m) and Ptlr-
coated tips (fo = 292 kHz, ¢, = 41 N/m) were used for imaging
in the frequency modulation (FM) mode operated by a Nanonis
electronic system. The tips were cleaned by sputtering (Ar pres-
sure 5 x 1073 Pa, energy 1 keV, 15 min) and annealing up to
375 K for 1-5 h (pressure below 1 x 1077 Pa) prior to measure-
ment. KPFM imaging was performed in parallel to topographic
imaging using an AC excitation voltage of V¢ = 600-900 mV
with fac = 166-730 Hz measured by a lock-in amplifier. AC
and DC biases were applied to the sample. In general, the
polarity of the KPFM measurements depends on whether the
voltage is applied to the tip or to the surface and on the polarity
of the voltage applied. In order to ensure that the values and the
polarity are compatible with previous results [20,27], the
measured results were cross-checked on well-known surfaces,
that is, Si(111) and Pb on Si(111). For the average taken over
several measurements of the local potential difference (LCPD)
shown below, we have mainly used Ptlr tips and only a few Si
tips since the results obtained in a previous work did not show
any difference between metal-coated and non-coated Si-tips
[27]. For this work, we assume that the non-coated Si-tips were
covered by Au from the sample surface because of tip—sample
interactions as we have observed a tip—sample contact prior to

taking the data used here.

All calculations were done using the Vienna Ab initio Simula-
tion Package [28,29] (vasp-5.4.4) with the PBE functional [30]
and a projector-augmented plane-wave basis (PAW) [31,32].
Dispersion forces are included through Grimmes D3 method
[33] with Becke—Jonson damping [34] (IVDW = 12). Further,
we include non-spherical contributions from the gradient
corrections inside the PAW spheres (LASPH = .TRUE.). For all
slab calculations, the lowest gold layer was fixed using the opti-
mized bulk lattice constant (aa, = 0.2897 nm). The initial posi-
tions for the geometry optimizations were chosen according to
the structure reported in [35]. Section I of Supporting Informa-
tion File 1 shows further details about the geometry of the
calculations.

We calculate the local work function ®(r) from the Hartree

potential Vege(r) corrected by the Fermi energy, that is,
®O(r) = Veg(r) — Epermi as done in [20]. We use different con-
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stant values of z for the LCPD maps. z is parallel to ¢, x is
parallel to a, that is, the long axis of the GNR, and y is parallel
to b. The LCPD maps are derived from

CD(S)(x,y) =D (x, 1, Zgyf +5), 1)

where zg,.f is given by the z coordinate of the uppermost car-
bon atom of the GNR. s is varied from 0.17 to 1.2 nm. Addi-
tional details about the density functional theory (DFT) calcula-
tions performed in this work are given in Supporting Informa-
tion File 1.

Results and Discussion
A topographic image of GNRs on the Au surface is shown in
Figure 1a. While most GNRs are attached to gold step edges or

to other ribbons, we additionally observe isolated individual
ribbons. When the tip and the GNR are brought close together, (b) ‘]‘EVAC e
electrostatic forces between tip and sample can be measured. Wiip \‘ Il.AC/DPD
Also, charges can equilibrate, the Fermi levels of tip and sur- M GNR
face align, accompanied by an electron flow to the Au, and the
GNR is charged, leading to additional electrostatic forces Tip GNR
(Figure 1b). During imaging, a voltage is applied in order to
compensate for these additional electrostatic forces at each
point of the image, leading to a LCPD map. (C) \—‘_I

-70 . m — .
In Figure 1c, Af(V) curves measured above a GNR and Au are "f‘w%ﬂn
shown. The maxima of the parabolae fitted to the measured data -80 /,;:ﬁ‘f"’::}‘% \ ]
yield the difference of the LCPD values, AV = 120 mV. Since — 2 i :mhx‘ \\
no impurities have been introduced, the LCPD indicates a j’\:‘ -90 -f i E 55., A
charge transfer from the substrate (“p-type doping”), also seen S i i ‘\s\
in bulk graphene on a gold substrate [2,36-38]. 100} i i ‘\ g

m b 5

Figure 2 shows a topographic image of GNRs on Au(111) sur- 110 +Parabola Fit ! “\ _
face and its associated LCPD map. In the LCPD map Ol,2 (5'4 l 01,6 0‘,8
(Figure 2c), GNRs appear as blue stripes on the yellow Au(111) Bias [V]

background. From the line profile taken across the ribbon indi-
cated in Figure 2d, we deduce a contact potential difference of XXX
145 mV between the GNR and the Au surface. In Figure 2c,
some inhomogeneities of the LCPD along the GNR can be ob-
served, with darker regions appearing along its length. Addi-

tionally, some irregularities such as kinks or defects at the edge

are observed in the topography measurement. For example for
the GNR where the cross section has been taken, marked by a

black line, there is a kink associated with a darker region in the Figure 1: (a) Topography image of GNRs on Au, measured with a Si
tip, fo = 170.91 kHz, ¢ = 40 N/m, A = 1 nm, Q = 20,000, and Af =

local work function, and in the topography image there are
pography & —-21 Hz. (b) In KPFM, local variations in contact potential (CPD) can be

some small bright extensions at the side of the GNR also associ- measured by applying a voltage between the sample and the AFM tip
ated with darker regions of the LCPD of the GNR. The elec- so that the electrig field caused by the CPDis f:ompgnsated. (c) Af(V)
measurements using a Ptlr-coated tip along with their second-order
tronic states of kinks in GNRs have been studied on a narrower polynomial fit measured on GNR and Au. The dashed vertical lines in-
type of GNR in [39]. Only small modifications of their elec- iicate the respective values of the CPD. (d) Scheme of the GNR on
u.

tronic structure have been found. Here, we show that small
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Figure 2: (a) Topography of GNR’s and the Au(111) herringbone
reconstruction, Ptlr-coated tip, fo = 291.52 kHz, ¢, = 41 N/m, A = 3 nm,
Q =21 000, and Af = -45 Hz. (b) Line cut through the topographic
image at the position indicated by the white line. (c) LCPD image re-
corded simultaneously with the topographic image, fac = 730 Hz and
Vac =900 mV. (d) LCPD line profile taken across a ribbon (black).

structural modifications and the associated changes of the elec-
tronic states additionally cause a change in the local work func-
tion.

Figure 3a,b shows local work function difference maps calcu-
lated from the Hartree potential of GNR/Au(111). To match the
calculated and the measured values, it is necessary to take the
difference with respect to a point of reference, here, the Au sur-
face. In the calculations we did not represent the Au herring-
bone reconstruction, because this is computationally very
demanding [40]. At large distances (Figure 3b), the GNR
appears as a featureless depression. When the surface is
approached and the distance s is reduced, the GNR submolecu-
lar structure is observed with increasing intensity (see
Figure 3a,b and Supporting Information File 1, Figure S1d).

To obtain a more detailed understanding of the charge transfer
and for comparison of the experimental results with calcula-
tions, we have performed measurements at different frequency
shifts. We have then measured a force—distance curve to match
each frequency shift to a distance to the sample surface (see
Supporting Information File 1, Section II). We show the data in
Figure 3c together with the calculated results. With this ap-
proach using an average over several measurements (over 257
LCPD line scans), the influence of the tip and sample micro-
structures on the resulting overall values is minimized. Addi-

tionally, LCPD is measured with respect to the reference LCPD

recorded on the Au(111) surface to account for variations of the

Beilstein J. Nanotechnol. 2024, 15, 1125-1131.
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Figure 3: (a,b) Calculated LCPD_maps at distances of s = 0.2 and

1.0 nm from the GNR plane. (c) LCPD values on GNR/Au (blue
squares) versus distance in comparison with calculated local potential
values (black squares). The dashed black line serves as a guide to the
eye, whereas the red, dashed green, and dashed yellow curves are fits
to the data as described in the text.

tip contact potential. Again the LCPD of the GNR is negative,
and the predicted hole doping is confirmed. In Figure 3c, the

LCPD values exhibit a slow decrease towards more negative
values with decreasing tip—sample distance. Depending on the

tip—sample distance, LCPD varies from 130 mV for 0.74 nm
tip—sample distance to 70 mV for 1.18 nm. These features are
consistent with previous results revealing a distance depen-
dence of the LCPD or the electrostatic forces [41-44].

In general, we expect an exponential decay of the electrostatic
field 2D Fourier components, where the decay constant A is the
lateral wavelength of the respective 2D Fourier component [45],
that is,

CD(Z):AOexp(—(z—zO)/K)+CD0, )

where A( and z( are parameters to adjust the tip—sample dis-
tance, one of which is redundant, A is the decay constant, and
® is a parameter that allows one to adjust for a different choice
of the zero level for voltages. This Fourier analysis could be
done for any arrangement of charge and is often practical to
find out the main distance dependence. Here, we expect a log-

dependence of the electrostatic potential on distance because of
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the shape of the nanoribbon. Both views are complementary as
the logarithm arises from adding over a large number of Fourier

components.

Previously, it has been shown that a line charge is a good
approximation for electrostatic forces above graphene nanorib-
bons [41]. For a cylindrical charge with radius R, we expect an

electrostatic potential that varies as

z—R
1 +d,
n( I j 0 3

o)
Q)(Z) - 27[:80

where p is the charge per unit length [46]. We have fitted this
function to the calculated data (black squares in Figure 3c) and
obtained p/2meg = 203 mV, R = 0.087 nm, and &y = —680 mV,
represented as a red line. The radius R represents the height
of the graphene nanoribbon. The charge is p = Q/I =
1.13 x 107! C/m and corresponds to 0.070 e/nm. The descrip-
tion of the data by the fitted function is good, but a slightly
better choice is to describe the DFT-calculated curve by two
exponential functions, one with decay length A = 0.12 nm at
close distance, arising from an intramolecular atomic-scale
contrast, and a second one with a decay length of A = 1.24 nm at
far distance, resulting from the size of the graphene nanoribbon.

The experimental results (blue squares in Figure 3) generally
follow the shape of the calculated curve with a shift. There are
several possibilities to understand the origin of this shift. First,
we discuss the possibility of a z shift between experiment and
calculated results. As shown in Figure 3c, a 0.48 nm shift in dis-
tance would be needed for experiment and calculations to
match. This distance corresponds to the screening length of
about one Fermi wavelength (Ar = 0.52 nm) in Au, calculated
from a Fermi energy of 5.53 eV and obtained by the assump-
tion that each Au atom contributes one electron to the Fermi
sea. In the calculations, the potential at a certain point in space
is calculated, corresponding to a point-charge tip. In the experi-
ment, the tip is either a Si tip or a metal-coated tip. For a perfect
metallic layer on the tip, we expect that it adopts an image
charge distribution that generates a similar electrostatic field as
the charge located in the sample. The charge distribution in the
sample in our own calculations is distributed over two atomic
layers (Au—Au distance: 0.28 nm, see also Supporting Informa-
tion File 1, Section III); hence, understanding the 0.48 nm shift
as the apparent distance between the charge distribution in the
tip and the tip apex is a reasonable assumption. In addition, we
compare the shift to the value obtained in [41], 1.7 nm for the
total distance, where the tip was composed of graphene nanorib-
bons with a longer screening length compared to Au. We con-

clude that the tip used in the experiments shown in this work is

Beilstein J. Nanotechnol. 2024, 15, 1125-1131.

“sharp” concerning the electrical measurements in the sense that

the charge distribution resides close to the tip apex.

A second way of understanding the shift between experiment
and calculations is based on averaging effects [47]. Above, we
have used a z shift to describe the data, where the difference
could be understood as a shift in the potential. The tip exposes
its three-dimensional shape to the sample, and the forces result
from the electrostatic field of the sample interacting with the tip
at each point in space. The averaging effects depend on both the
tip sharpness and the tip—surface distance. Here, we expect the
relatively large tip radius of metal-coated tips (typically 20 nm)
with respect to the width of the ribbons leading to averaging
over a considerable part of the Au surface in addition to the
GNR and to a reduction of the CPD values due to the long
range nature of the electrostatic force.

Conclusion

In summary, we have imaged graphene nanoribbons using
KPFM. We confirm the p-type doping of the GNRs on the Au
substrate. The measured LCPD values exhibit a slow decrease
with tip—sample distance in qualitative agreement with calcula-
tions. Our results highlight the potential of Kelvin probe force
microscopy to simultaneously study structural and electronic
properties of GNRs and the capability of KPFM as a useful tool

for observing the electronic properties in nanoelectronics.

Supporting Information

Supporting Information File 1

Additional information on the DFT calculations, on the
force—distance data used for transforming frequency shift
information into distance information, and on calculated
charge differences.

[https://www beilstein-journals.org/bjnano/content/
supplementary/2190-4286-15-91-S1.pdf]
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