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Physical organic chemistry (POC) and reactive intermediate
chemistry (RIC) belong to the core subjects of organic chem-
istry. During the 1990s and 2000s both had become increas-
ingly less fashionable, and in many countries, the mass of active
researchers working in POC and RIC was in danger of
becoming subcritical. Consequently, in 2003, the Whitesides-
Report on the status of chemistry in Great Britain pointed out
shortcomings in POC. These shortcomings bore implications
reaching beyond academia: in chemical industry, chemists with
excellent skills in mechanistic organic chemistry are needed for
many tasks, but an insufficient number were being educated. As
a consequence of the Whitesides-Report, the Engineering and
Physical Sciences Research Council of the UK (EPSRC) funded
two Centres for Physical Organic Chemistry, one in Cardiff,
and one in Glasgow, and launched two calls for research
proposals in POC.

Research into reactive intermediates has historically been part
of the work involved in product studies. In order to characterise
a reactive intermediate, it had to be trapped. Thus, in order to
characterise a carbene, for example, one would intercept it with
an alkene and isolate the resulting cyclopropane. Using internal
quenchers (molecular clocks) providing well-defined competing

reactions, product studies can even yield accurate values for the
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kinetics of intermolecular quenching reactions of reactive inter-
mediates. More recent techniques to characterise reactive inter-
mediates include matrix isolation spectroscopy, where a reac-
tive intermediate is generated in a cryogenic noble-gas matrix
and hence can be studied for an extended period of time; or
laser flash photolysis, where the reactive intermediate is gener-
ated by a very short pulse of laser light, and can be investigated
in real time; or specialised mass-spectrometric techniques such
as ion cyclotron resonance MS. Due to the exponential increase
in computing power available to researchers, much of the mech-
anistic work nowadays is done using the tools of quantum
chemistry. In particular, the various flavours of density func-
tional theory have proven valuable in this respect, but high-level
correlated methods such as CCSD(T) also have their place.

This Thematic Series of the Beilstein Journal of Organic
Chemistry is meant to highlight recent developments in the
chemistry of reactive intermediates, and to illustrate the current
state of the art in a number of very varied research fields.

Gotz Bucher

Glasgow, March 2013
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Reaction paths of base-catalyzed hydrolyses of isoelectronic substrates, Ph—C(=0)-X-Et [X = O (ethyl benzoate) and X = NH
(N-ethylbenzamide)], were traced by DFT calculations. To simulate bond interchanges accompanied by proton transfers, a cluster

model of Ph—C(=0)-X—Et + OH (H,0);¢ was employed. For X = O, three elementary processes and for X = NH four ones were
obtained. The rate-determining step of X = O is the first TS (TS1, the OH™ addition step), while that of X = NH is TS2. TS2 of
X = NH leads to a novel Mulliken charge-transfer complex, Ph—(OH)(O=)C--"N(H;)-Et. The superiority or inferiority between the
direct nucleophilic process or the general base-catalyzed process for TS1 was examined with the model Ph—C(=0)-X-Et +
OH (Hy0),, n =3,5, 8, 12, 16, 24 and 32. The latter process was calculated to be more favorable regardless of the number (7,

except n = 3) of water molecules. The counter ion Na* works unfavorably on the ester hydrolysis, particularly on TS1. A minimal

model of TS1 was proposed and was found to be insensitive to 7.

Introduction

Basic hydrolyses of esters and amides have been extensively
studied experimentally [1]. Use of dilute alkali is the usual way
of hydrolyzing esters, and the reaction is called saponification.
The base-catalyzed hydrolysis of amides is an important model
for the enzymatic cleavage of peptide bonds [2,3]. The base-
promoted hydrolyses of carboxylic esters and amides accompa-
nying the 30 exchange have been investigated to characterize

reversibly formed intermediates [4-16].

Through the analysis of heavy-atom isotope effects, the rate-
determining step of the alkaline hydrolysis of methyl benzoate
(Ph—C(=0)-OMe) was shown to be the formation of the anionic
tetrahedral intermediate by O'Leary and Marlier [17]. Marlier
suggested that the attacking nucleophile in aqueous solution is
water with OH™ assistance in the hydrolysis of methyl formate
(HCOOCH3) [18]. This suggestion is in sharp contrast to the
traditional B,.2 mechanism [19]. In this mechanism, the tetra-
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hedral intermediate is formed by direct nucleophilic collisions
between hydroxide ions and ester molecules. Marlier's sugges-
tion was supported by a kinetic study of the saponification of
ethyl acetate (CH3COOC,H5s) [20].

For the base-catalyzed amide hydrolysis, Brown and co-workers
made extensive studies of the carbonyl 80 exchange and D,0
solvent kinetic isotope effects [21-25]. They suggested interven-
tion of a pair of a zwitterion and OH™ as well as that of the
anionic tetrahedral intermediate (Scheme 1).

2 Or2 O 2
QR +oHOm,0 QR R
Ar—C-N-R' Ar—(lz—N—R1 — Ar—?éN—R1
oH *H0 Ho H
OH®
anionic tetrahedral zwitterion
intermediate with OH~
Q R 9 R
1 ]
——= Ar=C + N-R" + OHZ —— Ar—C + N-R" + H,0
HO M 60 H

Scheme 1: A scheme of the base-catalyzed amide hydrolysis involving
a zwitterion suggested by analyses of solvent kinetic isotope
effects [22].

Although many theoretical studies of the basic amide hydroly-
sis have been reported so far [26-37], the presence or absence of

the zwitterion has not been scrutinized.

As for zwitterions of amino acids and peptides, the effect of the
solvent on the structure and various spectra has been examined
carefully [38-46]. Explicit solvent models were reported to be
necessary, and it was shown that the use of continuum solvent
models is not adequate. For instance, Degtyarenko and
co-workers demonstrated that 20 water molecules are needed to

Beilstein J. Org. Chem. 2013, 9, 185-196.

completely solvate the L-alanine zwitterion [46]. The average
number of water molecules in the first hydration shell of an
alanine molecule was found to be seven [44]. Thus, more than
seven water molecules would be required to examine the reac-
tion paths of hydrolyses reliably. However, less than six water
molecules are included in the precedent computational studies
[26-37]. As stated in [20], "an appropriate mechanistic picture
for the system (saponification) must take into account the
solvent molecules that should be included in the minimal TS

structure".

The mechanisms of the well-known two base-catalyzed hydro-
lyses are still unclear in the following points:

1. The rate-determining step of the ester hydrolysis was
suggested to be the nucleophilic OH™ addition to the carbonyl
carbon according to the kinetic result of the heavy-atom isotope
effect [17]. On the other hand, in the hydrolyses of a series of
toluamides (Me—CgH4—C(=0)-N(R")(R?2)), the rate-deter-
mining steps were reported to vary from the OH™ attack to
breakdown of the anionic tetrahedral intermediate [22]. It seems
that the rate-determining step of the amide reaction is not as
definite as that of the ester one.

2. The number of elementary processes in both hydrolyses is yet
unknown. Is the zwitterion shown in Scheme 1 also present in

the ester reaction?

3. In [25], the direct nucleophilic process was suggested to be
more favorable than the general base-catalyzed process for the
hydrolysis of formamide (Scheme 2). This suggestion is in
contrast to Marlier's one mentioned above for the hydrolysis of
methyl formate [18]. Does the amide take a different OH™ addi-
tion process from that of the ester? Is the controversial OH™ ad-

B _H 1%
o o
H
: H\N,
H-0O------ (I:=O
: H
o H’ * H0 Ho\-H
H—O@(H20)3 . H’&\N'H o Th_e direct nucleophilic proce_ssi HO—(::—O@
) .
H Q HoH @ H
H \N/ +3 H0
H—¢----H~-- (I) (I:—O 2
l—:| H H
,0
H

The general base catalyzed process

Scheme 2: Two processes suggested by a proton-inventory NMR study [25].
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dition transition state affected by the number of water mole-

cules adopted in calculations?

4. The base-catalyzed hydrolysis is conducted usually by the
use of the NaOH (i.e., 0.01 to 1.0 mol/L aqueous) solution.
Then, the role of the counter ion Na* on the reaction paths and
energies needs to be investigated.

5. Is "the minimal TS structure" [20] predictable in the frame-
work of the molecular model prior to any calculations?

In this work, DFT calculations were carried out to shed light on
the five points above, 1-5. As isoelectronic substrates, ethyl
benzoate and N-ethylbenzamide were employed, of which the

reactions are shown in Scheme 3.

o) o)
(es) @c—o—csz +OH — @—c—o- + C,Hg—OH

ethyl benzoate benzoate ion

QH Q
(@am) C-N-CyHs + OH-— C-0~+CyHs-NH,

N-ethylbenzamide

Scheme 3: Hydrolysis of the ester (saponification) and the amide
adopted in this work. These are assigned as (es) and (am), respec-
tively.

The former (ester) reaction has been studied well and its
activation energy was reported to be 14.6 kcal/mol [47]. The
latter (amide) analogous one (N,N-dimethyltoluamide,
Me—-CgH4—C(C=0)-NMe,) was investigated and the experi-
mental activation free energy was reported to be 27.1 kcal/mol
[22]. The hydrolysis of the phenyl-group-containing substrate
was studied computationally in a reaction between N-methyl-
benzamide and OH™ [37]. However, only one water molecule
was contained in the reaction system.

In the present study, the number of water molecules (n) is
changed systematically in Scheme 4 to address the latter part of
point 3.

Method of calculations

The reacting systems were investigated by density functional
theory calculations. The B3LYP [48,49] method was used to
trace the reaction path. B3LYP seems to be a suitable method,

which includes the electron correlation effect to some extent.

1
Ph-C—-X-Et + OH~(H,0),

Scheme 4: A reaction model including the water cluster.

Ph-C-0~ + HX~-Et + (H,0),

Beilstein J. Org. Chem. 2013, 9, 185-196.

The basis set employed was 6-31(+)G(d), where diffuse func-
tions are added to oxygen and nitrogen atoms. Since the present
systems are large (for the largest stoichiometry C9H76NO34(_1)
of n = 32 (amide), 952 basis functions of 6-31(+)G(d) in the
geometry optimizations), calculations with higher-level basis
sets than 6-31(+)G(d) are too difficult.

As for the key step, i.e., the OH™ addition process, TS geome-
tries of n = 16 were re-optimized with B3LYP/6-311+G(d,p),
B3PW91 [50]/6-31(+)G(d), B3PW91/6-31(+)G(d) SCRF (self-
consistent reaction field) = PCM [51-53], B3PWO91/6-
311+G(d,p) and M06-2X [54]/6-31(+)G(d). These re-optimiza-
tions are needed to check whether the obtained TS structures are
insensitive to the adopted method or not in relation to the

former part of point 3.

Transition states (TSs) were sought first by partial optimiza-
tions at bond-interchange regions. Second, by the use of
Hessian matrices, TS geometries were optimized. They were
characterized by vibrational analyses, which checked whether
the obtained geometries have single imaginary frequencies
(v¥s). From TSs, reaction paths were traced by the intrinsic
reaction coordinate (IRC) method [55,56] to obtain the energy-
minimum geometries. In order to check the character of the
HO™ addition TS, classical trajectory calculations using the
atom-centered density-matrix-propagation molecular dynamics
(ADMP) model [57-59] were also conducted.

Relative energies (AEs) and Gibbs free ones (AGs) were
obtained by single-point calculations of RB3LYP/6-
311++G(d,p) {SCRF = PCM, solvent = water} on the RB3LYP/
6-31(+)G(d) geometries and their ZPVE and thermal correc-
tions, respectively.

All the calculations were carried out by using the GAUSSIAN
09 [60] program package. The computations were performed
at the Research Center for Computational Science, Okazaki,

Japan.

Results and Discussion
Consideration of minimal and extended TS

structures
According to the requirement of "an appropriate mechanistic
picture of the minimal TS structure" [20], a model of the OH™

addition to the carbonyl carbon was made and is shown in

. (X =0, NH)
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H 0
nes_1(b) oz -H"(@)"H
o)
W Npa L I’KIJ; \H
I
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: 2Hs
<G
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Figure 1: A minimal model of the OH™ nucleophilic addition to the sub-
strate, Ph—C(=0)-X-Et. Three ((a), (b) and (c), n = 3) water molecules
participate in the main hydrogen bonds to stabilize the TS structure. W
stands for the water molecule as an outer catalyst. n, denotes the
lone-pair orbitals on the oxygen atom.

O1-HI 1.9222A
03-H2 1.7054 A
C7-031.8503A

05-H3 1.9980 A
05-H2 1.0057A

OSI, H2
TG

H3¢Hl

c4

3
v*=172.3175 icm™!

v*=182.8349icm’! © P

Beilstein J. Org. Chem. 2013, 9, 185-196.

Figure 1. At the OH™ addition, one lone-pair orbital (np;) of
OH' is directed to the carbonyl carbon. The other two ones (ny,2
and np3) should be linked to two water molecules, (a) and (b).
n,4 and nps of the water (b) become anionic through the
OH™ — H,0(b) charge transfer (CT). Then, a water (c) may be
linked to ny4 of HyO(b) and ny6 of the carbonyl oxygen in the
bridged form. ny and ny7 of the carbonyl oxygen becomes
anionic as the OH™ addition proceeds. Two anionic ny,s and ny7
are linked with the outer two water molecules (W's). The
assumed picture in Figure 1 is in line with the experimental
suggestion that five water molecules participate in the reaction
center [25].

The assumption in Figure 1 was examined by varying the
number of water molecules in Scheme 4 at the OH™ addition
transition state (TS1). Figure 2 shows geometries of TS1(es) for

03-H2 1.6379A
C7-031.7330A

05-H3 1.9108 A
05-H2 1.0148 A

| RN
Q

03-H2 1.5617A
04-H2 1.0343A
C7-031.9864 A

©

v*=110.7108 icm™!

+8.94 (+13.55) +14.70 (+16.34) +16.23 (+19.41)
n=3 n=5 n=8 'k

05-H21.0107A

03-H2 1.6593 A < » :.

€7-03 1.8260 A he % :

“ © ©
L ¢ Yo1
& / ,', ¢
N ©
{L__,@‘ v*=192.04 iemr!
+16.25 (+14.82)
n=12 }
0N

, 05-H2 1.0541A

“ 03-H2 1.5007A
C7-031.9546 A

~0

v*=234.8265 icm’!

+15.14 (+18.66)
n=24

< 05-H2 1.03792A
03-H2 1.5439A

© C7-031.9903 A
P v*=200.4129 iem!
+15.56 (+16.46)
n=16

A P
.. \: / “
AR

05-H2 1.0428A
03-H2 1.5164A
C7-031.8940A
v*=236.7705 icm’!

©114.19 (+16.35)
n=32

Figure 2: Geometries and B3LYP/6-31(+)G(d) activation energies of TS1(es) in the reaction between ethyl benzoate and OH™(H,0),,. Activation and
activation free energies in kilocalories per mole (1 kcal = 4.184 kJ) are shown without and with parentheses, respectively. For instance,
E, = + 8.94 kcal/mol and AG” = + 13.55 kcal/mol for n = 3. Cartesian coordinates of all the TS geometries are shown in Vll.a (Supporting Information

File 1).
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n=3,5,8,12, 16, 24 and 32 in the ester hydrolysis. Hereafter,
the ester reaction is shown by (es) and the amide one is by (am).

They exhibit that the skeletal part of n = 3 (without two W's in

Figure 1) is retained in all the TS1(es) geometries. In addition,

the n = 5 geometry is close to that drawn qualitatively in
Figure 1. Here, H3—O5-H1 is the bridged H,O (c) in Figure 1.

01-H1 1.9060 A
03-H10.9840A
C7-01 1.2600A
C7-02 1.8971A
v*=229.2444 jcm!

+25.74 (+27.19)
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Figure 3 shows those in the amide hydrolysis. Again, the n =3
central parts are retained in TS1(am) geometries of n =5, 8, 12,
16, 24 and 32.

From all TS1 geometries (except that of n = 3), IRC calcula-
tions were carried out to judge which is more likely, the direct

oL P
P~ &

W 9 K

04"-—0,\ o

Hig

N ) 02-H2 1.5859A
03-H2 1.0265A
C7-01 12726A
C7-02 1.8116A
VA= 237.4546 icn!

+26.65 (+29.75)
n=38

1
W e/ 02-H21.6169A

Y ¢ 03-H2 1.0180A
\ C7-021.7231A
( v*=152.2533 icm!

+21.63 (+23.23)
n=16

02-H2 1.5948 A
04-H2 1.0221A
C7-021.7458 A

+19.95 (+22.01)
n =32

Figure 3: Geometries and activation energies of TS1(am) in the reaction between N-ethylbenzamide and OH*(H,0),,. XYZ coordinates in VII.b

(Supporting Information File 1).
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nucleophilic process or the general base-catalyzed one in
Scheme 2. All the "reverse" geometries (i.e., those of the reac-
tant-like complex) are found to have the OH™ at the H,O(b)
position (see Figure 1). Thus, the general base-catalyzed
process was calculated to be more likely regardless of the
number of water molecules. The judgment is also checked by
the other methods than B3LYP/6-31(+)G(d). They are B3LYP/
6-311+G(d,p), B3PW91/6-31(+)G(d), B3PW91/6-31(+)G(d)
SCRF = PCM, B3PW91/6-311+G(d,p) and M06-2X/6-
31(+)G(d). By their TS and IRC calculations of the n = 16
system, the general base-catalyzed process was confirmed. Key
distances in TS1(es) and TS1(am) are shown in Tables S1 and
S2 (Supporting Information File 1), respectively.

The trajectory calculation may give a different result, if the
potential surface at the OH™ addition step is shallow. In order to
check this point, the ADMP molecular dynamics calculation

o
v7=200.4129 icm!

——

TS1(es) —_—

Product

o)
Il
cho’ + CH50H + (Hy0)16

é © v =194.0865 icm!

TS3(es)

Beilstein J. Org. Chem. 2013, 9, 185-196.

was made starting from TS1(es) of the ester n = 16. After
800 femtoseconds, the resultant geometry is shown in the right
of Figure S1. The geometry is similar to that of the reactant-like
complex obtained in the IRC calculation. Again, the general
base-catalyzed process was confirmed.

In view of geometries and the calculated activation energies,
the n = 16 model was selected to trace elementary
processes, in a balance between reliability and computational

difficulty.

Reaction paths in the ester hydrolysis

Figure 4 exhibits geometric changes in the n = 16 ester hydroly-
sis. Starting from the reactant-like complex, OH™ adds to the
carbonyl carbon at TS1(es). After TS1(es), the expected anionic
tetrahedral intermediate, Intl(es), is formed. At the intermedi-

ate, the alkoxide oxygen O(3) is the most anionic.

Vv*=597.9763 icmr’!
<
Intl(es)

o
|
Q?‘OCZHS + (H0)56

OH

e TS2'(es)

i

Cu
:)2 *[“‘z

xi,

&
(R
W4

Int2'(es)

] |
chon + C,HsOH + OH'(H,0),5 Q?*OCZHS + OH'(H,0),5

OH

o Int2(es) OH

Figure 4: Reaction paths of the ester n = 16 hydrolysis, starting from the boxed reactant-like complex toward the boxed product. To TS2'(es), the
magnified cut figure is attached. XYZ coordinates in VIl.c (Supporting Information File 1).
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A proton-attach TS, TS2'(es), was obtained. After TS2'(es), a
neutral tetrahedral intermediate Int2'(es), is formed. If this inter-
mediate is very stable, it should be in equilibrium with the reac-
tant-like complex. Then, the hydrolysis occurs as a nonequilib-
rium route according to Le Chatelier's principle (Scheme 5).

The scheme will be evaluated by comparing the calculated ener-
gies. As the alternative route to Intl(es), TS2(es) was obtained.
At TS2(es), C---O cleavage and the proton transfer occur simul-
taneously. This process is different to that thought so far (C---O
scission only forming C,HsO7). Formation of the unstable
ethoxide ion is avoided by the concomitant proton transfer.
After TS2(es), the {Ph—-COOH + Et—OH + OH (H,0);5} inter-
mediate (Int2(es)) is afforded. The combination of Ph—COOH
and OH™ leads to TS3(es), where the double proton transfer is
involved. After TS3(es), the product of {Ph—-COO™ + Et-OH +
(H70);¢4} is generated.

Figure 4 demonstrates that the hydrolysis of ethyl benzoate has
three elementary processes (except TS2'(es)). The ethoxide-ion
intermediate and the zwitterion shown in Scheme 1 were not
found during the reaction. It is noteworthy that four TSs
(TS1(es), TS2'(es), TS2(es) and TS3(es)) contain proton trans-
fers. For instance, the reaction center of TS2'(es) may be
described as O5----H4----04----H3----O3. Lines ---- indicate
the intermediate character of O—H covalent and O--‘H hydrogen
bonds. Thus, proton transfers were found to regulate, signifi-
cantly, the reaction paths of the ester hydrolysis.

Reaction paths in the amide hydrolysis

Figure 5 exhibits geometric changes in the n = 16 amide hydro-
lysis. The first step is the OH™ addition (TS1(am)) leading to
the anionic tetrahedral intermediate, Intl(am). From the anion, a
path similar to TS2(es) in Figure 4 was sought. However, a
different TS, namely TS2(am), was obtained. At TS2(am), only
the double proton transfer takes place, where the C(7)-N
bond is retained. A "zwitterion ion" intermediate Int2(am)

suggested in Scheme 1 was derived. This is the first case where

TS1(es)

_—

0
Ph-C-OEt+OH®

anionic tetrahedral
intermediate, Int1(es)

Ph-

Beilstein J. Org. Chem. 2013, 9, 185-196.

the intermediate is calculated. However, the geometry is
regarded as a Mulliken CT complex rather than a zwitterion,
Et—(H,)N — C(OH)(=0O)-Ph. In fact, the C(7)-N distance,
1.659 A, is appreciably larger than the 1.494 one of N-C(5).
The CT complex may intervene only when it is surrounded by
the water cluster. Hydrogen bonds to two amino hydrogens
enhance the nucleophilicity of the nitrogen ny,. Those to the car-
bonyl oxygen enhance the electrophilicity of the carbonyl
carbon. When the geometry of the CT complex moiety
[Et—(H)N----C(OH)(=0)-Ph] is taken up and is re-optimized
by B3LYP/6-31(+)G(d) SCRF = PCM, Et-NH, is completely
separated from Ph—C(=0)—OH (infinite separation). On the
other hand, when a geometry composed of Et(H;)N----
C(=0)(OH)Ph and five H,O molecules is optimized by B3LYP/
6-31(+)G(d) SCRF = PCM and B3PW91/6-311+G(d,p) SCRF =
PCM, the CT-complex geometry is obtained (Figure S2). Thus,
intervention of zwitter-ions and CT complexes should be
described by cluster geometries with water molecules explicitly
contained. This result is consistent with the proposal for the
L-alanine zwitterion [38-46]. From the CT complex, the
C(7)-N bond scission occurs at TS3(am). After TS3(am), the
{Ph—COOH + Et-NH, + OH (H,0)15} intermediate, Int3(am),
is generated. The generation is followed by TS4(am), which
leads to the product {Ph—-COO™ + Et-NH; + (H,0)¢}-

Figure 5 demonstrates that the hydrolysis of N-ethylbenzamide
has four elementary processes. A crucial difference between the
ester and amide hydrolyses is found in TS2; TS2(es) leads to
the separated Ph—COOH and EtOH, while TS2(am) to the CT
complex, Et—(Hy)N — C(OH)(=0)-Ph. The difference may be
represented by that between the hard-base oxygen and soft-base

nitrogen according to Pearson's HSAB concept [61].

Energy changes along the reaction paths

Figure 6 shows energy changes for the ester hydrolysis of
Figure 4. Those of Na'-containing paths in the system,
Ph—C(=0)-OEt + NaOH(H,0)¢, are also shown in green.

Geometric changes in the Na*-containing system are exhibited

TS2'(es)

0® o OH
C-OEt _+HY Ph-C—OFt
OH ~H® OH

neutral tetrahedral
intermediate, Int2'(es)

|

0]

Ph-C-02+ HO-Et

Scheme 5: A possibility that the neutral tetrahedral intermediate is the stock of concentrations for the irreversible hydrolysis route.
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TS2(am)

o

Int3(am)
?
—_— @—c—o:—: + C,HsNH, + OH (H,0),5

Figure 5: Reaction paths of the amide n = 16 hydrolysis. XYZ coordinates in VIl.d (Supporting Information File 1).

in Figure S3 (Supporting Information File 1). For the geometry
optimization, the position of Na* was assumed such that the
reaction is promoted (i.e., (ii) in Figure 7).

In the changes of the Na*-free system (Figure 4), the rate-deter-
mining step was confirmed to be TS1(es), with the calculated
activation energy +14.45 kcal/mol (exp., +14.6 kcal/mol [47]).
While TS2'(es) has a slightly lower energy (= +10.03 kcal/mol)
than that (= +10.49 kcal/mol) of TS2(es), the former leads to an
unstable intermediate, Ph—C(OH),—OEt, with the energy
+8.86 kcal/mol. Therefore, the possibility {Ph—C(OH),—OEt as

TS1(am)

S L’,R*.'—‘- 01
L

TS4(am)

Beilstein J. Org. Chem. 2013, 9, 185-196.

v*=152.2533 icm’! Intl(am)
(I)_
— ch‘qczgs + (H,0)i6
Hé) H
GN s o CNLIOA o
g

vF=149.8222icm™!

TS3(am)

v*=600.4165 iem™!

O
Il
QC—O’ + CHsNHy + (H0)56

the concentration stock} raised in Scheme 5 has been ruled out.
The energy changes of Figure 6 (without Na™) demonstrate that
the hydrolysis proceeds smoothly and suggest that intermedi-
ates may not be detected experimentally. When the Na* ion is
included in the system, the activation energy of TS1(es) is
enlarged appreciably (= +17.87 kcal/mol) in spite of the posi-
tional assumption (ii) in Figure 7. Thus, the counter ion works
unfavorably on the rate-determining step TS1(es). The Na* ion
has a very large hydration energy (= —97 kcal/mol), and the
cation needs to be surrounded by many water molecules in the
hydration shell far from the reaction region.
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OH ﬁ
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Figure 6: Changes of B3LYP/6-311++G(d,p) SCRF = PCM//B3LYP/6-31(+)G(d) Et + ZPE and (Gibbs free energies) of the ester hydrolysis in Figure 4
and Figure S3 (Supporting Information File 1). Energies given in green are for the Na*-containing reaction in Figure S3.

Figure 7: The effect of the counter ion Na* on TS1(es). When the pos-
ition of Na* is near the nucleophile OH™ in (i), its addition is deceler-
ated. On the contrary, when it is near the carbonyl oxygen in (ii), the
addition is accelerated owing to the enhancement of the elec-
trophilicity of the carbonyl carbon.

Figure 8 shows energy changes for the amide hydrolysis of
Figure 5. Those of Na'-containing paths in the system,
Ph—C(=0O)-NH-Et + NaOH(H,0)¢ in Figure S4 (Supporting
Information File 1), are also shown in green. In energies of the
Na'-free system, the rate-determining step was calculated to be
TS2(am) with the activation energy 27.31 kcal/mol. This value
is comparable to the experimental one 27.1 kcal/mol [22] in the
basic hydrolysis of N,N-dimethyltoluamide (para-
Me—CgH4—C(=0O—NMe,)). This result is consistent with the
experimental suggestion that the second TS may be rate-deter-

mining as shown in Figure 5 of [22]. However, it is in contrast

with the general scheme that the first OH™ addition step is rate-
determining [36]. The result of Ea{TS1(am)} < Ea{TS2(am)}
was checked by re-optimizing their geometries with B3LYP/6-
311+G(d,p). Activation (free) energies were calculated to be
23.29 (25.74) kcal/mol for TS1(am) and 25.69 (28.68) for
TS2(am) (detailed data in VILi, Supporting Information File 1).

In the B3LYP/6-31(+)G(d) Et + ZPE (without B3LYP/6-
311++G(d,p) SCRF = PCM single-point calculations),
+21.63 kcal/mol of TS1(am) is similar to +21.92 kcal/mol of
TS2(am). This ambiguity at the computational level was
removed in the (H,O)¢-using hydrolyses of two para-substi-
tuted aromatic amides, Y-C¢H4—C(=O)-NH-Et Y = MeO and
O,N. For Y = MeO, +23.64 (+26.45) kcal/mol of TS2(am) is
larger than +19.80 (+22.93) kcal/mol of TS1(am). For Y = O,N,
also, +22.99 (+24.86) kcal/mol of TS2(am) is larger than
+18.80 (+20.56) kcal/mol of TS1(am) (detailed data in VIL;,
Supporting Information File 1). Thus, as far as the aromatic

amide is concerned, TS2(am) is thought to be rate-determining.

The effect of the counter ion Na® on activation energies was
examined. The effect on free-energy changes of TS2(am),
(+28.15 kcal/mol) and (+28.05 kcal/mol) was found to be small.
Thus, in the amide hydrolysis of n = 16, the Na™ cation is sep-

arated well from the reaction center.
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Figure 8: Changes of Et + ZPE and (Gibbs free energies) of the amide hydrolysis in Figure 5 and Figure S4 (Supporting Information File 1). Energies

in green are for the Na*-containing reaction in Figure S4.

Conclusion

In this work, reaction paths of base-catalyzed hydrolyses of
isoelectronic substrates (ethyl benzoate and N-ethylbenzamide)
were traced by DFT calculations. In Scheme 6, the obtained
result is summarized.

o
Ph-C-X~-Et + OH(H30)5 —= Ph—C::—X—Et + (H:0)16
OH

anionic tetrahedral
intermediate

e H R
— Ph-(l}-----l}l—Et + OH"(H20)15 | — Ph-C-OH
OH H + HX-Et
Mulliken CT complex + OH~(H,0)15
(X=NH)

—= Ph-C-0O~+ HX-Et + (H20)s

Scheme 6: Summary of the present calculations.

The five points 1-5 raised in the Introduction may be addressed
on the basis of computational results:

1. The rate-determining step of the ester hydrolysis is the OH™
addition step, TS1(es). The energy change demonstrates that the

reaction occurs spontaneously toward the product. On the other
hand, that of the amide hydrolysis is TS2(am). TS2(am) is not
at the "breakdown of the anionic tetrahedral intermediate" [21-
25] but at the formation of the Mulliken CT complex.

2. The number of elementary processes is either three for the
ester hydrolysis or four for the amide hydrolysis. The zwitter-
ion suggested experimentally [25] is rather a Mulliken CT com-
plex involved only in the amide hydrolysis. The intermediate is
obtainable only in the H>O-containing cluster system.

3. At both TS1(es) and TS1(am), the general base mechanism is
more likely than the direct nucleophilic process regardless of

the number of water molecules (n > 3).

4. The counter ion Na* works unfavorably on the hydrolysis,
particularly on TS1(es). The ion should be separated from the
reaction region in the hydration shell.

5. A minimal TS1 model composed of the substrate
Ph—CO-X-Et, OH (H,0)3 and W, (W: catalytic water mole-
cule) has been constructed in Figure 1. The model has been
examined in Figure 2 and Figure 3 with the number (n) of water
molecules, n =3, 5, 8, 12, 16, 24 and 32. The model has been
retained in all TS geometries, as exemplified in the n = 32
TS1(es) and TS1(am) (Figure 9).

194



TS1(es)
€7-031.8940 A @9
-O31. -V
03-H1 1.5160A ¢ .QL
04-H1 1.0428A . .
1 H
03 :

Beilstein J. Org. Chem. 2013, 9, 185-196.

TS1(am)
\\4

(5; 03
LJ i

C7-021.7460 A
02-H1 1.5950A
03-H1 1.0220A

+(H0);,

Figure 9: Central parts of the geometries of TS1(es) and TS1(am) of n = 32, which are taken from Figure 2 and Figure 3, respectively. Notations, (a),

(b), (c) and W, are defined in Figure 1.

This work has demonstrated that proton transfers along

hydrogen bonds have a significant role on the progress of the

hydrolysis.

Supporting Information

Detailed geometric data along with those of complementary
calculations. Figure S1 (geometry changes by the ADMP
dynamical calculation), Figure S2 (the CT complex
geometry), Figures S3 and S4 (reaction paths), Tables S1
and S2 (method dependence of TS1 geometries), and
Cartesian coordinates of the optimized geometries.

Supporting Information File 1

Detailed geometric data along with those of complementary
calculations.
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Density functional theory calculations on mechanisms of the formation of caryolene, a putative biosynthetic precursor to caryol-

1(11)-en-10-o0l, reveal two mechanisms for caryolene formation: one involves a base-catalyzed deprotonation/reprotonation

sequence and tertiary carbocation minimum, whereas the other (with a higher energy barrier) involves intramolecular proton

transfer and the generation of a secondary carbocation minimum and a hydrogen-bridged minimum. Both mechanisms are predicted

to involve concerted suprafacial/suprafacial [2 + 2] cycloadditions, whose asynchronicity allows them to avoid the constraints of

orbital symmetry.

Introduction

The cytotoxic sesquiterpenol caryol-1(11)-en-10-o0l (1,
Figure 1) was isolated by Barrow et al. in 1988 during an
investigation of antiviral/antitumor compounds from New
Zealand marine invertebrates [2]. Similar sesquiterpenoids were
also found in Campanella fungi, Streptomyces bacteria,
Sinacalia tangutica plants, and Eurypon sponges (Figure 1)
[3-6]. The carbon skeleton of 1 is unusual, not only because it
contains concatenated 4-, 6-, and 7-membered rings, but also in
that it bears a bridgehead double bond. As noted in the original
isolation report [2], this type of bridgehead C=C bond is rare for
naturally occurring compounds, since it is expected to be asso-
ciated with significant strain (although it is not technically in

violation of Bredt’s Rule) [7]. Intrigued by this structure,

we proposed a biosynthetic mechanism for its formation
(Scheme 1) and set about putting this proposal to the test using
quantum chemical calculations [8].

Results and Discussion

Structure validation: We first computed 'H and 13C chemical
shifts for 1 to assure ourselves that the assigned structure was
reasonable [9,10]. Our calculated chemical shifts and the
reported data matched well (Figure 2). The mean absolute devi-
ations between computed and experimental chemical shifts
were 0.10 ppm for 'H and 1.96 ppm for '3C, and the largest
deviations were 0.31 ppm and 4.40 ppm for 'H and 13C, respec-
tively. These values are typical for structures known to be
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Figure 1: Caryol-1(11)-en-10-ol (1) and similar sesquiterpenoids. Note
that a different atom numbering was used in the paper describing the
isolation of 1 [2].

farnesyl
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OPO3PO32_
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v
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+
D
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Scheme 1: Initially proposed mechanism for caryolene (caryol-1(11)-
en-10-ol, 1) formation. Atom numbers for farnesyl diphosphate are
shown. These are used in the mechanistic discussions herein; note
that this numbering system differs from that generally used for caryo-
lene and caryolenol.

correct [11-16], giving us confidence in the original structural
assignment. Interestingly, our calculations also indicate that the
bridgehead C=C unit of 1 is not actually associated with much
geometric strain [17].

Beilstein J. Org. Chem. 2013, 9, 323-331.

Figure 2: Computed (top) and experimental (bottom, underlined italics)
[2] "H and "3C chemical shifts for 1 (lowest-energy conformer found);
see Experimental for details.

Proposed mechanism: Initially, we proposed the pathway
shown in Scheme 1 for caryolene formation, applying the prin-
ciples derived from previous theoretical studies on terpene-
forming carbocation rearrangements [8]. In this mechanism,
formation of the C1-C11 bond was expected to result in sec-
ondary carbocation B, in analogy to previously characterized
pathways to sesquiterpenes containing 11-membered rings
[1,8,18-22]. The C2=C3 n-bond was then expected to attack
C10 to form the 4-membered ring (see C), in analogy to previ-
ously proposed mechanisms for caryophyllene formation
[21,23]. An intramolecular proton transfer from the C15 methyl
group to the nearby C6=C7 m-bond could then generate D.
Related intramolecular proton transfers have been described
[24-33]. Attack of the resulting C3=C15 n-bond onto C7 would
complete the carbon skeleton of 1, leaving a bridgehead carbo-
cation [34], whose deprotonation would lead to caryolene, the
putative biosynthetic precursor to 1. Despite the apparent
reasonability of this proposed mechanism, our quantum chem-
ical calculations indicated that the pathway as formulated in
Scheme 1 is not energetically viable (see below).

Computed mechanism: The first deviation from the proposed
mechanism in Scheme 1 was encountered in the very first step
involving carbocations. We were unable to locate a minimum
for B in a productive conformation, despite the fact that alter-
native conformers of this secondary carbocation had been found
to be involved in pathways to pentalenene and presilphiper-
folanol [18-22]. Instead, a transition-state structure connected
directly (by an IRC; see Experimental for details) to farnesyl
cation A and cyclobutylcarbinyl cation C was located: TS-AC
(Figure 3 and Figure 4). This process bypasses the generation of
a secondary carbocation as a minimum [22], and overall corre-
sponds to a formally orbital-symmetry-forbidden [;2g + ;2s]
cycloaddition [35,36]. Although this process is predicted to be
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Figure 3: Computed minima and transition-state structure involved in the single-step conversion of A to C. Relative energies shown (kcal/mol) were

calculated at the mPW1PW91/6-31+G(d,p)//B3LYP/6-31+G(d,p) level.

0.00 5.00

10.00 15.00
Intrinsic Reaction Coordinate

20.00 25.00

Figure 4: IRC from TS-AC toward C. Relative energies were calcu-
lated at the B3LYP/6-31+G(d,p) level.

concerted, the bond-forming events occur asynchronously
[21,37,38] (note that the C1-C11 distance in TS-AC is approxi-
mately 1 A shorter than the C2-C10 distance, indicating that
C1-C11 bond formation leads C2—C10 bond formation) and at
no point along the reaction coordinate is there significant cyclic
delocalization of the sort that would be associated with a
forbidden reaction. As described for other carbocation reac-

tions [39,40], the constraints of orbital symmetry appear to have

been circumvented. Interestingly, there is a shoulder (i.e., a
sharp downturn) on the reaction coordinate in the vicinity of
structures resembling B (Figure 4).

In the structure of C (Figure 3), C3 is quite close to C6 (only
2.06 A away), indicating that this structure is perhaps best
described as a hybrid of the tertiary cation C and a resonance
structure with two 4-membered rings [22]. We performed a con-
formational search for C to assess whether other conformers
lacking this close contact were possible, but all starting geome-
tries examined in which the two methyl groups pointed to the
same side of the ring as the first-formed cyclobutane, converged

to the structure of C shown in Figure 3 [41].

Locating a pathway for the conversion of C to D (Scheme 1)
also proved difficult. We expected proton transfer from the C15
methyl group to C6 of the C6=C7 n-bond to result in tertiary
carbocation D. Surprisingly, only a transition-state structure for
migration of the proton to C7 instead of C6, generating the sec-
ondary cation F (Scheme 2, left and Figure 5), was found.
Attempts to independently locate D led instead to G (Figure 5),
a nonclassical carbocation [42-46], or back to C [47]. Carbocat-
ion G contains a hydrogen bridge between C6 and C7, which
also appears to interact with the nearby C3=C15 n-bond. If the
interaction with the C3=C15 n-bond were stronger, this struc-
ture could be regarded as a “proton sandwich” [20,22,48]. An
interesting question thus emerges about the nature of this struc-
ture: does the bridging hydrogen have hydride character (as
expected for a structure resembling a transition-state structure
for a 1,2-hydrogen shift) or proton character (as expected for a
“proton sandwich”)? This issue was addressed through calcula-
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[+8.62]

Figure 5: Computed pathway for the conversion of C to E. Relative energies shown (kcal/mol) were calculated at the mPW1PW91/6-31+G(d,p)//

B3LYP/6-31+G(d,p) level.

tions of 'H chemical shifts, which predicted a chemical shift of
+4.0 ppm for the bridging hydrogen in G. Although this shift is
not as far downfield as that predicted for structures with
bridging protons (e.g., the predicted shift for the migrating
proton in TS-CF is +9.1 ppm and the predicted shifts for
symmetric “proton sandwiches” are around +13 ppm) [20], it is
well downfield of shifts predicted for hydrides involved in
three-center two-electron bonding arrays (e.g., see Supporting
Information File 1 for a model transition-state structure for a
1,2-hydride shift with a predicted chemical shift of +1.9 ppm)
[49-51] and approximately 2 ppm downfield of its value when

merely hyperconjugated in C (+2.6 ppm; computed partial
charges paint a similar, but less clear-cut picture; see
Supporting Information File 1 for details).

Transition-state structures for the formation of G from F and E
from G were also found (Scheme 2 and Figure 5). The former,
TS-FG, resembles a transition-state structure for a typical 1,2-
hydride shift, but the predicted chemical shift of the bridging
hydrogen in this structure is +4.7 ppm. The developing close
contact with the C3=C15 n-bond (the H---C15 distance is only
2.32 A in TS-FG) also brings this transition-state structure
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Scheme 2: Alternative mechanisms for caryolene formation.

closer to the realm of proton sandwiches. TS-GE looks very
similar, but with different longer and shorter H---C partial
bonds and a longer H---C15 distance (2.71 A, consistent with its

9
C15-C3-C4-C5) =-85.0

Beilstein J. Org. Chem. 2013, 9, 323-331.

lower predicted chemical shift, +3.8 ppm). The TS-FG/G/TS-
GE energy surface is rather flat (all three structures are
predicted to be within 0.5 kcal/mol of each other; Figure 5). The
G-to-E reaction involves concerted but asynchronous shifting
of the bridging hydrogen toward C6 and subsequent ring
closure (C7-C15 bond formation). As illustrated in the IRC plot
shown in Figure 6, these two events are essentially separate,
with structures part way along the pathway to resembling D.
The two events are separated by a conformational reorganiza-
tion in which some C—C bonds twist and release some strain
(e.g., along the C5—C6 bond) while orienting the formally
empty p-orbital on C7 toward the C3=C15 n-bond. Although
the IRC calculation stopped while C15 and C7 were still 3.12 A
away, optimization of the final point led to E. Thus, a complete
pathway to E was found, but this pathway differs in several
ways from the pathway we expected to find.

Alternative mechanism: The pathway just described repre-
sents the inherent reactivity of the carbocations involved in the
formation of E, but how might the mechanism change if we
allowed for an enzymatic base to be involved? Would the same
unusual sequence of events associated with the intramolecular
proton transfer persist? Would a lower energetic pathway
present itself? No changes to the formation of C were predicted
in the presence of an ammonia molecule (a simple model base
[52-55]), but a stepwise proton-transfer process was found in
which the C15 methyl group was first deprotonated to form an

D (C15-C3-C4-C5) =-86.5
D (C3-C4-C5-C6) =—48.1
D (C5-C6-C7-C8) =—150.9

D(
D (C3-C4-C5-C6) = —44.4
D (C5-C6-C7-C8) = —159.2
25 /
320 -
E
=15 ,
g °.
3 3
5 10 , /
2
: N
3 5
o« \ /
0 . . . :

0 2 4 6 8 10
Intrinsic Reaction Coordinate

12 14

9
D (C15-C3-C4-C5) =—62.8
D (C3-C4-C5-C6) =-51.3
D (C5-C6-C7-C8) =—137.9

Figure 6: IRC from TS-GE toward E. Relative energies were calculated at the B3LYP/6-31+G(d,p) level. Selected dihedral angles are shown in

degrees.
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TS-DE
[13.0]

Figure 7: Computed pathway for the conversion of C to E in the presence of ammonia. Relative energies shown (kcal/mol) were calculated at the
mPW1PW91/6-31+G(d,p)//B3LYP/6-31+G(d,p) level. Here energies are relative to that for a complex of A and NH3.

ion-molecule complex (2-NH4" in Figure 7; 2 is a caryophyl-
lene) and then C6 was protonated to form D (Scheme 2, right).
This surprisingly elusive tertiary carbocation appears to be
stabilized in the presence of a C—H hydrogen-bond acceptor that
interacts with its hyperconjugated hydrogen [52-56]. Here a
tertiary carbocation requires selective stabilization in order to
exist as a minimum; although it is inherently lower in energy
than the secondary cation F (on the basis of single-point calcu-
lations without ammonia present), without the intermolecular
C—H--X interaction described, there is no barrier for its conver-

sion to E (removal of the ammonia molecule from D-NH3 and

reoptimization led to structure E) [57]. Still, even though
tertiary carbocation D is predicted to exist as a minimum in the
presence of a suitable base at the B3LYP/6-31+G(d,p) level,
its conversion to E is predicted to be barrierless at the
mPWI1PW91/6-31+G(d,p)//B3LYP/6-31+G(d,p) level (Figure 7
and Figure 8). Thus, this ostensibly normal tertiary carbocation
lacks the kinetic stability generally associated with the presence
of three alkyl groups. Although cation D can be formed by
protonation of an alkene as shown, such a scenario would likely
require a separate base and acid positioned on opposite sides of

the hydrocarbon substrate due to the steric congestion at its core
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(note the position of NHj throughout Figure 7), a scenario that
could be probed by deuterium labeling of farnesyl diphosphate
if a suitable caryolene synthase were isolated.

15.0
10.0 4

5.0 [N — ‘
il z::\ /
ol \\_/ \

-10.0+ \

-15.0
-20.0

(with or \\

without NH3) N\

250
-30.0
-35.0
-40.0 E

Relative energy [kcal/mol]

Figure 8: Predicted energetics for the conversion of A to E in the
absence (blue) and presence (auburn) of ammonia. Relative energies
shown (kcal/mol) were calculated at the mPW1PW91/6-31+G(d,p)//
B3LYP/6-31+G(d,p) level. Energies for the pathway with ammonia are
relative to those for an A-NH3 complex.

The energetics for both pathways shown in Scheme 2 are
summarized in Figure 8. The ammonia-free pathway has a
substantial barrier, approximately 25 kcal/mol, after formation
of C, but the ammonia-assisted pathway does not. In fact, after
a small barrier for the formation of C, the potential energy
surface for the deprotonation/reprotonation pathway is rather
flat, indicating that once C is formed, transformation to E
should be facile, provided that the architecture of the active site
supports deprotonation/reprotonation.

Conclusion

Which pathway to caryolene is more likely? On the basis of our
computed energetics (Figure 8), we favor a mechanism for cary-
olene formation that involves a concerted but asynchronous [2 +
2] cycloaddition, deprotonation by an enzyme active-site base
(as yet, with identity unknown [55,58-64]), and concerted but
asynchronous reprotonation/cyclization (Scheme 2, right).
However, several interesting structures with unusual bonding

arrays are encountered along the base-free pathway.

Experimental

All calculations were carried out with Gaussian 09 [65]. Geom-
etry optimizations, frequency calculations and intrinsic reaction
coordinate (IRC) [66,67] calculations were first carried out with
B3LYP/6-31G(d) [68-72]. For IRC calculations, force constants
were recalculated after every three points or at every point in
the event of prematurely terminated jobs. All molecules were
then subjected to optimization and frequency calculations at the
B3LYP/6-31+G(d,p) level of theory [8,68-72]. Single-point
energies were also calculated at the mPW1PW91/6-31+G(d,p)
level [73,74] for comparison, since B3LYP energies are gener-

ally unreliable when comparing cyclic and acyclic isomers that

Beilstein J. Org. Chem. 2013, 9, 323-331.

differ in the number of 6- and n-bonds [8,74,75]. Chemical
shifts ("H and '3C) in chloroform (treated with the SMD solva-
tion model [76]) for selected structures were calculated by using
mPWI1PWI1/6-311+G(2d,p) [11-13,73,74]. Computed scaling
factors (slope = —1.0823 for 'H and —1.0448 for 13C; intercept
= 31.8486 for 'H and 186.0596 for !3C) were used to convert
computed isotropic values into chemical shifts [11-13].

Supporting Information

Supporting Information File 1

Coordinates and energies for all computed structures, IRC
plots, additional computational details and full Gaussian
citation.

[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-37-S1.pdf]
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Abstract

The photoreactions of diazabicyclo[2,2,2]octane (DABCO) and triisopropylamine (TIPA) with the sensitizers anthraquinone (AQ)
and xanthone (XA) or benzophenone (BP) were investigated by time-resolved photo-CIDNP (photochemically induced dynamic
nuclear polarization) experiments. By varying the radical-pair concentration, it was ensured that these measurements respond only
to self-exchange reactions of the free amine-derived radicals (radical cations DH™" or a-amino alkyl radicals D*) with the parent
amine DH; the acid-base equilibrium between DH"* and D* also plays no role. Although the sensitizer does not at all participate in
the observed processes, it has a pronounced influence on the CIDNP kinetics because the reaction occurs through successive radical
pairs. With AQ, the polarizations stem from the initially formed radical-ion pairs, and escaping DH"* then undergoes electron self-
exchange with DH. In the reaction sensitized with XA (or BP), the polarizations arise in a secondary pair of neutral radicals that is
rapidly produced by in-cage proton transfer, and the CIDNP kinetics are due to hydrogen self-exchange between escaping D* and
DH. For TIPA, the activation parameters of both self-exchange reactions were determined. Outer-sphere reorganization energies
obtained with the Marcus theory gave very good agreement between experimental and calculated values of AG¥5g.

Introduction

Sensitized hydrogen abstractions from tertiary aliphatic amines  (i.e., formation of an exciplex) as the first step has also been
present a mechanistic spectrum with a varying involvement of  observed [8,9].

polar intermediates. Often, they are true two-step processes with

an initial full charge transfer to give a radical ion pair, which ~ One of the most versatile methods to elucidate complex reac-

then undergoes a proton transfer [1-7]; partial charge transfer  tion mechanisms that occur via paramagnetic intermediates is
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provided by measurements of chemically induced dynamic
nuclear polarization (CIDNP) [10-15]. CIDNP arises from a
spin-sorting process in radical pairs, which leads to opposite
polarizations in the products of the two radicals of a pair with
each other (geminate products) and the products of subsequent
free radicals (escape products), and thus yields information
about the entry and exit channels of the radical pairs. The spin
sorting is driven by magnetic (i.e., Zeeman and hyperfine) inter-
actions, completed during the pair life (i.e., on a subnanosecond
timescale), and detected by NMR in the diamagnetic reaction
products, where it persists for a time on the order of the nuclear
T (i.e., a few seconds for protons). In consequence, the CIDNP
effect encodes the individual hyperfine coupling constants of
the nuclei in a paramagnetic intermediate as individual polariza-
tion intensities of those nuclei in a product, the so-called polari-
zation pattern [16]; not only is this obviously useful for the
identification and characterization of the intermediate but it also
establishes the chemical pathways between that intermediate
and the resulting products. The disparity of timescales between
CIDNP generation, subsequent chemical processes, and detec-
tion opens up the possibility of time-resolved photo-CIDNP
experiments [17-20]: The flash of a pulsed laser triggers a
photoreaction; after a short delay, the polarizations of the prod-
ucts are probed with an NMR pulse; variation of the delay

A* + DH

photoinduced
electron transfer

Beilstein J. Org. Chem. 2013, 9, 437-446.

yields the kinetics. The method is very well suited to study
bimolecular reactions of the free radicals, because typical NMR
pulses are of microsecond duration and, thus, fall within the

relevant kinetic range.

In a series of previous CIDNP studies on triethylamine with
different aromatic carbonyl compounds as sensitizers [5-7], we
have used the dependence of the polarization pattern on the
sensitizer and the solvent to show that these reactions are
always two-step hydrogen abstractions according to Scheme 1.
The source of the polarizations can be either the initially formed
radical-ion pair A" DH'" where A"~ and DH'" are the radical
anion of the sensitizer A and the radical cation of the amine
DH, or a secondary pair of neutral radicals AH'D’, where AH"
and D° denote the sensitizer ketyl radical and the a-amino alkyl
radical. The reason why some sensitizers yield polarizations
that stem from the radical ion pair, even though the precursor to
the products must be the neutral radical D°, is the existence of
two deprotonation pathways of DH'": The proton can be taken
up by the sensitizer radical anion in a direct reaction within the
cage, or in a relayed reaction outside the cage, with surplus
amine and its protonated form DH} functioning as mediators.
The competition between in-cage deprotonation and escape
from the radical-ion pair determines the source of the polariza-

free radicals

A~ + DH*"

/relayed\
qotonany

DH;

radical-ion ———— escape
pair A°*— DHe+
direct (in-cage)
deprotonation
neutral — escape
radical pair AH® D°

AH* 4 D*

Scheme 1: Mechanism explaining the CIDNP effects in sensitized hydrogen abstractions from tertiary aliphatic amines DH.
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tions. When escape predominates, all polarizations originate
from the radical-ion pairs, when the in-cage deprotonation
prevails, from the pairs of neutral radicals. Because the rate of
in-cage deprotonation depends on the free energy of that reac-
tion AGgep, a threshold behaviour is observed: For triethyl-
amine, a complete changeover of the polarization source occurs
within a narrow (<20 kJ/mol) window of AGgep far in the exer-
gonic range (at around —100 kJ/mol).

In this work, we employ time-resolved CIDNP experiments to
study two amines with hindered deprotonation of DH™,
1,4-diazabicyclo[2.2.2]octane (DABCO) and triisopropylamine
(TIPA). The hindrance is due to a stereoelectronic effect with
DABCO [21], and due to overcrowding with TIPA [22]. As
sensitizers, we have chosen 9,10-anthraquinone (AQ) on one
hand and xanthone (XA) or benzophenone (BP) on the other;
with triethylamine, these are typical representatives that yield
CIDNP from the radical-ion pairs and from the pairs of neutral
radicals, respectively. Owing to competing side-reactions,
kinetic studies were not feasible with triethylamine, but for the
two amines of this work, they are. As we will show, depending
on the sensitizer, different spin-polarized free radicals (D** or
D’) escape from the pairs, and then undergo self-exchange with
DH with different rates, which can be measured by the CIDNP
decay kinetics. To the best of our knowledge, this is the first
comparison of the electron and hydrogen self-exchange of the

same substrates.

Results and Discussion

The relevant thermodynamic parameters of the sensitized
hydrogen abstractions have been compiled in Table 1. As is
evident from these values, the primary electron transfer is

always so exergonic as to make it diffusion-controlled. In-cage

Table 1: Triplet energies Et of the sensitizers, energies of the radical-
ion pairs ERjp, and energies of the pairs of neutral radicals Exrp for
the sensitizer/amine combinations used in this work. All energies are in
kJ/mol and relative to the ground-state energies of the sensitizer plus
the amine.

sensitizer/amine = Erip?®  EnrePP
AQ/DABCO 247°¢ 146 79
AQ/TIPA 247°¢ 156 36
XA/DABCO 310d 225 97
XATIPA 3109 235 53
BP/DABCO 287¢ 232 91

@Calculated from the reduction potentials ®eq vs SCE in acetonitrile or
DMF; ®req (AQ) = —0.94 V [23], Preq (XA) = -1.76 V [24], Preq (BP) =
-1.83 V [24], Preq (DABCO™ ) = =0.57 V [25], Preq (TIPA™ ) = -0.68 V
[8]. PFrom the differences of the heats of formation of the neutral radi-
cals and their parent compounds, as calculated by Gaussian 09 [26]
with the AM1 Hamiltonian. ®See [27]. 9See [28]. €See [29].
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deprotonation is also strongly exergonic, with the higher steric
hindrance of TIPA being compensated by a more negative (by
about 50 kJ/mol) AGgep; for the two classes of sensitizers,
the differences of AG4ep even amount to as much as
60...70 kJ/mol.

In experiments with continuous illumination, these systems ex-
hibit practically no CIDNP; in time-resolved experiments,
however, they yield strong CIDNP signals, which decay to zero,
or to a small fraction of their initial value, on a microsecond
timescale. This situation is typical for an exchange cancellation
[30]: Geminate recombination of radical pairs XY regener-
ates the starting materials X and Y with their respective polar-
izations, and escape affords free radicals X* and Y" bearing
polarizations of exactly the same magnitudes but opposite signs
to the geminate ones, owing to the spin-sorting nature of the
CIDNP effect. By an exchange reaction of the free radicals with
surplus reactants, e.g., X' + X =— X + X", the escape polariza-
tions are then also transferred to the diamagnetic species X
observable by NMR, and compensate the geminate polariza-
tions already present in them. Hence, no CIDNP persists in X
on long time scales, but the polarizations of X can be detected
as transient phenomena because of the disparity of the
timescales involved (geminate reactions are completed within
nanoseconds, whereas the exchange reactions typically occur on
a microsecond timescale for millimolar substrate concentra-
tions). Residual signals remain only when the perfect neutral-
ization of geminate and escape polarizations is disturbed by
nuclear-spin relaxation in the free radicals or by secondary reac-
tions of them.

Figure 1 shows such decay curves for the photoreactions of
DABCO with different sensitizers. We stress that in all experi-
ments of this work, the NMR signals of unreacted starting ma-
terials were eliminated by presaturation [31], thus the displayed
signal intensities correspond to the pure polarizations. Further-
more, NMR spectra taken after a full series of time-resolved
CIDNP measurements gave no indication of product formation;
the remarkable photostability of the BP/DABCO system has
already been reported in the literature [32]. The fast initial rise
of the polarizations caused by radical-pair formation was
suppressed by the use of a relatively long observation pulse,
which acts as a low-pass filter and leaves unchanged the much
slower subsequent CIDNP decay [33].

As follows from the described mechanism, the decay rate of the
polarizations of DABCO should be completely independent of
the sensitizer, because the latter is not at all involved in the
exchange. For the two sensitizers BP and XA this is indeed the
case, as Figure 1 shows, but in the AQ-sensitized reaction the

decay is considerably faster, by a factor of more than 2.
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Figure 1: Time-resolved CIDNP in sensitized (sensitizers xanthone
(XA), benzophenone (BP), or anthraquinone (AQ)) photoreactions of
1,4-diazabicyclo[2.2.2]octane (DABCO). Shown are the relative CIDNP
intensities (integrals) /r| (DABCO) of the 12 equivalent amine protons
(s, 2.64 ppm) as functions of the delay t between the laser flash
(80...90 mJ) and the sampling NMR pulse (duration, 1.0 ps). Tempera-
ture, 298 K; amine concentration cg, 2.77 x 1073 M; sensitizer concen-
trations, 1 x 1073 M (AQ, XA) and 6 x 103 M (BP). The fit functions
are first-order rate laws, 100exp [~kexCof]; they also include data points
at longer times, which are not shown in the graph. Best-fit exchange-
rate constants Key, 5.7 x 107 M~1s™1 (XA, BP) and 1.39 x 108 M~'s™!
(AQ). For further explanation, see text.

Nuclear-spin relaxation in the free radicals would increase the
apparent exchange rates [34], but is ruled out by the absence of
residual polarizations with AQ. This is consistent with our
earlier observation of relaxation times well in excess of 100 s
for the aliphatic protons in the radical cations of methoxyben-
zenes [35]. The only additional pathway besides self-exchange
that is capable of transferring the escape polarizations to the
regenerated starting materials would be a recombination of the
sensitizer-derived and amine-derived free radicals. This process
is a bimolecular reaction; as a control experiment we, therefore,
varied the concentrations of free radicals by varying the laser
energy. The results are displayed in Figure 2. As is clearly
discernible, the measured exchange rates remained constant
over a concentration range spanning a factor of about 20.
Because the ground states of our sensitizers can neither func-
tion as electron donors nor as hydrogen donors, exchange reac-
tions involving different amine-derived radicals, meaning the
intermediacy of different types of radical pairs, are the only
remaining explanation for the different exchange rate constants
for AQ as opposed to those for XA and BP. Our earlier results
for triethylamine [5-7], in which time-resolved experiments are
precluded by a high chemical turnover but the intermediates are
identifiable through their polarization patterns, would suggest
that in the present system AQ again yields CIDNP from the
radical-ion pair, and the other two sensitizers produce CIDNP
from the pair of neutral radicals, which is consistent with the
much higher (compare, Table 1) driving force of in-cage depro-

tonation in the second case.
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Figure 2: Influence of the laser intensity E on the observed exchange-
rate constant kgx (DABCO) (main plot) and on the relative CIDNP
intensity /.o (DABCO) of the amine protons, i.e., on the radical concen-
tration, (inset) for the two sensitizers anthraquinone (AQ) and
xanthone (XA). All other experimental parameters as in Figure 1. For
further explanation, see text.

The polarization phase I'; of nucleus 7 in a product (I'; = +1,
absorption; I'; = —1, emission) is connected to details of the
reaction mechanism and to the magnetic properties of the inter-
mediates through Kaptein’s rule for a CIDNP net effect [36],

T, = ngxsign(Ag)XSign(ai) (1)

where p and € symbolize the multiplicities of the radical-pair
precursors and the radical pairs affording the product in ques-
tion (p = +1, triplet; p = —1, singlet; € = +1, singlet; € = —1,
triplet), Ag is the g-value difference of the two radicals, with the
one containing nucleus i taken first, and qa; is the hyperfine
coupling constant of that nucleus in the radical. Together with
the fact that the absolute CIDNP intensity of nucleus i is
approximately proportional to a; [12], this sign rule forms the
basis for identifying a paramagnetic intermediate through the
resulting polarization pattern.

All three sensitizers are typical triplet sensitizers (u = +1). From
Table 1 it is evident that the energies of the resulting radical
pairs lie well below those of the sensitizer triplets. The satu-
rated amine DABCO possesses an even higher triplet energy
(about 360 kJ/mol, as estimated from the phosphorescence in
frozen matrices [37]) than the sensitizers, so the radical pairs
can only react back to the starting materials via the singlet exit
channel (e = +1).
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The DABCO signal appearing in absorption (I' = +1) thus
means that the g-value difference and the hyperfine coupling
constant must have the same sign. For a radical ion pair, this
certainly holds because the reported very high g value of the
DABCO radical cation (2.0048 [38]) clearly exceeds the g
values of all the sensitizer radical anions (between 2.0036 for
XA [39] and 2.00443 for AQ [40]) and the proton hyperfine
coupling constant in the DABCO radical cation must be posi-
tive. For a pair of neutral radicals, the situation is equally
predictable although the magnetic parameters of the a-amino
alkyl radical of DABCO are not known precisely: A negative
hyperfine coupling constant of about —14 G is to be expected
for the single proton attached to its radical center, a noticeably
larger positive one of about +19 G for the two protons at the
adjacent carbon, and a smaller positive one of about +4 G for
the four y protons on the other two bridges [21]; in the regener-
ated DABCO, all protons are magnetically equivalent, so the
observed polarization phase is governed by the balance between
these hyperfine coupling constants, where the positive ones
clearly dominate. To account for the absorptive polarization, the
g value of the a-amino alkyl radical must thus be larger than
that of the sensitizer ketyl radical, which is corroborated by the
polarizations of the regenerated sensitizer. Whereas these are
undetectably small in the case of AQ and BP, XA exhibits weak
polarizations of H!8 and H3 (8.25 ppm, d of d; and 7.82 ppm,
d of t; for the assignment, compare the literature [41]), both in
absorption. H''8 and H3¢ possess the largest hyperfine coupling
constants both in the xanthone radical anion (—3.9 G for both
protons [38]) and in the xanthone ketyl radical (—4.1 G for H'8,
-3.8 G for H*° [42]). Because of their negative signs, the g
value of the xanthone-derived radical is thus indeed lower than
that of the DABCO-derived radical.

While the polarization phases can thus be reconciled with both
types of radical pairs, the different decay rates are clear evi-
dence for different free radicals with XA as opposed to AQ. It is
natural to assign hydrogen transfer to the slower of the two
exchanges and electron transfer to the faster one. This is corrob-
orated by the absolute strengths of the CIDNP effects with these
two sensitizers. There is an approximate proportionality
between the magnitude of CIDNP and the inverse square root of
Ag [11]. For the pair of radical ions, Ag is about three times
larger with XA than with AQ (see above). This would predict
correspondingly smaller polarizations, yet quite the opposite is
observed: CIDNP is more than an order of magnitude larger in
the case of XA (in fact so unusually strong that for aligning the
optical path of the excitation laser we found XA/DABCO to be
the best system, other points in its favour being that it is
extremely photostable and that its NMR signal is a singlet).
This remarkable signal strength must reflect an extremely small

Ag, which is consistent with a pair of neutral radicals because
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the unknown g value of the a-amino alkyl radical is expected to
lie only very slightly above the g value of the sensitizer ketyl
radical (2.00345 [5]).

To analyze the kinetics, we use Scheme 2. Polarized free radi-
cals can escape either from the radical-ion pairs or from the
pairs of neutral radicals. Each type of radical can undergo self-
exchange with ground-state molecules DH (by electron transfer,
with rate constant kg; by hydrogen transfer, with rate constant
kyt), which does not affect the chemical composition of the
sample but transfers the polarizations from the radicals to DH,
where they can be detected by NMR. We stress that there is no
such thing as a polarized molecule, but that polarization is a
property of the ensemble. However, because the polarizations
are very small deviations of the populations of the nuclear spin
states from the Boltzmann distribution (they are only notice-
able compared to the tiny population differences caused by the
field of the NMR magnet), the kinetics can be accurately

polarized
undergoing an exchange with an “unpolarized substrate mole-

described by a “polarized radical” DH;,glarized or D

cule” DH to give an “unpolarized radical” and a ”’polarized sub-
strate molecule” DHpgjarized> the concentration of which is
monitored. Additionally, the relayed deprotonation (rate
constant kgep) transfers polarizations from the radical cation to
the a-amino alkyl radical in the same way, but also involves
macroscopic chemical turnover. All three processes can be
formulated as pseudo first-order ones because the concentration
of DH is much higher than the concentrations of “polarized

molecules”.
DHZ: = — D:
polarized polarized
DH DH
ket kut
DHe+ D*®

Scheme 2: Pathways from the free radicals to the product.

Starting with neutral radicals (i.e., for the sensitizer XA), the
observable must follow a simple first-order rate law. However,
starting with radical cations (i.e., in the case of AQ), Scheme 2
predicts more complex kinetics comprising two exponential
terms, with rate constants kyt and (kgt + kqep) and positive
signs of both pre-exponential factors. Because the experimental
results are evidently very well represented by a monoexponen-
tial decay (Figure 1), the data can only be accommodated by the

intermediacy of radical-ion pairs in two limiting situations,
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where one of the exponential terms dominates. The first is that
relayed deprotonation is slower than electron self-exchange, in
which case kgt becomes the observed rate constant; the second
is that relayed deprotonation is slower than hydrogen self-
exchange, in which case it limits the rate for the right-hand-side
pathway from Dijaizeq t© DHpolarized, and the observed rate
constant is given by kgT + kdep-

The absence of a residual polarization with AQ, which is clearly
perceived in Figure 1, allows a decision between these two
alternatives. When the free radicals DH;,Iarized do not undergo
relayed deprotonation, all protons remain in place throughout
the reaction sequence; furthermore, none of them are directly
bound to centers bearing the unpaired electron, so relaxation
losses will be extremely small. In this situation, one therefore
expects complete cancellation of cage and escape polarizations,
and no signal should remain on long time scales. Relayed
deprotonation, however, removes one of the 12 polarized
protons, which the subsequent hydrogen exchange replaces by
an unpolarized one. Hence the escape polarization can only
compensate 11/12 of the cage polarization, and a residual signal
of a little more than 8 percent is expected. The fact that no such
residual signal is observed militates for the unimportance of
relayed deprotonation for the CIDNP kinetics.

With Equation 2, the free energy of the relayed deprotonation
AGélep can be estimated from the reduction potential
®q (DH™) of the radical cation (see, Table 1, but taken rela-
tive to NHE instead of SCE), the pK, of the protonated amine
DH; (8.9 [43]), and the calculated heats of formation AHy of D*
(+208 kJ/mol) and DH (+87 kJ/mol):

AGyep = —F[Cl)red (DH'+ )+ 0.24V}
(2

~2.303RTpK, (DH; )+ AH; (DH)— AH; (D‘)

The obtained result, —8 kJ/mol, shows that, for this amine,
relayed deprotonation is almost thermodynamically neutral.
Newman projections further indicate relayed deprotonation to
be sterically more demanding than hydrogen self-exchange,
because two of the gauche interactions in the transition state are
between larger groups in the former reaction compared to the
latter. In combination with the lower rate in the XA-sensitized
experiments, this lends further support to the presumption that
kgep is smaller than kgt.

The low value of AGge,, raises the possibility that, for DABCO,
relayed deprotonation of DH'" may be reversible. Starting with
neutral radicals, the kinetic analysis would then be completely

analogous to the above one, but with the roles of kgt and Ayt
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interchanged. Because the preceding discussion has shown that
relayed deprotonation should definitely be slower than electron
self-exchange, the condition for a monoexponential decay is
very likely to be fulfilled. Hence, the observed decay rate
constant in the photoreaction with XA may well be a com-
pound quantity, (kyt + kqep). In that case, no residual CIDNP
signal is expected because the o hydrogen of the amine is
already removed in the cage, and the ketyl hydrogen, which
re-enters the amine in the cage recombination, is easily
exchangeable, so will not develop an appreciable polarization
during the life of the radical pairs.

Nelsen et al. measured electron transfer rates for different redox
couples and used the Marcus cross-rate theory to calculate self-
exchange rate constants from these data; for DABCO, for which
only one such couple was available, they reported a value of
7.3 x 103 M~ !s™1 [44]. This indirectly obtained electron-self-
exchange rate constant is four orders of magnitude lower than
even the smaller of our two directly observed rate constants,
and under no circumstances could the curves of Figure 1 be
reconciled with such a slow process. We have no explanation
for that discrepancy but point out that it would be very
surprising if an electron self-exchange (which is accompanied
by comparatively small geometry changes and is less influ-
enced by sterical constraints than bond-forming reactions,
because it can occur over longer distances than the contact dis-
tance [45]) should be so strongly decelerated in relation to the
other chemical processes taking place in that sterically hindered
system, namely, hydrogen self-exchange and almost energeti-
cally neutral proton transfer.

Figure 3 displays the outcome of a time-dependent CIDNP
experiment on TIPA sensitized by XA. This amine exhibits the
peculiarity that its CIDNP spectra are completely dominated by
the emissive doublet of the B protons at 0.98 ppm; in the
example, the o protons (septet at 3.13 ppm) bear no discernible
polarization whatsoever, and with the sensitizer AQ, their
CIDNP signals are so tiny as to prohibit any interpretation. In
contrast to DABCO, the CIDNP phases with TIPA are emis-
sive regardless of the sensitizer, and there is a much more
noticeable initial increase of the magnitude of the polarizations.

However, the striking influence of the sensitizer is observed
also for this amine, and is even stronger than for DABCO: With
AQ as compared to XA, the polarizations of TIPA decrease
faster by a factor of five at room temperature. The intermediacy
of different radical pairs, and thus of different initial free radi-
cals again provides a natural explanation.

The B protons must have a positive hyperfine coupling constant

both in the radical cation and in the a-amino alkyl radical of

442



0 05 1 3 6 24 48 96 ps

I

Figure 3: Time-resolved CIDNP signals of the 18 equivalent 8 protons
(d, 0.98 ppm) of triisopropylamine (TIPA) in the photoreaction with
xanthone (XA) as functions of the delay (given at the respective trace)
between the laser flash and the sampling NMR pulse. Note the expo-
nential increase of the delay with the spectrum number. Excitation
intensity, ca. 80 mJ per flash; NMR pulse width, 1.0 ys; temperature,
279 K; amine concentration, 5.0 x 10™ M; sensitizer concentration,

1 x 1073 M. Further explanation, see text.

TIPA. The observed emissive polarization thus constrains the
amine-derived radical to have a lower g value than the sensi-
tizer-derived radical. For the sensitizer XA this in only possible
in the case of the neutral radical pairs because the g value of the
amine radical cation (2.0037 [46]) is higher than the g values of
the sensitizer radical anion and ketyl radical (2.0036 and
2.00345 [5]), while for the a-amino alkyl radical of a saturated
monoamine a g value of 2.0030 is typically expected [16]. The
polarization phases of this substrate thus further support the
intermediacy of a radical ion pair with AQ and of a pair of
neutral radicals with XA.

For a pair of neutral radicals, the absence of CIDNP of the o
protons can be understood because in the radical pair this proton
is attached to the oxygen of the sensitizer ketyl radical and is,
therefore, exchangeable, so cannot pick up a noticeable polari-
zation during the pair life. For a radical ion pair, the a protons
should exhibit only small polarizations, because the ratio of the
hyperfine coupling constants of the a and B protons in the
radical cation of TIPA is much smaller (about 2:1 [46]) than in
a less strained amine, such as triethylamine, the number of a
protons is six times smaller, and the signal splitting into a septet
causes the individual lines to be concomitantly lower in inten-
sity.

Because the observed 3 protons remain in place during all trans-
formations from the radical pairs over the free radicals to the
diamagnetic product DH, a residual polarization on long time
scales is neither expected nor found. The initial signal growth in
Figure 3 is due to radical-pair formation, i.e., to the quenching

of the sensitizer triplet by the amine. We emphasize that the
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resulting biexponential rate law is characterized by opposite
signs of the two pre-exponential factors as opposed to the equal
signs that result from the decay kinetics of Scheme 2. In prin-
ciple, the quenching rates could be extracted from the signal
rise, but that determination is not very accurate under condi-
tions best suited for investigating the self-exchange [34]. The
decay of the signal is once more excellently described by a
single exponential, with the same implications for the mecha-
nism as in the case of DABCO.

The free energy for the deprotonation of the radical cation by
the amine itself can again be calculated with Equation 2. The
pK, value of DH;r is only known in aqueous diglyme, where it
is between 6.9 and 9.2, depending on the water content [47].
Even with the smaller of these values, using the reduction
potential of Table 1 and the calculated heats of formation
(AH; (D), —33 kJ/mol; AHy (DH),
exergonicity of at least —50 kJ/mol, which means that a revers-

—111 kJ/mol) we arrive at an

ibility of that deprotonation can be discounted. Sterically, that
deprotonation is much more demanding than the hydrogen self-
exchange, as Newman projections of the expected transition
states show. With both reactions, there are four gauche interac-
tions between methyl and a large group (iPr or N(iPr),),
whereas the other two gauche interactions are between the two
large groups iPr and N(iPr); in the former reaction, but only
between two methyl groups in the latter. On these grounds, we
assume that, notwithstanding the substantial driving force, kdep
is smaller than kpy for this amine. That assumption immedi-
ately leads to the consequence that the rate constant in the reac-
tion with AQ, i.e., the compound quantity (kgt + kgep), should
again be dominated by kg1 because the rate constant kpt, which
is measured in the XA-sensitized reaction, is five times smaller

than the observed rate constant in the AQ-sensitized reaction.

Experimental activation parameters should thus be meaningful
for the presumed single reaction in each of these cases (sensi-
tizer AQ, pure electron self-exchange; sensitizer XA, pure
hydrogen self-exchange). Eyring plots are displayed in Figure 4.
Their good linearity also in the AQ-sensitized reaction lends a
posteriori support to our above reasoning.

From the regression lines in Figure 4, one calculates the acti-
vation parameters given in Table 2. The much more negative
activation entropy in the XA-sensitized reaction is clearly
consistent with our preceding explanation of the different reac-
tion rates, because a hydrogen self-exchange must involve a
more ordered transition state than an electron self-exchange; the
small positive activation entropy in the AQ-sensitized reaction
also supports our interpretation, because this is a well-known
fact for outer-sphere electron transfer reactions of organic com-

pounds in polar solvents [48].
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Figure 4: Eyring plots for the self-exchange rate constants kgy (TIPA)
of triisopropylamine (TIPA) sensitized by anthraquinone (AQ) (full
circles and solid line; linear regression, 24.68 - 2975/T ) and xanthone
(XA) (open circles and broken line; linear regression, 19.43 - 1917/T).
All experimental parameters, expect for the temperature T, as in
Figure 3. Further explanation, see text.

Table 2: Activation parameters for the self-exchange reactions of
TIPA, as obtained from the Eyring plots of Figure 4.

Reaction AHF ASt AGY)08
(kJ/mol) (K mol™)  (kJ/mol)

DH*+DH 247 +7.6 22.4

D'+ DH 15.9 -36.0 26.6

According to the Marcus theory [49], the free energy of acti-
vation of an electron-self-exchange reaction equals one quarter
of the reorganization energy A, which is the energy needed to
distort the geometries of the reactants (inner reorganization
energy ;) and of the surrounding solvent shell (outer reorgani-
zation energy A,) to the geometries of the products including
their solvent shell, but without transferring the electron. For
organic compounds, A, typically dominates, with A; rarely
accounting for more than 15% of the total reorganization energy
[50]. For an estimate of A, we therefore neglect A;.

Using a continuum model, Marcus [49] has derived the

following expression for A, for a self-exchange of a singly

charged ion with its neutral parent compound,
Nae*> (1 1) (1 1 1
Ao = X[ ———|X| —+——— 3)
4TCSO n2 € dl d2 d

where Ny, e, and gy are Avogadro’s number, the electron

charge, and the vacuum permittivity, » and ¢ are the index of
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refraction and the relative permittivity of the solvent, d and d»
are the molecular diameters of the two reactants, and d is their
encounter distance. For acetonitrile, the polarity parameter
(1/n% — 1/g) amounts to 0.527 at room temperature. The calcu-
lated shapes of DH and DH"" are practically identical for our
amines, and the geometries of both TIPA and DABCO deviate
only slightly from spherical; they are are oblate spheroids with
the shorter semi-axis orientated perpendicular to the plane of
the three methine protons in the former case and along the N-N
axis in the latter. To get the molecular dimensions, we added
the van-der-Waals radii of the respective outermost atoms along
each semi-axis (N, 1.55 A [51] for the shorter semi-axis of
DABCO; H, 1.1 A [52] for all other semi-axes) and averaged
the three diameters. Identifying the shorter diameter with the
encounter distance, we arrive at an outer-sphere reorganization
energy of 82.6 kJ/mol for TIPA (dy =dy =7.5 A;d = 6.5 A),
i.e., a value of 20.6 kJ/mol for AG%%; if the encounter distance,
which is not precisely known, were identical to the average
molecular diameter AG%98 would increase to 24.4 kJ/mol. In
view of this uncertainty, an elaborate computation of A; is not
justified, but the calculated activation parameter is seen to be in
very good agreement with the experimental result of Table 2.
Finally, the slightly smaller molecular size of DABCO
(dy=dy=62A;d=5.7 A) leads to a computed increase of
AG2198, relative to TIPA, by 6.3 kJ/mol, corresponding to a
decrease of the self-exchange rate constant by a factor of 12.7,
which at first glance does not seem to compare very favourably
with the experimental ratio (5.3) observed in this work;
however, DABCO has two nitrogen sites that can participate in
the exchange, and taking this into account by multiplying the
experimental ratio by 2 reduces the discrepancy to less than
20 percent.

Conclusion

The described direct measurements of self-exchange rate
constants by time-resolved photo-CIDNP experiments have
made it possible to distinguish between the different types of
free radicals occurring in these systems, and have corroborated
and complemented our previous [5-7] mechanistic findings on
sensitized photoreactions of tertiary aliphatic amines. It would
have been difficult or impossible to obtain these results by other
techniques because no other kind of spectroscopy attaches
labels (the polarizations) at the stage of the intermediates and
observes them in the products, thus highlighting the intercon-
nections of species along the reaction coordinate. The present
study thus again demonstrates the power of CIDNP to provide
detailed insights into complex reaction mechanisms.

Experimental
TIPA was synthesized and purified according to a literature

procedure [47]; DABCO and all the sensitizers were commer-
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cially obtained and purified by double sublimation. The
purchased solvent acetonitrile-d3 was carefully dried to a water
content of less than 5 x 10™* M in a specially designed appa-
ratus [53]. Sensitizer concentrations were chosen to give an
extinction of about 1 in a 5 mm NMR tube. 'H CIDNP experi-
ments were carried out on a Bruker WM 250 NMR spectrom-
eter with a special probe [34] allowing side-on illumination of
the samples. The temperature in the probe was controlled to
+0.3 K. Presaturation sequences [31] were used to remove
unchanging background magnetization. The light source was a
Lambda Physik EMG 101 laser (XeCl, 308 nm, 15 ns pulse
width, +5 ns jitter, £3% energy fluctuations), which was trig-
gered by the acquisition system of the spectrometer.
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Two Prins reactions were investigated by the use of DFT calculations. A model composed of R-CH=CH, + H30"(H,0);3 +
(H,C=0),, R = Me and Ph, was adopted to trace reaction paths. For both alkenes, the concerted path forming 1,3-diols was
obtained as the rate determining step (TS1). TS stands for a transition state. From the 1,3-diol, a bimolecular elimination (TS2)
leads to the allylic alcohol as the first channel. In the second channel, the 1,3-diol was converted via TS3 into an unprecedented
hemiacetal intermediate, HO—CH,—O—-CH(R)-CH,—CH,—OH. This intermediate undergoes ring closure (TS4), affording the 1,3-
dioxane product. The intermediate is of almost the same stability as the product, and two species were suggested to be in a state of
equilibrium. While the geometry of TS1 appears to be forwarded to that of a carbocation intermediate, the cation disappeared
through the enlargement of the water cluster. Dynamical calculations of a classical trajectory using the atom-centered density
matrix propagation molecular dynamics model on the four TSs were carried out, and results of IRC calculations were confirmed
by them.

Introduction

The Prins reaction is the acid-catalyzed addition of aldehydes to
alkenes and gives different products depending on the reaction
conditions. The first work on the condensation of alkenes with
aldehydes was made by Kriewitz in 1899 [1]. He found that
unsaturated alcohols were produced when pinene (a bicyclic
monoterpene) was heated with paraformaldehyde. However,
Prins performed the first rather comprehensive study of the
reactions between formaldehyde and hydrocarbons with C=C

double bonds [2,3]. These were styrene, pinene, camphene and

anethole. As a catalyst, sulfuric acid was used, and water or
glacial acetic acid was the solvent. A general Prins reaction is

shown in Scheme 1.

A typical Prins reaction is exhibited in Scheme 2 [4]. Here, the
six-membered ring compound, 4,4-dimethyl-1,3-dioxane, is the
major product along with 3-methyl-1,3-butane-diol. The 1,3-
dioxane is hydrolyzed to form the 1,3-diol by stirring the former
in a 2% (or lower) sulfuric acid solution under reflux [4].
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Scheme 1: A general scheme of the Prins reaction.
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Scheme 2: An example of the Prins reaction [4]. The product yields (%) are based on formaldehyde.

However, the hydrolysis yield on the dioxane charged is only
8—17% depending on the alkene reactants. The result was inter-
preted in terms of a reversible reaction shown in Scheme 3.

On the other hand, a reaction of longifolene with formaldehyde
in acetic acid yielded the acetate of an allylic alcohol (w-acet-
oxymethyl longifolene) as a major product under high-tempera-
ture conditions (Scheme 4, 140 °C, 24 h) [5].

A scheme was proposed as to the mechanism of the Prins reac-
tions [6-18] to afford 1,3-dioxane, 1,3-diol and allylic alcohol,
where the carbocation intermediate (X) is included (Scheme 5).

In the second step, X is formed. From X, two routes, (i) and (ii),
are possible. In the route (i), a water molecule is linked with the
cation center, which leads to formation of the 1,3-diol and the
subsequent allylic alcohol. In (ii), the second H,C=0 is bound

H H OH
(PO dilute H,SO —C- H
Hc™0 + n0 2, AR, o
Lo H-C-H W
HsCE -G H HaC-C-OH
HiC © H e
3

4,4-dimethyl-1,3-dioxane

Scheme 3: An equilibrium in the hydrolysis of the product, 1,3-dioxane.

3-methyl-1,3-butanediol
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CHiCOH ,CH,0COCH;

140 °C, 24 h

w-acetoxymethyl longifolene

(75% based on the
unrecovered longifolene)

longifolene

Scheme 4: Formation of the acetate of an allylic alcohol by Prins reac-
tion [5].

to the cation center, leading to formation of the 1,3-dioxane.
While tertiary carbocations might intervene, the presence or
absence of secondary ones would be critical in the aqueous
media. This is because the water cluster has high nucleophilic
strength and tends to make C—O bonds to form alcohols , over-
coming the intervention of carbocations. In this respect, the
mechanism depicted in Scheme 5 needs to be examined by the
use of some alkenes theoretically.

A variety of protic acids and Lewis acids are employed to
catalyze the reaction, and Prins-type reactions have found
numerous synthetic applications [6,19-25]. In spite of the exten-
sive experimental studies, there have been no computational
studies of the classic Prins reaction. The reaction is also impor-
tant, because the constituent atoms are only C, H and O in the

original system, and it is a fundamental organic reaction. In this

Beilstein J. Org. Chem. 2013, 9, 476-485.

work, as the first attempt, reactions paths were traced by DFT
calculations under Prins’ original conditions (styrene and
formaldehyde in the acidic aqueous media). As an alkene,
propene was also employed for comparison. From styrene,
4-phenyl-1,3-dioxane was obtained in 86% yield, and from
propene 4-methyl-1,3-dioxane in 65% yield (based on H,C=0)
[4]. The target of this work is to check whether the seemingly
established mechanism shown in Scheme 5 holds for the two
alkenes and the expected steps in Scheme 5 are obtained by
DFT calculations.

Method of calculations

The reacting systems were investigated by density functional
theory calculations. The B3LYP method [26,27] was used for
geometry optimizations. In order to check the reliability of
B3LYP, M06-2X [28] and a dispersion correction method
(0B97XD [29]) were applied to the rate-determining step of the
propene reaction TS1(Me). The basis sets employed were
6-31G(d) and 6-311+G(d,p). Transition states (TSs) were
sought first by partial optimizations at bond interchange
regions. Second, by the use of Hessian matrices TS geometries
were optimized. They were characterized by vibrational
analysis, which checked whether the obtained geometries have
single imaginary frequencies (v¥s). From the TSs, reaction paths
were traced by the intrinsic reaction coordinate (IRC) method
[30,31] to obtain the energy-minimum geometries. Relative

energies AE were obtained by single-point calculations of

H\ 7/
C=C_, H R
H R H-g-C!
c=0 + H* — -0 ) . toroutes
step 1 H H step2 H;I/C_O\ (i) and (ii)
X
route (i)
H / H\ H /H
wocl tho | HOR| L goln HOM | hgch
H/C/—O —-H H\IC/C\R, . H“C’C\ ‘ Hzé-O
H H stp3 | y4-C-O step 4 H’,C/'O R step5 H H
X HoH H H
1,3-diol allylic alcohol
route (ii)
H \ , R R
H R+lco  HR R WRE e |
H\p/C\ , H H\IC/C\ H\\C/C\O — H\(F/ \CI)
H-C~0, H-C-O  C'" ep7 L-C. .Copy step8 | H-C<5-G-H
H step6 T W Y PT H B0 H g0
X 1,3-dioxane

Scheme 5: A reaction mechanism involving the carbonium-ion intermediate X.
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RB3LYP/6-311+G(d,p) [self-consistent reaction field (SCRF) =
PCM [32-34], solvent = water] on the RB3LYP/6-31G(d) and
6-311+G(d,p) geometries and their ZPE ones. Here, ZPE
denotes the zero-point vibrational energy.

In order to confirm the obtained TS characters, dynamical
calculations of a classical trajectory calculation using the atom-
centered density matrix propagation molecular dynamics
(ADMP) model [35-37] on TSs were carried out. Geometries of
the TSs at 2000 steps of 0.1 femtoseconds (10~ !5 seconds) were
determined.

All the calculations were carried out by using the GAUSSIAN
09 [38] program package. The computations were performed at
the Research Center for Computational Science, Okazaki,
Japan.

As for the model, alkene, two H,C=0 and H3O" molecules are
needed to simulate the paths depicted in Scheme 5. In addition
to them, 13 H,O molecules are included as shown in Scheme 6.
In the model, H,C=0 catalyzed by H30" (a) works as an elec-
trophile to add to the alkene. The addition follows Markowni-
koff's rule [39]. H,O (f) is the nucleophile to the left-hand
carbon of the alkene. One proton of H>O (f) moves to H,O (h)
upon the addition, and this becomes a hydronium ion. Around
the newly formed ion, six H,O molecules (i, j, k, I, m, and n)
are located. At the same time, toward the carbonyl oxygen of
the central H,C=0, a proton is moved from H30" (a). To this
ion, H,O (¢) and H,O (d) are attached. H,O (b) and H,O (e) are
coordinated to the second sp? lone-pair orbitals of two HyC=0

molecules.
(0] 5
H /O‘H H\O/H
WO H (m)¢
k) “H-ny !
(k) O\‘\(i) H
H ‘H _,/Q\
:o(g) ’\%/H MM (n)
Ho o o o~
40 H
R="H 5@
: .-~""H
Ha 0. @ H
HT 7 TH H
\ (@) H, kH
H (c) )/
bO\H P ----O\\
( ) H ‘H\
p(e)
H

Scheme 6: A reaction model composed of RHC=CH,, (H,C=0), and
H30*(H20)13 to obtain the path of step 2 (Scheme 5). H30* and H,O
are labeled with (a), (b), (c) ... (n) to explain their positions.
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Results and Discussion

The propene reaction

Figure 1 shows precursor and TS geometries in a Prins reaction
of propene. In precursor (Me), while two H,C=0 molecules are
linked with water ones via hydrogen bonds, hydrophobic
propene is outside them. When it is put into the water cluster,
the first transition state [TS1(Me)] is brought about. Worthy of
note is that various concomitant bond interchanges are involved
in TS1(Me). The reaction center is at the C(1) *C(5) bond, and
simultaneously the incipient C(6)-*O(14) bond is formed. After
TS1(Me), not the carbonium ion but rather the butane-1,3-diol,
diol(Me), is afforded. This result demonstrates that steps 1, 2
and 3 in Scheme 5 occur at the same time without intervention
of the carbocation X. From diol(Me), two TSs were obtained.
One is TS2(Me) leading to the allylic alcohol, 2-buten-1-ol,
here called ene-ol(Me). The other is TS3(Me) leading to an in-
termediate, not included in Scheme 5. This species, 3-(hydrox-
ymethoxy)-1-butanol, called here ether(Me), has an ether
moiety and is a hemiacetal. Generally, these are formed by the
formal addition of an alcohol to the carbonyl group. In this case,
1,3-diol(Me) is the alcohol, and the second formaldehyde is of
the C=0 group. Closure of the six-membered ring from the
ether(Me) [TS4(Me)] gives the product 4-methyl-1,3-dioxane,
dioxane(Me). Thus, the obtained route (ii), precursor (Me) —
diol(Me) — ether(Me) — dioxane(Me), is different from that in
Scheme 5. The first difference is the absence of the carbocation
X in the former route. The second one is a new hemiacetal in-
termediate, ether(Me).

Geometries in Figure S1 (Supporting Information File 1) were
obtained by IRC calculations starting from TS ones in Figure 1.
In order to confirm the route depicted in Figure 1, ADMP
dynamical calculations from TSs were also performed. Geome-
tries after 200 femtosecond from TS1(Me), TS2(Me), TS3(Me)
and TS4(Me) are shown as ADMP1(Me), ADMP2(Me),
ADMP3(Me) and ADMP4(Me), respectively, in Figure S2
(Supporting Information File 1). These were found to be similar
to diol(Me), ene-ol(Me), ether(Me) and dioxane(Me) in Figure
S1, respectively. Thus, those TSs were confirmed to be in the

reaction channel.

Figure 2 exhibits geometry-dependent energy changes for the
transition states depicted in Figure 1 and Figure S1. TS1(Me)
was found to be the rate-determining step. The butane-1,3-diol,
diol(Me), is the first stable intermediate (A(ET + ZPE) =
—18.77 kcal/mol). From diol(Me), two TSs, TS2(Me) and
TS3(Me), were obtained. TS3(Me) leading to the hemiacetal in-
termediate, ether(Me), is much more likely than TS2(Me)
leading to the allylic alcohol, ene-ol(Me). In fact, the latter is
not formed under the reaction conditions in Scheme 2.

The hemiacetal intermediate, ether(Me), is remarkably stable
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Figure 1: Geometries of the precursor and the transition states (TSs) of the Prins reaction of propene with (formaldehyde), and H30*(H0)13
according to the model of Scheme 6. Sole imaginary frequencies, v¥s, verifying that the obtained geometries are at saddle points, are also shown.
Those of intermediates and products are exhibited in Figure S1 of Supporting Information File 1. "(Me)" denotes the propene (R-HC=CHj, R = Me)
reaction. Distances and imaginary frequencies by B3LYP/6-31G(d) and B3LYP/6-311+G(d,p) (in square brackets) are shown. Underlined numbers

are by M06-2X and those in braces by wB97XD for TS1(Me).

(A(ET + ZPE) = —30.74 kcal/mol). The stability is almost the
same as that of the product, dioxane(Me), (A(ET + ZPE) =
—31.37 kcal/mol). This energetic result suggests that both the

ether(Me) and dioxane(Me) are products in the propene Prins
reaction, whereas the ether(Me) species has not been reported
so far.
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Figure 2: Energy changes (in kcal/mol) of the propene Prins reaction calculated by B3LYP/6-311+G(d,p) SCRF=(PCM, solvent = mwater)// B3LYP/6-
31G(d) ZPE. The corresponding geometries are shown in Figure 1 and Figure S1. Et stands for the total energy. At TS1(Me), while B3LYP/6-
311+G(d,p) SCRF=PCM and M06-2X/6-311+G(d,p) SCRF=PCM energies are similar, the {wB97XD/6-311+G(d,p) SCRF=PCM} energy seems to be

overestimated in spite of the similarity of the three geometries in Figure 1.

The styrene reaction

Figure 3 shows geometries of four TSs, and Figure S3 shows
those of precursor(Ph), diol(Ph), ene-ol(Ph), ether(Ph) and
dioxane(Ph). Geometric changes similar to those of the propene
Prins reaction were obtained, i.e., precursor(Ph) — TS1(Ph) —
diol(Ph) [— TS2(Ph) — ene-ol(Ph)] — TS3(Ph) — ether(Ph)
— TS4(Ph) — dioxane(Ph). Different from the reaction pattern
shown in Scheme 5, the cation center is at H3O™ in the inter-
mediates and product. At TS1(Ph), the incipient C(6)**O(14)
bond distance (= 3.138 A) is extraordinarily larger than the
standard one (ca. 1.85 A) for the C'-*O-forming TS. For
instance, it was calculated to be 1.833 {1.879} A in the first TS
of the acid-catalyzed hydrolysis of ethyl acetate by B3LYP/6-
31G(d) {M062X/6-311G(d,p)} in our recent work [40].
Through the B3LYP/6-311+G(d,p) geometry optimization,
TS1'(Ph) was obtained as the carbocation (X) formation TS
shown in Figure S4. Here, the C(6)'-*O(14) formation is not
involved and the concerted diol(Ph)-formation TS could not be
obtained. The character of TS1(Ph) needs to be investigated in
more detail and will be discussed in the next subsection.

Figure 4 shows the energy changes of the styrene Prins reaction.
They are compared with those of the propene Prins reaction
(Figure 2). The rate determining step is again TS1(Ph). A
noticeable difference is found in the contrast of the stability
order, ene-ol(Ph) > ether(Ph) versus ene-ol(Me) < ether(Me).
The 3-phenyl-2-propenol (cinnamyl alcohol) is an allylic
alcohol with the © conjugation of the phenyl ring and is thought
to be the source of the stability of ene-ol(Ph). However,
TS2(Ph) has a large activation energy, +18.04 kcal/mol. Thus,

while ene-ol(Ph) is thermodynamically favorable, it is unfavor-
able kinetically. The energy of ether(Ph), —12.40 kcal/mol, is
again similar to that of dioxane(Ph), —11.12 kcal/mol. Both
ether(Ph) and dioxane(Ph) may be regarded as products of the
styrene Prins reaction. In this respect, the equilibrium depicted
in Scheme 3 is not for the (dioxane—diol) pair but for the
(dioxane—ether) pair. The product 1,3-dioxane may be obtained
with aid of the hygroscopy of the 45—-55% sulfuric acid. The
water is taken off by H,SOy, and according to Le Chatelier's
principle the equilibrium is shifted toward the dioxane side.
Formation of the 1,3-diol in Scheme 3 would arise not from the
equilibration with the dioxane but from the high-temperature
reflux conditions for the endothermic step, i.e., ether —
1,3-diol.

The carbocation intermediate (X)

In the Prins reaction of styrene, it is critical whether the first
transition state leads to diol(Ph) or to the carbocation X(Ph).
The intervention of X(Ph) was examined by an extended model
shown in Figure S5. In the model, the initial geometry for the
optimization was made of that of X(Ph) in Figure S4 and seven
additional water molecules (atom numbers, from 68 to 88).
Through the optimization by B3LYP/6-31G(d) and B3LYP/6-
311+G(d,p), the initial carbocation was found to be converted to
the 1,3-diol as shown in the lower side of Figure S5. Thus, the
carbocation would intervene when the size of the water cluster
surrounding the reactants (alkene and formaldehyde) is small.
While this condition corresponds to the reaction in a binary
solvent such as acetone—water, the reaction in aqueous media

would not involve the carbocation X.
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Figure 3: Geometries of the transition states (TSs) of the Prins reaction of styrene + (formaldehyde), + H30*(H,0)13. Those of intermediates and
products are exhibited in Figure S3 of Supporting Information File 1. "(Ph)" denotes the styrene (R-HC=CHy, R = phenyl) reaction. The geometry of

TS1(Ph) by B3LYP/6-311+G(d,p) is shown in Figure S4 as TS1’(Ph).

Dependence of the number of water molecules on the geome-
tries of TS1(Ph) was investigated by the use of two extended
models, styrene + H3;0*(H,0),, + (H,C=0), (n = 20 and 30).
The n = 13 TS1(Ph) is shown in Figure 3. The n = 20 and 30
TS1(Ph) geometries are shown in Figure 5.

While the central part of the n = 20 geometry is similar to that
of the n = 13 one, the incipient O(14)--*C(6) bond in the
n =30 TS1(Ph) is shorter (2.692 A) than those of the n = 13 and
n =20 TSs. This result indicates that the extended model of the
n =30 TS1(Ph) expresses clearly the 1,3-diol formation.
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25

A(Er+ZPE) (keal/mol)

-20

Figure 4: Energy changes (in kcal/mol) of the styrene Prins reaction calculated by B3LYP/6-311+G(d,p) SCRF = (PCM, solvent = water)// B3LYP/6-
31G(d) ZPE. The corresponding geometries are shown in Figure 3 and Figure S3.

n=20

vi=27336icm’

A(Er+ZPE)=+18.95 kcal/mol

n=30
vi=24723icm?’

AE+ZPE)=+18.15 kcal/mol

Figure 5: TS1(Ph) geometries of n = 20 and n = 30 in the reacting system of styrene + H30*(H,0),, + (HoC=0), calculated by B3LYP/6-31G(d).
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Conclusion

In this work, two Prins reactions were investigated by the use of
B3LYP calculations. A model composed of R-CH=CH, +
H307(H,0)q3 + (H,C=0);, R = Me and Ph, was employed to
trace reaction paths. The result is summarized in Scheme 7.

R
R )
c=c’ H\p:C\
Ho H R H-C~O,
H* H\C/C\ H* H H
. TS1 H y —om
H, TS3
Cc=0 H,C=0
H He |72 H R
Ho~-0x
" R I3
el H*  H-~~a-%-H
Hc™™0  Hl=—= "1 9}
H-Co q;Ho TS4 +
H QH H H-OH

Scheme 7: Summary of the present calculated results. The ether in
the box is the new intermediate found in this work. The blue line stands
for the newly formed covalent bond at each step.

The 1,3-diol is formed concertedly in the rate-determining step,
TS1. From the diol, the ene-ol is afforded in the E2 (bimolec-
ular elimination, TS2) pathway. Most likely, the addition (TS3)
of the second formaldehyde to the 1,3-diol leads to the new in-
termediate (ether or hemiacetal). Ring closure from the ether
gives the product, 1,3-dioxane. The 1,3-dioxane is in equilib-
rium with the ether.

It is critical whether TS1 goes to the 1,3-diol or to the carbocat-
ion X. While the intervention is suggested to depend on the
concentration of water, in aqueous media the cation is unlikely
owing to the high nucleophilicity of the large water cluster.

Supporting Information

Supporting Information File 1

Geometries of the precursor, intermediates and products,
and other related geometries.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-51-S1.pdf]
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Abstract

The reaction of cyclobutane-1,2-dione with hydroxide was studied by a variety of ab initio (MP2, SCS-MP2, CCSD(T), CEPA/1)
and density functional (M06-2X) methods. Three possible reaction paths of the initially formed tetrahedral adduct leading to either
1-hydroxycyclopropane-1-carboxylate (benzilic acid type rearrangement, path A), a-oxobutanoate (path B) or y-oxobutanoate (path
C) were considered. Although the latter two products show similar or even more negative Gibbs free energies of reaction than
calculated for the benzilic acid type rearrangement, the Gibbs free energies of activation are substantially higher. According to the
calculations, the only feasible reaction appears to be the formation of 1-hydroxycyclopropane-1-carboxylate, which is corroborated

by previous experimental observations.

Introduction
Addition of nucleophiles, e.g., OH™, to 1,2-dicarbonyl com-
pounds leads to the formation of relatively stable tetrahedral R1<OH
adducts (Scheme 1) [1]. These adducts further react either by (i) y RZ ~COO~
fission of the R>~C bond and migration of R? (benzil-benzilic o) 0 o
acid rearrangement, path A); (ii) fission of the R*>~C bond RAH(RZ_’ RA&RZ B RH + I
without migration of R? resulting in a-oxocarboxylic acids 0 HO O~ R™ “C00"
(path B); or (iii) fission of the carbonyl-C—sp3-C with forma- K
R'CHO + R2COO-

tion of an aldehyde and carboxylic acid (path C). In the case of
benzils, depending on the substituents on the aryl rings, all three

. Scheme 1: Reactions of 1,2-dicarbonyl compounds with base.
types of reactions have been observed [2]. Y P
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The benzilic acid rearrangement of cyclic 1,2-diones [3,4] leads
to ring contraction, e.g., the rearrangement of cyclobutane-1,2-
dione (1) to 1-hydroxycyclopropanecarboxylate (2) [5-7]. In
contrast, cyclobut-3-ene-1,2-diones 3 react to 2-oxobut-3-
enoates 4 (at least formally according to path B) [8], whereas
benzocyclobutene-1,2-diones 5 lead to 2-formylbenzoates 6
(path C, Scheme 2) [9].

io ono—
1 © 2
Ar. 6] Ar
ji . HWCOO_
I Ar O
3 4
ol —
- CHO
5 6

Scheme 2: Reactions of cyclic 1,2-diones with base.

In view of the importance of the benzil-benzilic acid rearrange-
ment in organic chemistry, several computational studies
concerning this rearrangement [10,11] or related reactions
(Favorskii rearrangement [12-14], halolactonisation [15]) have
been published. To the best of our knowledge no attempt has
been made so far to consider the additional pathways B and C in
these reactions. Here we present a detailed computational
study (DFT and ab initio) of the base-catalyzed reactions of
cyclobutane-1,2-dione (1) taking into account all three possible
pathways.

Results and Discussion

The various transition states, intermediates and products
initially considered for the three reaction paths A, B, and C are
depicted in Scheme 3. It turned out that not all of the structures
shown in Scheme 3 could actually be located as stationary
points on the potential-energy surface. On the other hand, some
other stable as well as highly reactive intermediates and/or tran-
sition states were obtained (see below). Generally, in nucleo-
philic addition reactions to carbonyl compounds in aqueous
solution, water not only acts as a solvent but frequently actively
participates in the reaction, such as in water-assisted hydrolysis
[16-20] or also in the benzil-benzilic acid rearrangement [11].
Therefore, cyclobutane-1,2-dione (1) hydrated by two water
molecules, and hydroxide ion hydrated by four, i.e., 1-(H,0),
and [OH(H,0)4]~ , were used as reactants. Hence for all tran-
sition states, intermediates and products shown in Scheme 3,

hydration by six water molecules is implied.

Beilstein J. Org. Chem. 2013, 9, 594-601.
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>

0 HO o -
+OH~ N KCOOH_)Ho coo .
TS1 TS2 K P
0 (o}
1

Int1

COO~
path B

P1a 2

COOH coo-
_ - [ path C
]
o CHO
Int3 P3

Scheme 3: Possible intermediates, transition structures, and products
considered for the reaction of cyclobutane-1,2-dione with hydroxide
anion.

Relative Gibbs free energies with respect to the separated reac-
tants 1-(H,0), + [OH(H,0)4]™ including bulk aqueous solva-
tion energies (SMD solvation model [21]) obtained by various
computational procedures are collected in Table 1. More
detailed results are provided in Supporting Information File 1.
Before discussing the individual reaction paths in detail, a com-
parison of the computational procedures used (M06-2X [22],
MP2 [23] and SCS-MP2 [24], the composite energy scheme
Ec = E(MP2/6-311+G(2df,2p) + E{[CCSD(T) — MP2]/6-
31+G(d)}; and LPNO-CEPA/1 [25-27]) is made.

Comparison of computational procedures
Taking the CEPA/1 results as a reference, inspection of Table 1
reveals that all other computational procedures invariably lead
to a greater stabilization of all stationary points considered with
respect to the separated reactants. The largest deviation from the
CEPA/1 energies is obtained with M06-2X, the smallest with
SCS-MP2. The corresponding mean absolute deviations and
RMS errors are 5.9, 6.3 (M06-2X); 3.6, 3.9 (MP2); 2.5, 2.9
(SCS-MP2); and 3.9, 4.0 (Ec). However, the predicted trends
agree very well with that obtained with CEPA/1 [Supporting
Information File 1; the corresponding correlation coefficients
RZ are 0.992 (M06-2X); 0.997 (MP2 and SCS-MP2); and 0.999
(Ec)]. Inclusion of an empirical dispersion correction (DFTD3
[28]) in the M06-2X results further lowers the relative energies
by ca. 0.8 kcal mol ..

Figure 1 summarizes the energetic as well as structural aspects

of all three possible reaction paths in the reaction of cyclo-

butane-1,2-dione with hydroxide anions.
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Table 1:
ered?.

IDC
TS1
Int1
TS2
P1a
2
TS3a
P2
TS4
Int4
TS5
P3a
Int2a
P2a

Relative Gibbs free energies for all stationary points consid-

MO06-2X

2.5
6.3
—6.1
7.7
-15.2
-32.6
12.8
-39.8
16.4
14.7
34.3
-29.3
-25.5
—40.4

MP2 SCS-MP2
4.2 6.7
6.5 10.0

—4.4 —4.1
6.9 9.2

-10.3 -11.1
—28.6 -29.9

15.7 17.9
-37.5 -39.9

17.6 20.2

17.8 20.7

38.7 41.0

-23.7 -23.1
-19.9 -20.9
-37.3 -38.9

Ec

3.7
6.2
-5.8
9.4
-9.0
—28.2
16.6
-39.4
17.6
181
36.7
-23.7
-22.1
-38.6

CEPA/1

7.3
1.1
—2.2
14.3
-6.2

—24.4
19.9
-36.7
22.2
22.7
42.2
-21.2
-18.4
-35.3

aAG (1 mol L~ standard state, kcal mol=") with respect to separated

reactants 1:(H20), + [OH(H20)4]~. All geometries optimized with M06-
2X/6-31+G(d,p). For M06-2X, MP2, and SCS-MP2 single-point calcula-

tions the 6-311+G(2df,2p) basis set was used; LPNO-CEPA calcula-

tions were done with the def2-QZVPP basis set; Ec = E[MP2/6-

311+G(2df,2p)] + E{[CCSD(T) — MP2)/6-31+G(d)}; AGsy calculated
by SMD M06-2X/6-31G(d).

Individual reaction paths

Addition of neutral nucleophiles to carbonyl compounds gener-
ally proceeds via formation of a prereaction complex; if Gibbs
free energies instead of pure electronic energies or enthalpies

50.0 1

40.0 o

20.0 4

10.0 4

0.0 4

-10.0 o

-20.0 o

-30.0 1

-40.0 o

-50.0
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are considered, such complexes usually become unstable [29].
In the present case without inclusion of bulk solvation effects
(Supporting Information File 1) this prereaction complex
(ion—dipole complex IDC) is quite stable with AG = —14 to
~19 kecal mol™! compared to the separated reactants. However,
especially the large calculated [SMD-M06-2X/6-31G(d)] solva-
tion energy of [OH(H,0O)4]” compared with that of the
ion—dipole complex (AGgoy = —66 versus —54 kcal mol~1)
results in an endergonic formation of this complex (AG =
2.5-7.3 kecal mol™!, Table 1). After passing transition state TS1
(v=144 i cm™), formation of the tetrahedral adduct by attack
of [OH(H,0)4]™ at C1 leads to the first truly stable intermediate
Intl. This intermediate is common to all further possible path-
ways. The nucleophile involved in the formation of Intl actu-
ally is a water molecule, since formation of the C1-O3 bond is
accompanied by proton transfer H3 to O4 of the original
hydroxide anion (Figure 2). An analogous concerted
addition—proton transfer has also been calculated previously for
the benzilic acid type rearrangements of biacetyl and benzil
[11]. Car—Parrinello molecular dynamics simulations of the
hydrolysis of formamide in basic solution indicated that the
traditional view of attack by hydroxide anion rather than
a first-solvation-shell water molecule is more likely;
however, the more powerful electrophile methyl formate
should react according to the general-base mechanism [30].
The second carbonyl group in 1,2-diones efficiently enhances
the carbonyl reactivity to make attack by water the preferred

mode of reaction.

TS5 P

Figure 1: CEPA-1/def2-QZVPP calculated reaction paths for the reaction of 1:(H20), + [OH(H20)4]".
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TS1
Ci O:@
03
H4
o1 Cc1
02
HC1-01) 1.234 r(C1-C2) 1.560
H(C1-03) 1.867 r(C2-02) 1.205
(03-H3) 1.464 r(C1-C4) 1.555
TS2
02
c2
c1 o1
c3
ca O3
N
/(C1-01) 1.254 r(C1-C2) 1.466
/(C1-03) 1.391 r(C2-03) 1.258
HC2-C4) 1.863 r(C1-C4) 2.112
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Int1

r(C1-01) 1.322 r(C1-C2) 1.564
r(C1-03) 1.445 r(C2-02) 1.206
r(03-H4) 0.986 r(C1-C4) 1.573

2

C3

02 &

r(C1-01) 1.246 r(C1-C2) 1.514
r(C1-03) 1.404 r(C2-02) 1.272
r(C2-C4) 1.503 r(C1-C4) 2.585

Figure 2: M06-2X/6-31+G(d,p) calculated structures of stationary points along the benzilic acid type rearrangement. Distances are given in

angstroms (A).

Benzil-benzilic acid rearrangement (Path A)

With respect to intermediate Intl, the Gibbs free energy of acti-
vation of the benzilic acid rearrangement (fission of the C1-C4
and concerted formation of the C2-C4 bond) via TS2
(v =246i cm™) is ca. 15 kcal mol™L. The initial product P1a
(1-carboxycyclopropanolate) is expected to easily convert to the
final product 1-hydroxycyclopropanecarboxylate (2) by a
simple acid—base equilibrium (protonation of the alcoholate,
deprotonation of the carboxylic acid, ApK, ~ 10). Overall, path
A is not only strongly exergonic [AG eyt = —24.4 (CEPA/1) to
-33 kcal mol~}(M06-2X)] but has also a quite low barrier

[AGF = 6.9 (MP2) to 14.3 kcal mol~!(CEPA/1)], Table 1. Thus,
this reaction should be quite feasible. Pertinent geometrical data
are collected in Table S3 of Supporting Information File 1;
M06-2X/6-31+G(d,p) optimized structures of relevant station-
ary points along path A are depicted in Figure 2.

The breaking C1-C4 bond is stretched from 1.573 A in Intl to
2.112 A in TS2 (2.585 A in 2), while the newly formed bond
C2-C4 is shortened from 2.125 A in Intl to 1.863 A in TS2
(1.503 A in 2). The Wiberg bond indices resulting from an
NBO analysis [31] for the C1-C4 bond are 0.92 (Int1) and 0.35
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(TS2); those for the C2—C4 bond are 0.04 (Intl) and 0.40
(TS2), indicating nearly equal bond breaking and formation.
The feasibility of the carbanion [1,2]-shift in the benzilic acid
rearrangement has been attributed to the special shape [11] of
the LUMO of 1,2-dicarbonyl compounds.

Path B

Product P2 should be even more stable than 2. However,
despite several attempts neither TS3 nor Int2 could be obtained.
Instead, invariably TS2 or P1a were obtained. It is tempting to
assume that the relatively close contact between C2 and C4
preferentially results in C2—C4 bond formation rather than addi-
tion of a proton to Int2. To address this problem, optimization
of an extended conformation Int2’ was attempted. However,
such a structure collapsed upon geometry optimization in a
concerted proton transfer—nucleophilic addition reaction to
intermediate Int2a. By a simple acid—base equilibrium (alcohol-
ate—carboxylic acid — alcohol-carboxylate), this intermediate
is expected to convert immediately to product P2a, i.e., the
hydrate of product P2 (Scheme 4).

- COOH COOH COO~
U s T WS

HO O~ HO ‘OH

Int2' Int2a P2a

Scheme 4: Reaction sequence calculated for an extended con-
formation of Int2.

While all attempts to locate transition state TS3 as well as those
ones leading to either Int2’ or Int2a were unsuccessful, a path
[TS3a (v = 410i cm™!, Scheme 3 and Figure 3] directly
connecting Pla instead of Intl with P2, could be obtained.
Hence, path B actually does not start off from Intl but diverges
at the initially formed product P1a of path A.

Compared with TS2, transition state TS3a (Figure 3) is charac-
terized by significantly longer C1-C4 and C2—C4 bonds, 2.975
and 2.259 A in TS3a versus 2.112 and 1.863 A in TS2. Simi-
larly, the C2—C3—-C4 angle and the C1-C2—C3-C4 dihedral
angle are much larger in TS3a (96.7° and 76.0°) than those
found in TS2 (76.6° and 54.8°), Table S3 in Supporting Infor-
mation File 1. The main “movement” in TS3a is transfer of a
proton from O4 to C4; consequently the imaginary frequency of
TS3a is larger (v =410i cm ™) than that of TS2 (v =246/ cm™)
with C—C bond formation as the associated mode.

Path C
Similar to path B, all attempts to locate the initially proposed

intermediate Int3 were unsuccessful. Instead a more compli-

Beilstein J. Org. Chem. 2013, 9, 594-601.

r(04-H4)
r(C4-H4)
1(C1-C2-C3-C4)  76.0

1.274 r(C2-C4) 2.259
1.5564 a(C2-C3-C4) 96.7

Figure 3: Calculated structure of transition state TS3a. Distances are
given in angstrom (A), angles in degrees.

cated pathway involving a high-energy bicyclic intermediate
Int4 was found (Figure 4).

Furthermore, this intermediate did not react to product P3 but
instead through a concerted ring opening and proton transfer to
P3a. The anticipated product P3 of path C is a y-oxocarboxy-
late. Such y-oxocarboxylic acids or carboxylates are prone to
ring—chain tautomerism [32,33]. Product P3a essentially is the
ion-dipole complex between the ring tautomer of neutral
y-oxobutanoic acid with [OH(H,O)s]™ , and hence, its forma-
tion is completely reasonable. The actual pathway C obtained

by the calculations is indicated in Scheme 5.

In fact, Int4 is barely stable if Gibbs free energies and bulk
aqueous solvation are taken into account (Table 1 and
Supporting Information File 1) and should collapse more or less
barrierless to the tetrahedral adduct Intl. In contrast,
rearrangement to P3a involves a substantially higher barrier
(40-45 kcal mol~! with respect to Intl) than path A (ca.
15 kcal mol™! with respect to Intl). TS4, Int4 and TS5 can be
considered as bicyclic structures consisting of a 3-membered
oxirane and a 4-membered cyclobutane ring. The two rings are
inclined to each other as indicated by the angle o measured
between the midpoints of the C3—C4 and C1-C2 bonds and the
oxygen atom Ol [o = 103° (TS4), 106° (Int4), and 112°
(TS5)]. The product P3a of path C has a largely planar five-
membered ring structure (o = 165°). In both TS4 and Int4 the
C1-C2 distance (1.48 A) is in the range of C—C single bonds,
while in TS5 this bond is significantly stretched (» = 1.853 A;
in P3a this distance is = 2.317 A). In contrast the O1-C2 bond
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Int4
02
/
Y
Cc1
03
r(C1-01) 1.429 r(C1-C2) 1.483
r(C2-01) 1.504 r(C2-02) 1.309

ol
7

o1
Cc1
03

r(C1-01) 1.337 r(C1-C2) 2.317
r(C2-01) 1.469 r(C2-02) 1.367

Figure 4: Calculated structures of pertinent stationary points along
path C. Distances are given in angstroms (A).

_ H
Dom OH oHt
i T8 [fo T [
o] o
Int1 Int4 P3a

Scheme 5: Actual path C obtained by the calculations (as in
Scheme 3, Int1, TS4, Int4, and TS5 are hydrated by six water mole-
cules; P3a is the ion-dipole complex with [OH(H20)s]7).

is shortened, i.c., 1.747 A (TS4), 1.504 A (Int4), and 1.385 A
(TSS), with a concomitant lengthening of the C1-O1 bond, i.e.,
1.396 A (TS4), 1.429 A (Int4), and 1.531 A (TS5). In the prod-
uct P3a the proton of the O3—H group is transferred by
involving the whole water chain to oxygen atom O2. This
change in the position of the proton is accompanied by
a shortening and lengthening, respectively, of the C1-O3
and C2-02 distances: in TS5 r(C1-03) = 1.383 A and

Beilstein J. Org. Chem. 2013, 9, 594-601.

r(C2-02) = 1.233 A, while in P3a #(C1-03) = 1.210 A and
r(C2-02) = 1.367 A. Finally, it should be noted that intermedi-
ates of the type Int4 have been proposed [9] to be involved in
the base-catalyzed reactions of benzocyclobutenediones (reac-
tion 5 — 6 in Scheme 2).

Conclusion

AbD initio (MP2, SCS-MP2, composite energy approach Ec,
LPNO-CEPA/1) and density functional methods (M06-2X)
were applied to study the reaction of cyclobutane-1,2-dione in
basic solution. The reaction system was modeled by using
cyclobutane-1,2-dione hydrated with two water molecules and
[OH(H0)4] as the nucleophilic reagent. Three possible reac-
tion pathways were considered, namely (i) a benzilic acid type
rearrangement (path A); (b) ring-opening of the bond between
an aliphatic carbon and that bearing the added OH™ group (path
B); and (c) fission of the bond between the carbonyl carbon and
that bearing the added OH™ group (path C). Attempts to locate
path B starting directly from the tetrahedral intermediate Intl
were unsuccessful. Instead, a reaction sequence diverging from
the initially formed product P1a of path A was found. Path C
involved transformations via high energy bicyclic transition
states and/or intermediates. The final products of these latter
two paths have comparable (path C) or even substantially more
negative reaction energies (path B). However, the corres-
ponding Gibbs free energies of activation are quite large. With
respect to Intl these are at the CEPA/1 level 22.2 kcal mol™!
(path B; with respect to P1la AG* = 44.3 kcal mol!) and
44 4 kcal mol~! (path C). In contrast, path A is not only strongly
exergonic but also has a significantly lower activation energy,
AGreact = —22.2 keal mol™! and AG* = 16.5 kcal mol~! with
respect to Intl.

Hence, in agreement with experimental observations [5-7],
cyclobutane-1,2-dione is calculated to react via benzilic acid
rearrangement to the ring-contracted product, i.e., 1-hydroxy-
cyclopropanecarboxylate (2).

Computational details

Geometries were optimized by using the M06-2X density func-
tional [22] and the 6-31+G(d,p) basis set [34,35] and character-
ized by frequency calculations as minima or transition states.
For transition states, IRC calculations [36] were also done.
These geometries were then used for M06-2X, MP2 [23] and
SCS-MP2 [24] single-point calculations using the
6-311+G(2df,2p) basis set [37]. For coupled cluster CCSD(T)
[38] and CEPA-1 [25-27] calculations the 6-31+G(d) and def2-
QZVPP [39] basis sets, were used, respectively. Initial coordi-
nates for [OH(H,0O)4]~ were taken from the WATER27 subset
of the GMTKN30 database [40,41] and reoptimized with M06-
2X/6-31+G(d,p). [OH(H,0)4]~ was then placed about 6 A
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above 1:(H20), and the combined system again optimized,
resulting in the ion-dipole complex. An initial structure for TS1
was obtained from a relaxed (i.e., optimization of all other coor-
dinates) potential energy scan of the OH—carbonyl-carbon dis-
tance; this structure was then refined by transition-state optimi-
zation and further characterized by IRC calculations along both
directions of the normal mode corresponding to the imaginary
frequency. The final structures of both IRC calculations were
then completely optimized. An analogous procedure, usually
considering several possible reaction coordinates, was used for
an initial guess of all other transition states. Bulk solvent effects
(aqueous solution) were obtained by the SMD solvent model
[21] at the M06-2X/6-31G(d) computational procedure.
Frequencies obtained at the M06-2X/6-31+G(d,p) level are
unscaled. Gibbs free energies are given relative to the
separated reactants 1-(H,0), and [OH(H,O)4]™ and contain a
1.9 kcal mol~! correction for the standard state conversion
1 atm to 1 mol L™ at 7=298.15 K. Dispersion corrections to
the M06-2X results were added by Grimme’s DFTD3 proce-
dure [28]. Programs used were ORCA [42], Gaussian 09 [43],
GAMESS [44], and DFTD3 [45]; MOLDEN [46]
and MOLEKEL [47] were used for structure building and

visualization.

Supporting Information

Supporting Information File 1

Detailed computational results and plot of MP2, SCS-MP2
and M06-2X vs. CEPA AG,| values, pertinent structural
data, and Cartesian coordinates of all stationary structures.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-64-S1.pdf]
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Kinetic studies on the reactions of Y-aryl phenyl isothiocyanophosphates with substituted X-anilines and deuterated X-anilines

were carried out in acetonitrile at 55.0 °C. The free-energy relationships with X in the nucleophiles were biphasic concave upwards

with a break region between X = H and 4-Cl, giving unusual positive px and negative Bx values with less basic anilines (X = 4-Cl

and 3-Cl). A stepwise mechanism with rate-limiting bond breaking for more basic anilines and with rate-limiting bond formation

for less basic anilines is proposed based on the positive and negative pxy values, respectively. The deuterium kinetic isotope effects

involving deuterated anilines (XCgH4ND») showed primary normal and secondary inverse DKIEs for more basic and less basic

anilines, rationalized by frontside attack involving hydrogen-bonded four-center-type TSt and backside attack TSb, respectively.

The positive px values with less basic anilines are substantiated by the tight TS, in which the extent of the bond formation is great

and the degree of the bond breaking is considerably small.

Introduction

The nucleophilic substitution reactions of tetracoordinate phos-
phorus have been studied extensively, experimentally and
theoretically, in our lab. Two main types of displacement
processes are well known in neutral phosphoryl transfer reac-
tions: a stepwise mechanism involving a trigonal bipyramidal
pentacoordinate (TBP-5C) intermediate and a concerted dis-

placement at phosphorus through a single pentacoordinate tran-

sition state (TS). To extend the kinetic studies on the phos-
phoryl transfer reactions, the reactions of Y-aryl phenyl isothio-
cyanophosphates (1a—e) with substituted anilines (XCgH4NH,)
and deuterated anilines (XCgH4ND;) have been investigated
kinetically in acetonitrile (MeCN) at 55.0 = 0.1 °C (Scheme 1).
The kinetic results of the present work are discussed based on

the selectivity parameters and deuterium kinetic isotope effects
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O O
||:|’ 2 NL,CgHsX MecN |I:I’ XCgH NL NCS™
o + e o + +
PhO' \\NCS 2064 55.0 °C PhO" \\ NLCgH,X 6r4NL3
YCgH4O YCgH4O
L=HorD

X = 4-MeO, 4-Me, H, 4-Cl, 3-Cl; Y = 4-MeO (1a), 4-Me (1b), H (1c), 3-MeO (1d), 4-Cl (1e)

Scheme 1: Reactions of Y-aryl phenyl isothiocyanophosphates (1a—e) with XCgH4NH3(D), in MeCN at 55.0 °C.

(DKIEs). The aim of this work is to gain further information on
the substituent effects, DKIEs and mechanism of the phos-
phoryl transfer reactions.

Results and Discussion

Table 1 summarizes the second-order rate constants, ki and kp,
with X-anilines and deuterated X-anilines, respectively. Table 2
and Table 3 summarize the Hammett (px(H and D)) @and Bronsted
(Bx(H and D)) coefficients with X, and Hammett coefficients
(py(m)) with Y, respectively. The second-order rate constants

were obtained from the slopes of pseudo-first-order rate
constants (kypsq) versus aniline concentration (Equation 1).
Base-catalysis or noticeable side reactions could be safely ruled
out from the zero intercept, ky ~ 0, in MeCN.

kobsa = ko + kiy(p)[XCeH4NH, (D), ] (1

Figure 1 presents the Bronsted plots with X in the nucleophiles.
The substituent effects of X on the reaction rates are not

Table 1: Second-order rate constants (K(H and D) X 103/M~"1 s=1) of the reactions of Y-aryl phenyl isothiocyanophosphates with XCgH4NH2(D>) in

MeCN at 55.0 °C.

X\Y 4-MeO (1a) 4-Me (1b)

4-MeO ki 9.58 +0.022 10.2 £ 0.1
ko 7.15+0.04 -

4-Me ki 2.71+0.01 3.02 0.01
ko 2.30 + 0.01 -

H ki 0.400 + 0.001 0.517 +0.005
ko 0.384: 0.001 -

4-Cl ki 0.206 + 0.001 0.257 +0.001
ko 0.244 + 0.001 -

3-Cl ki 0.718 +0.002 0.886 + 0.008
ko 0.994+ 0.002 -

aStandard deviation.

H (1c) 3-MeO (1d) 4-Cl (1e)
12.7 £ 0.1 17.21 0.1 27.5+0.1
8.92 + 0.01 - 18.7 £ 0.1
4.38 +0.01 6.09  0.03 9.51 % 0.01
3.44 £0.02 - 7.27 £0.05
0.693 + 0.004 1.04 £ 0.01 1.89 £ 0.01
0.647 £ 0.001 - 1.67 £ 0.01
0.434 £ 0.001 0.787 £ 0.005 1.67 £ 0.01
0.492 £ 0.001 - 1.81 2 0.02
1.48 £ 0.01 2.68 £ 0.01 562+ 0.03
2.12 £0.01 - 8.46 £ 0.04

Table 2: Hammett (Px(H and D))a and Bronsted (Bx(H and D))b coefficients with X for the reactions of Y-aryl phenyl isothiocyanophosphates with

XCgHaNH5(D2) in MeCN at 55.0 °C.

X\Y 4-MeO (1a) 4-Me (1b)

4-MeO, 4-Me, H pxp)°  -5.09£0.03 -4.76 + 0.04
pxpf  —4.69 +0.02 -
Bx(H)° 1.83+£0.08 1.72 £0.09
BX(D)C 1.69 £ 0.06 -

4-Cl, 3-Cl PX(H) 3.87 3.84
Px(D) 4.35 -
Bx(H) -1.18 -1.17
Bx(D) -1.33 -

H (1¢) 3-MeO (1d) 4-Cl (1e)
-4.68 £0.01 -4.51+0.01 -4.29 +0.02
-4.23+0.01 - -3.87 £0.02
1.69 + 0.04 1.63 £ 0.04 1.55 +0.07
1.53 + 0.04 - 1.40 + 0.06
3.81 3.80 3.76
453 - 4.78
-1.16 -1.16 -1.15
-1.38 - -1.46

aThe o values were taken from [1]. PThe pKj values of X-anilines in water were taken from [2]. Correlation coefficients (r) of px and Bronsted By

values for X = (4-MeO, 4-Me, H) are better than 0.996.
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Table 3: Hammett coefficients (py(H))® with Y for the reactions of Y-aryl phenyl isothiocyanophosphates with XCgH4NH3 in MeCN at 55.0 °C.

X 4-MeO 4-Me

H 4-Cl 3-Cl

1.27 £0.07 1.77 £0.09 1.75+£0.09

aThe o values were taken from [1]. PCorrelation coefficients (r) of Py(H) values are better than 0.962.

compatible with a typical nucleophilic substitution reaction. The
Hammett and Bronsted plots with X are biphasic concave
upwards with a break region between X = H and 4-C1 (break
point of 6x = 0.13), giving unusual positive px and negative Bx
values with X = 4-Cl and 3-Cl. Positive px (and negative PBx)

164 Y = 4-Cl
v 3-MeO v
H
201 ® 4-Me
m 4-MeO v
244
T
x v
8.’ 2.8+
>~ . .
v
3.2
L]
3.6 3
-4.0 T T T T 1
35 4.0 4.5 5.0 5.5
PKa(X)

Figure 1: Bronsted plots with X [log ky versus pKy(X)] of the reactions
of Y-aryl phenyl isothiocyanophosphates with XCgH4NH3 in MeCN at
55.0 °C.

values indicate that the nucleophilic N atom becomes more
negative in the TS compared to in the ground state (GS). The
substituent effects of Y on the reaction rates are consistent with
a typical nucleophilic substitution reaction, and the rate
increases with a more electron-withdrawing substituent.

The cross-interaction constant (CIC) is defined based on the
substituent effects of the nucleophiles, substrates and/or leaving
groups on the reaction rates [3-5]. In the present work, the CIC
(pxy) between substituents X and Y in the nucleophiles and
substrates, respectively, is described in Equation 2 and Equa-

tion 3.

log (kxy /kup) =PxOx +PySy +PxyoxOy  (2)
pxy =0°log (kxy / ki )/ Goxdoy

The two pxy values are obtained because the Hammett plots
with X are biphasic. Figure 2 shows the plots of px versus oy

2] 4.0
1 /
51 . =-0.18+0.01
04 Py — 1.41 £0.04 39 Pxy
7~ /ﬂ><
SERE o' 30
Q
T
-, s
e N’
~ >~ 2.5
= o &
b, = 1.41%0.09 20 p., =-0.18
5 r/,.//'/" [
T T T T T T 1 1.5 T T T T T T T 1
0.3 .02 -0.1 0.0 0.1 0.2 0.3 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4
Gx(or Gy) GX(OI” GY)

Figure 2: Plots of px versus oy and py versus oy of the reactions of Y-aryl phenyl isothiocyanophosphates with XCgH4NH in MeCN at 55.0 °C. The
obtained pxy values by multiple regression are as follows: (a) pxy = 1.40 + 0.06 (r = 0.992) with more basic anilines and (b) pxy =-0.18 + 0.09

(r=0.975) with less basic anilines.
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and py versus oy to determine the pxy values, according to
Equation 3. The signs of pxy are positive with more basic
anilines (X = 4-MeO, 4-Me, H) but negative with less basic
anilines (X = 4-Cl, 3-Cl). The number of kinetic data points,
10 kg values with less basic anilines, to obtain the pxy value is
not enough to overcome the experimental error. At least,
however, the sign of pxy is acceptable, and the greater magni-
tude of pxy value with more basic anilines than that with less
basic anilines is also acceptable. Accordingly, the authors
propose the following reaction mechanism: (i) a stepwise
process with rate-limiting leaving-group departure from the
intermediate for more basic anilines based on the positive sign
of pxy (= 1.40), and (ii) a stepwise process with rate-limiting
bond formation for less basic anilines based on the negative
sign of pxy (= —0.18) [3-5]. The greater magnitude of pxy
value with more basic anilines compared to that with less basic
anilines suggests that the interaction between X and Y with
more basic anilines is larger than that with less basic anilines in
the TS (see below).

The DKIEs are primary normal with more basic anilines
(X =4-MeO, 4-Me, H) while secondary inverse with less basic
anilines (X = 4-Cl, 3-Cl) as shown in Table 4. Primary normal
DKIEs (ky/kp > 1.0) indicate that partial deprotonation of the
aniline occurs in a rate-limiting step by hydrogen bonding
[6-12]. In contrast, secondary inverse DKIEs (ky/kp < 1.0) indi-
cate that the N-H(D) vibrational frequencies invariably increase
upon going to the TS because of an increase in the steric
congestion in the bond-making process in a stepwise process
with a rate-limiting bond formation (or a normal Sy2 reaction)
[13-15]. The magnitudes of the ky/kp values invariably
decrease as the aniline becomes less basic. The magnitudes of
the ky/kp values invariably increase for X = (4-MeO, 4-Me, H,
4-Cl) while they invariably decrease for X = 3-Cl as the
substituent Y changes from electron-donating to electron-with-
drawing. The maximum value of ky/kp = 1.47 with X = 4-MeO
and Y = 4-Cl indicates extensive hydrogen bonding whereas the
minimum value of ky/kp = 0.66 with X = 3-Cl and Y = 4-Cl
indicates severe steric congestion in the TS, suggesting a great
extent of bond formation. The secondary inverse and primary
normal DKIEs are substantiated by backside nucleophilic
attack involving in-line-type TSb and frontside attack
involving hydrogen-bonded, four-center-type TSf, respectively
(Scheme 2).

The hydrogen-bonded four-center type of TSb-H could be
another plausible TS structure, in which hydrogen bonding of
an amine hydrogen atom occurs on the P=0O oxygen atom
(Scheme 3). In the present work, three possible TSs could
substantiate the primary normal DKIEs: (i) TSf, (ii) TSb-H or
(iii) both TSb-H and TSf. The anilinolyses of tetracoordinate

Beilstein J. Org. Chem. 2013, 9, 615-620.

Table 4: The DKIEs (ky/kp) of the reactions of Y-aryl phenyl isothio-
cyanophosphates with XCgH4NH(D), in MeCN at 55.0 °C.

X\Y 4-MeO (1a) H (1c) 4-Cl (1e)
4-MeO  1.34+0.017  1.42+0.01 1.47 £0.01
4-Me 1.18 £0.01 1.27 £0.01 1.31+0.01
H 1.04 £ 0.01 1.07 £ 0.01 1.13 £0.01
4-Cl 0.844+0.005 0.882+0.003 0.922+0.012
3-Cl 0.722+0.002 0.698 +0.001  0.664 + 0.004

aStandard error {= 1/kp[(®kn)? + (knlkp)? * (Pkp)21"2} from [16].

H
XH4C 9 I (IP?—‘Ni:‘“"CGHA'X T
H,’%'"'R;;’NZC:S R1OR'; | N
H AR' OR2 C\\S
TSb Tsf

Scheme 2: Backside attack involving in-line-type TSb and frontside
attack involving a hydrogen-bonded, four-center-type TSf.

phosphorus with the Cl~ leaving group have been extensively
studied in this lab, and the obtained data of primary normal
DKIEs involving deuterated anilines are rationalized by TSt-
type in which hydrogen bonding of an amine hydrogen atom
occurs on the departing chloride [17-23]. The authors also
suggested TSf-type, in which hydrogen bonding of an amine
hydrogen atom occurs to the departing phenoxy oxygen atom
for the anilinolyses of aryl dimethyl, methyl and diphenyl phos-
phinates [24]. Thus, at this point, the authors are in favor of TSf
for the present work.

Scheme 3: Backside attack involving a hydrogen-bonded, four-center-
type TSb-H.

The focus will now shift to the unusual positive px and nega-
tive Bx values with X = 4-Cl and 3-Cl. These values can be
observed because of (i) desolvation of the GS [25,26] or (ii) TS
imbalance phenomenon [27-29]. However, in the present work,
the positive px and negative Bx values for less basic anilines are
not ascribed to (i) a desolvation step prior to the rate-limiting
nucleophilic attack, because the aniline nucleophile is neutral
and the MeCN solvent is dipolar aprotic; and to (ii) a TS imbal-
ance phenomenon, because the leaving group of isothiocyanate
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is too poor to form an ion-pair type. The unusual positive px
(and negative Px) values with X = (4-Cl and 3-Cl) indicate that
the nucleophilic N atom becomes more negative in the TS
compared to in the GS. The authors, thus, propose that the
structure of the TS is similar to what would be if the isothio-
cyante were the nucleophile and aniline were the leaving group,
such that the nucleophilic N atom becomes more negative in the
TS compared to in the GS. In other words, the TS is very tight
and in which the degree of bond formation is very great while
the degree of bond breaking is considerably small, resulting in
the positive px. The very small value of ky/kp = 0.66 with
X =3-Cl and Y = 4-Cl could be supporting evidence. The rela-
tively small magnitude of pxy = —0.18 with less basic anilines
could be another piece of supporting evidence, because the
normal SN2 mechanism (or stepwise mechanism with rate-
limiting bond formation) gives a magnitude of pxy = —0.7
[3-5]. This would be attributed to the strong interaction between
the nucleophile (X) and leaving group over the nucleophile (X)
and substrate (Y) (see above).

Finally, the authors propose the following reaction mechanism
of the present work: (i) for more basic anilines (X = 4-MeO,
4-Me, H), a stepwise process with rate-limiting leaving-group
departure from the intermediate, involving a predominant
frontside attack with a hydrogen-bonded four-center-type TSt
based on the positive pxy and primary normal DKIEs; and (ii)
for less basic anilines (X = 4-Cl, 3-Cl), a stepwise process with
rate-limiting bond formation, involving a predominant backside
attack TSb, and very tight TS, in which the extent of the bond
formation is great and the degree of bond breaking is very small
based on the negative pxy, secondary inverse DKIEs and
positive px.

Activation parameters, enthalpies and entropies of activation,
are determined as shown in Table 5. The enthalpies of acti-
vation are relatively low and entropies of activation are of rela-
tively large negative value. The relatively low value of acti-
vation enthalpy and large negative value of activation entropy
are typical for the aminolyses of P=0 systems, regardless of the
mechanism, whether stepwise with rate-limiting bond forma-
tion (or a concerted) or stepwise with rate-limiting bond
breaking.

Experimental

Materials. HPLC grade acetonitrile (water content is less than
0.005%) was used without further purification. Deuterated
anilines were synthesized as previously described [17-24].
Substrates were prepared as described earlier [30].

Kinetics measurement. Rates were measured conductometri-
cally at 55.0 °C as described previously [17-24]. The initial
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Table 5: Activation parameters for the reactions of Y-aryl phenyl iso-
thiocyanophosphate with aniline (CgHsNH>) in MeCN.

Y H1°C Ky x 109M1 71 A’rfz Kl n:él‘?f’;a_‘h

4-MeO (1a) 450 291+001 57+01 56%1
550  4.00 % 0.01
650  5.29+0.07

4Me(1b) 450 372+001 62+01 55%1
550  5.17+0.05
650  7.08%0.01

H (1c) 450 496+001 63:01 54+1
550  6.93%0.01
650  9.510.01

3MeO (1d) 450 7.24+001 62+04 54+1
550  10.4%0.1
650  13.7+0.1

4Cl(le) 450  135+01 61401 531
550  18.9%0.1
650  255+02

concentrations of substrates and nucleophiles were as follows;
[substrate] = 5 x 1073 M and [X-aniline] = 0.10-0.30 M. The
second-order rate constants (ky(p)) were determined for at least
five concentrations of anilines. The k,psq values were the

average of at least three runs.

Product analysis. Diphenyl isothiocyanophosphate was reacted
with excess aniline for more than 15 half-lives at 55.0 °C in
MeCN. Acetonitrile was evaporated under reduced pressure.
The product mixture was treated with ether by a work-up
process with dilute HCl and dried over anhydrous MgSOy. The
product was isolated through column chromatography (30%
ethyl acetate/n-hexane) and then dried under reduced pressure.
The analytical and spectroscopic data of the product gave the
following results (see also Supporting Information File 1):

[(C¢H50),P(=O)NHCzHs]. White solid crystal; mp
132-133 °C; 'H NMR (400 MHz, MeCN-d3) & 6.66 (br d,
J = 8.8 Hz, 1H, aliphatic), 7.01-7.43 (m, 15H, aromatic);
13C NMR (100 MHz, MeCN-d3) & 118.59-131.20 (m, 18C;
aromatic); 3!P NMR (162 MHz, MeCN-d3) & 3.62 (d,
J = 8.6 Hz, 1P, P=0); GC-MS (EI, m/z): 325 (M™).

Supporting Information

Supporting Information File 1

Spectra of product.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-68-S1.pdf]
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We present a study on the photoionisation of the cycloheptatrienyl (tropyl) radical, C;H7, using tunable vacuum ultraviolet

synchrotron radiation. Tropyl is generated by flash pyrolysis from bitropyl. lons and electrons are detected in coincidence,

permitting us to record mass-selected photoelectron spectra. The threshold photoelectron spectrum of tropyl, corresponding to the

X" 1A} « X 2E,” transition, reveals an ionisation energy of 6.23 + 0.02 eV, in good agreement with Rydberg extrapolations, but

slightly lower than the value derived from earlier photoelectron spectra. Several vibrations can be resolved and are reassigned to the

C—C stretch mode v;¢' and to a combination of v;¢" with the ring breathing mode v,*. Above 10.55 eV dissociative photoionisa-

tion of tropyl is observed, leading to the formation of CsHs" and C,H,.

Introduction

Organic radicals are known to be ubiquitous reactive intermedi-
ates in chemistry, biology and material science [1]. Studies on
isolated radicals conducted in our group [2] yield their intrinsic
properties, which are essential for understanding the reactivity
of radicals in both the gas and condensed phase. Here we
present a detailed study on the photoionisation of the cyclo-
heptatrienyl radical (C7H7), commonly called tropyl, using
synchrotron radiation.

The tropyl radical 1 and its cation 2 are depicted in Figure 1.
They have been at the focus of research since the 1960s [3,4]
due to their symmetry properties. The interest originated in the

expected stability of the tropyl cation, which is an aromatic
molecular ion according to the Hiickel rules. The aromaticity
was confirmed and the symmetry of the C7H;" established as
D7, [5]. The vibrational structure of the cation was examined by
IR and Raman spectroscopy [6-8]. There are 36 normal modes
with 20 distinct frequencies, owing to degeneracy. Of these
twenty vibrations, four are IR- and seven Raman-active [9].

In contrast to the cation, the odd-electron neutral tropyl radical
is expected to be Jahn—Teller (JT) distorted. The nature of this
distortion and whether the equilibrium structure of tropyl

corresponds to a distorted C5,, or to D7, symmetry has been
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Figure 1: Structure of the tropyl radical 1, its cation 2 and the precursor bitropyl 3.

studied experimentally and theoretically. An early electron spin
resonance (ESR) experiment found seven equivalent hydrogen
atoms and a uniform spin distribution and, therefore, concluded
a dynamic D7, structure of the radical [10,11]. Calculations in
the 1990s reported C,,, symmetry due to Jahn—Teller distortion
[9,12]. The most extensive investigation on the vibronic struc-
ture of the tropyl radical including the Jahn—Teller distortion
was carried out by Miller and co-workers [13,14]. They found
that the 2E,” ground state splits into two components of Cy,
symmetry, an allylic 2B and a dienylic 2A, one (Figure 1).
They are stabilized by roughly 1000 cm™! with respect to the
undistorted D7j, saddle point [14], which corresponds to a
conical intersection on the potential-energy surface. In addition
to providing chemical insight, the other benefit of identifying
the two C»,, resonance geometries on the minimum path is that
it makes geometry optimisations possible by the symmetry
constraint. The IR spectrum of the radical was measured in the
gas phase and compared to calculations as well as to that of the
benzyl radical [15].

The geometry change upon ionisation and the character of the
molecular orbitals triggered interest in the photoelectron spec-
troscopy of tropyl. The adiabatic ionisation energy of the radical
was established by Thrush and Zwolenik (6.24 eV) [3], Elder
and Parr (6.236 ¢V, derived from a photoion yield curve) [4]
and Koenig and Chang (6.28 eV) [16]. The latter used helium(I)
photoelectron spectroscopy and employed bitropyl 3 as a
precursor (Figure 1). This molecule proved to be an efficient
source for tropyl radicals generated by pyrolysis. Furthermore,
the ground and excited states of the ion have been investigated
computationally [9,17]. In the present study we extend the
previous work using imaging photoelectron—photoion coinci-
dence (iPEPICO) techniques in combination with VUV
synchrotron radiation [18-20]. Coincidence spectroscopy correl-
ates the electron signal with the mass signal and thus permits
recording of mass-selected photoelectron spectra. This is partic-
ularly advantageous in experiments on reactive intermediates
where a clean sample generation cannot always be ensured. An
improved resolution is obtained from analysing only the
threshold electrons [18,21], i.e., electrons recorded with almost

zero initial kinetic energy upon tuning the photon energy. Thus,

IR and Raman inactive ionic vibrations can often be observed
and assigned in the photoelectron spectrum.

We have shown in the past that these techniques are well suited
to study the photoionisation of open-shell species. Ionisation
energies have been determined from vibrationally resolved
photoelectron spectra for several open-shell species ranging
from allyl [22] and propargyl [23] to indenyl (CoH7) [24],
cyclopropenylidene [25] and fulvenallenyl [26]. In the case of
allyl [27,28] and propargyl [29] they are in excellent agreement
with high-resolution laser studies. Such data are important for
the derivation of bond dissociation energies and heats of forma-
tion of radicals, but also aid in the in situ detection of radicals in
flames by photoionisation [30]. The goal of the present experi-
mental study was to elucidate the vibrational structure of the
tropyl ion ground state with threshold photoelectron spectro-

scopic (TPES) techniques.

Results and Discussion

The performance of the pyrolysis source can be illustrated by
mass spectra at different photon energies with pyrolysis on or
off, depicted in Figure 2.

As shown in the top trace of Figure 2 almost no signal is present
without pyrolysis at a photon energy of 7.8 ¢V. At a photon
energy of around 8 eV we start to see a signal of the bitropyl
precursor 3. Already at around the same energy a signal at
m/z = 91 appears. Since there is no pyrolysis, the signal has to
originate from dissociative photoionisation of bitropyl. Hence,
in the mass spectrum recorded at 8.7 eV (centre trace of
Figure 2) the observed masses are m/z =91, 92 and 182, which
correspond to a tropyl fragment, its 13C isotopologue and the
bitropyl precursor. Above a photon energy of 8.9 eV, the
m/z =104 and 167 peaks appear in addition. They are products
from higher energy dissociative photoionisation channels and
are probably formed through the loss of benzene or a methyl
group from the precursor, respectively. When we decrease the
photon energy to 7.8 eV again and switch on the pyrolysis,
(bottom trace in Figure 2) an intense photoionisation signal is
observed at the masses m/z = 91 and 92, which is due to the

direct photoionisation of tropyl and its '3C isotopologue. We
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Figure 2: Mass spectra of bitropyl without pyrolysis at 7.8 and 8.7 eV
(top and centre trace) and with pyrolysis, recorded at 7.8 eV (bottom
trace).

note that the small signal at m/z = 182 never disappears
completely. This is probably a result of sample contamination
by an isomer of bitropyl. Thus, dissociative photoionisation
may contribute to the tropyl signal at photon energies above
8 eV. Above 10.5 eV, an m/z = 65 peak appears exclusively in
the “pyrolysis on” spectra corresponding to the dissociative
photoionisation of the tropyl radical, yielding the cyclopentadi-
enyl cation and acetylene.

Figure 3 shows the region of the ionisation onset of the tropyl
radical in high resolution while Figure 4 (see below) exhibits
the complete spectrum with the higher energy region in lower
resolution. In both mass-selected threshold photoelectron (TPE)
spectra the pyrolysis was turned on. The experimental spectrum
(Figure 3) shows a sharp onset with a pronounced first
maximum at 6.23 eV. It is assigned to the X* 'A}> (v=0) «—
X %E,” (v’ = 0) transition and corresponds to the adiabatic
ionisation energy of the molecule. As the radical vibrational
temperature is typically around 500 K in a continuous beam
experiment [31] a contribution from hot and sequence bands
cannot be excluded and could be responsible for the signal
between 6.1 eV and 6.2 eV. The small peak at around 6.12 eV
may correspond to a bending-mode hot band. Our IE value of
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6.23 £ 0.02 eV is in excellent agreement with the values
obtained from an extrapolation of Rydberg states: a [2 + 1]
multiphoton ionisation (MPI) study [32] reported an IE of
50177 + 46 cm™! (6.221 eV) and the absorption experiment by
Thrush and Zwolenik found a value of 6.24 eV. On the other
hand, our value is slightly lower than the IE of 6.28 eV reported
by conventional photoelectron spectroscopy [16]. It is interest-
ing to note that the ionisation energy of benzyl, the second
C7H7 isomer, lies at 7.249 eV [33] and is thus almost 1 eV
higher.
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Figure 3: Threshold photoelectron spectrum of tropyl (black line). The
Franck—Condon simulation (red line) is based on the computed stick
spectrum (blue sticks) convoluted with 30 meV FWHM Gaussians.

A number of peaks are apparent that belong to vibrational
progressions in the cation. The first progression has a spacing of
around 1530 cm™! (0.19 eV). This progression has been

observed before. A vibrational spacing of 1528 + 13 cm™!

was
reported for high-lying Rydberg states and assigned to the over-
tone of a C—C—C bending mode of e3’ symmetry with a vibra-
tional frequency of 768 cm™! [32]. A vibrational progression
with a spacing of 1424 + 100 cm™! was also found in conven-
tional PES and attributed to a C—C—C stretching mode of e
symmetry with a computed wavenumber of 1470 cm™! [16]. A
second pronounced peak is identified +0.12 eV above the origin
(970 cm™!). This much weaker progression also appears in
combination with members of the +0.19 eV progression, and
has also been observed in the previous Rydberg state study [32].
Since it has now been firmly established that the minimum
energy geometries are of Cy, symmetry [13,14], these earlier
assignments have to be reconsidered. Only totally symmetric
modes, i.e., a;” modes in the case of tropyl, appear as funda-
mentals in a photoelectron spectrum in the absence of vibronic
coupling. However, upon photoionisation the symmetry of
tropyl changes from Cj, to D7;, so transitions have to be
discussed in the common subgroup C,,. The irreducible repres-

entations e{’, ey’ and e3’ resolve into a; @ b, upon going
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from D7j, to Cy,. As this sum contains the totally symmetric
representation a;, these doubly degenerate modes that are
symmetric towards o}, are expected to be symmetry allowed in a
D7), — Gy, transition.

In order to assign the vibrational transitions we performed a
Franck—Condon (FC) simulation (Figure 3) with the FCfit
program, version 2.8.8 [34] using the X" 2B, allylic resonance
structure of the neutral radical. We employed the geometry,
frequencies and force constants of the CASSCF calculation
from Stakhursky et al. [13] in the simulation. Note that their
work accurately describes the Jahn—Teller distortion and thus
represents the best available description of the radical potential-
energy surface. They chose a (7,7) active space and employed a
6-31G(d) basis set. For the cation the input parameters were
calculated by density functional theory (DFT) with the Gaus-
sian 09 suite of programs [35], employing the B3LYP func-
tional and a 6-31G(d) basis set. For a closed-shell molecule
without vibronic distortions, a DFT approach provides the same
accuracy for the geometries and frequencies as CASSCF. Our
geometry and frequencies agree very well with the one reported
in the literature [17]. For example a C—C bond length
1(C—C) = 1.399 A was found as compared to r(C-C) = 1.396 A
by Pino et al. [17]. For all vibrational frequencies unscaled
values are given below. We note that the computations
have been carried out in the Abelian point groups C, or
C3,. The vibrational modes were assigned following the nomen-
clature of Lee and Wright [9], which has also been used by
Pino et al. [17].

In order to compare the FC simulation with the experiment, the
stick spectrum was convoluted with a Gaussian with a FWHM
(full width at half maximum) of 0.030 eV. As seen in Figure 3,
the simulation is in good agreement with the experimental spec-
trum. The main progression with a spacing of 1530 cm™!
(+0.19 eV) can be assigned to the doubly degenerate mode
calculated at 1571 cm™! (e3°, vig"), which is an in plane C-C
stretching vibration. Upon ionisation, the D7, saddle point turns
into a true minimum in the absence of Jahn—Teller distortion.
As this has to be associated with an adaption of the C—C bond
lengths, the corresponding vibrations are expected to be active.
In the experimental spectrum and the FC simulation we also
observe its first (+0.38 eV, 16%) and second (+0.57 eV, 16(3))
overtone. However, the simulation overestimates the intensity
of the overtones. This is not surprising, considering that the
neutral ground state geometry is delocalized and, in a crude
approximation, we only use one resonance geometry and
its harmonic oscillator functions. Also the second-order
Jahn-Teller effect was neglected in the ground-state calcula-
tions. Still, no significant changes were observed in the simu-

lated peak intensities when using the other C,, resonance
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geometry of the neutral, i.e., the dienylic 2A, component, even
though the geometries are somewhat different. The ground state
can be described as a superposition of the 2A, and 2B states,
and it is reassuring that they both lead to very similar FC simu-
lations. This also explains why the harmonic-oscillator ap-
proach works reasonably well in this case.

The first member of the second progression lies +0.12 eV above
the origin and can be assigned to the v,* fundamental of a;’
symmetry in the reference geometry, 2%). A wavenumber of v,*
881 cm! was calculated for this ring breathing mode. This v,"
mode has also been observed at +862 cm™! (+0.11 eV) in the
previous Rydberg state MPI study [32]. The band is not very
pronounced and the maximum is difficult to identify in our
spectrum. This probably explains the deviation to the computed
value. Two further peaks are assigned to be combination bands
with vi*, namely 2516} (+0.31 eV) and 20163 (+0.50 V). An
additional mode reported in the MPI spectrum at +1284 cm ™! is
also predicted by the FC-simulations as visible in the stick spec-
trum in Figure 3. It is buried in the red edge of the +0.19 eV
band. We assign it to the vi;* C-H in-plane bend of e3’

symmetry, computed at 1320 cm™ .

Figure 4 presents the complete TPES up to 13.0 eV. Note that
the photon energy step size changed at 7 eV. A small peak is
observed at 7.25 eV. Most likely it corresponds to the adiabatic
ionisation energy of the benzyl radical [36], originating either
from precursor impurities or from an isomerisation in the pyro-
lysis. Benzyl is by about 70 kJ mol™! more stable than tropyl
[12,37,38], but a high activation barrier can be assumed for the
isomerisation reaction in the pyrolysis source. Although we
cannot exclude that the signal in the m/z = 91 mass channel
might have some contributions from benzyl in the higher
photon energy region, the benzyl signal is small compared to
the tropyl one in the threshold region. Therefore the amount of
the possible benzyl contamination is negligible.

With active pyrolysis an additional m/z = 65 peak appears at
around 8.55 eV in the mass spectrum, which can be attributed to
CsHs™. The mass-selected TPE-signal of m/z = 65 is depicted as
a dashed line in Figure 4. Below 10.55 eV the signal is small
and has a symmetric peak shape in the mass spectrum, as visible
in the upper trace of Figure 5. Due to the small count number it
is difficult to determine an accurate onset, but the signal appears
around 8.55 eV. The adiabatic IE of the cyclopentadienyl
radical was determined to be 8.428 eV by high-resolution
photoelectron spectroscopy [39]. Thus, the appearance of
CsHs" in this energy range can be interpreted as the direct
ionisation of cyclopentadienyl radical produced as a side prod-
uct in the pyrolysis. Above 10.55 eV, on the other hand, the
intensity rises significantly and the time-of-flight peak shape
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Figure 4: TPE spectrum of tropyl (solid line) and cyclopentadienyl
(m/z = 65, dashed line) in the 7-13 eV photon energy range. Since
CsHs™ is generated by dissociative photoionisation of tropyl at higher
energies, the tropyl photoelectron spectrum is displayed as the sum of
the two mass channels. The residual signal at the mass of the
precursor is given as a dotted line for comparison.
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Figure 5: The shape of the CsHs* peak in the mass spectrum changes
with photon energy. While the peak is symmetric at 8.9 eV, it shows a
pronounced asymmetry at 10.8 eV, indicating the onset of dissociative
photoionisation.

becomes asymmetric, as visible in the lower trace of Figure 5.
Such an asymmetry indicates that the ion is a dissociation prod-
uct of a metastable parent ion [40]. Formation of the cyclo-
pentadienyl ion and acetylene upon dissociative photoionisa-
tion of tropyl can explain the rise in the mass channel above
10.55 eV and the asymmetric peak shape. Thermochemical
calculations reveal that the channel is accessible at 10.52 eV,
utilizing the heat of formation at 0 K of C7H;" (896 kJ mol™!)
[41], the AgHP of cyclopentadienyl radical (276 kJ mol™!) [42],
its adiabatic IE (8.428 eV = 813.18 kJ mol ™) [39], and the AgH°
of acetylene (226.88 kJ mol 1) [43]. This corresponds to around
4.3 eV internal energy in the ion before it dissociates, being in

good agreement with our experimentally observed onset value
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of 10.55 eV. As pyrolysis is not complete, one has to consider
dissociative photoionisation of the precursor as a possible
source of CsHs". The signal in the m/z = 182 mass channel,
corresponding most likely to an isomer of bitropyl, is given as a
dotted line in Figure 4. As can be seen, the signal is small
throughout the studied energy range.

Between 7 eV and 8.5 eV the spectrum of tropyl has a
Franck—Condon gap, and the transition to the first excited elec-
tronic state of the ion is visible at 9.65 eV. This peak has a
shoulder at 9.85 eV photon energy, i.e., 200 meV higher, which
may correspond to either vibrational excitation of the first elec-
tronic excited state or to the next electronic state. A noisy
feature appears at 10.7 eV, and is followed by the highest
intensity peak at 11.6 eV.

The most stable triplet state has been observed before at
9.63 eV [16], and is calculated to lie 3.1 eV above the ground
state [9], i.e., at 9.33 eV using the newly determined adiabatic
ionisation energy of 6.23 eV. In the same work, Lee and Wright
predict the next triplet state at 3.9 eV excitation energy, i.e., at
10.13 eV photon energy. We calculated the EOM-CCSD/cc-
pVTZ excitation energies for the triplet states, using QChem 4
[44] at the DFT-optimised ground state tropyl ion geometry, to
be 3.82 and 4.00 eV, corresponding to 10.05 and 10.23 eV
photon energies. TD-DFT calculations yield 9.70, 10.05 eV
(B3LYP/6-311++G(d,p)); 9.86, 10.25 (M06-2X/6-
311++G(d,p)) and 9.85, 10.03 eV (BLYP/6-311G(d,p)). Note
that both triplet states are of E symmetry. The observed excita-
tion energies are lower than the calculated values, which is due
to possible Jahn—Teller distortions in the doubly degenerate
triplet states, not considered in calculations of vertical excita-
tion energies. The shoulder at 9.85 eV may thus either be due to
the second triplet state, or to a vibrational fundamental of the
excited state. For example a C—C stretching mode may be re-
sponsible for this peak, 1600 cm™! further to the blue with
respect to the first one.

The electronic spectroscopy of mass-selected tropyl cations
has recently been investigated in Ne matrix [45]. A progression
starting at 275.1 nm (4.51 eV) was assigned to the 1A,”
—X* YA}’ transition of the tropyl cation, corresponding to
10.74 eV in the photoelectron spectrum for the first excited
singlet state of the ion. The shoulder at around 10.7 eV in
Figure 4 might be tentatively assigned to this state. However,
previous calculations predicted the first singlet excited state at
photon energies of 11.3 [9] and 11.74 eV [45]. Our EOM-
CCSD result at 11.07 and TD-DFT results at 11.09, 11.24 and
10.95 eV with the B3LYP, M06-2X and BLYP functionals, res-
pectively, agree reasonably well with the experimental result of
Nagy et al. [45].

685



Overall the theoretical predictions are less consistent in the
range of the maximum TPE signal at 11.6 eV (Figure 4). Lee
and Wright reported a further triplet state at 12.4 eV, followed
by a 1 eV gap to the next electronic excited state. EOM-CCSD
vertical-excitation-energy calculations predict that the next
higher lying state is a triplet at 12.48 eV followed by two more
triplet states in ca. 100 meV intervals as well as several singlet
states around 12.8 ¢V. TD-DFT calculations, on the other hand,
depend greatly on the functional used. B3LYP calculations
agree best with the experiment, yielding both a singlet and a
triplet state in the 11.8—-11.9 eV photon energy range. BLYP
yields almost a continuum of states at 11.38 (S), 11.45 (T),
11.54 (S), 11.60 (S) and 11.66 (S) eV, whereas the next singlet
state above 11.24 eV is obtained at 12.05 eV with the M06-2X
functional. To summarize, wave-function methods, such as CIS,
employed by Lee and Wright or EOM-CCSD predict a sparse
electronic excitation spectrum with a gap at the experimentally
observed main peak at 11.6 eV. Density functional results, on
the other hand, are inconsistent in this energy range. Thus an

unequivocal assignment of this band is difficult.

Conclusion

We studied the photoionisation of the tropyl radical, generated
by pyrolysis of bitropyl, employing the iPEPICO technique.
The first band in the mass-resolved threshold photoelectron
spectrum at 6.23 eV was assigned to the adiabatic ionisation
energy. This value is in very good agreement with a previous
extrapolation of Rydberg states. With the help of a
Franck—Condon simulation two progressions were assigned.
The first includes the vibration vi¢", an e3> C—C stretching
mode with a spacing of 1530 cm™! (0.19 eV), while the second
progression is a combination of the v, a;’ ring-breathing mode
and vi¢". The simulations also indicate activity in the v C-H

s

in-plane bending mode of e3” symmetry. Moreover the first
triplet and (possibly) singlet excited states of the tropyl ion were
observed at 9.65 eV and 10.7 eV, respectively, in agreement
with earlier work [5,16]. The second triplet state may also be
visible at 9.85 eV. The most intense band appears at 11.6 eV.
Computing this part of the spectrum proved challenging, with
wave-function methods predicting a gap in this energy range,
while DFT results depend greatly on the functional used. At
around 10.55 eV (4.3 eV internal energy) the tropyl ion starts to
photoionize dissociatively to form the cyclopentadienyl ion.
This value is in very good agreement with the appearance

energy estimated from a thermochemical cycle.

Experimental

The experiments were carried out at the VUV beamline of the
Swiss Light Source at the Paul Scherrer Institut (PSI) in
Villigen, Switzerland. The beamline has been described in
detail elsewhere [46,47]. The X04DB bending magnet provides
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synchrotron radiation, which is collimated and sent to a plane
grating monochromator with a 600 grooves/mm with a
maximum resolving power of 10%. A mixture of 10% Kr, 30%
Ar and 60% Ne at a pressure of 10 mbar was used to suppress
radiation at higher harmonics in a differentially pumped gas
filter. Below 7 eV a MgF, window was used instead of the gas
mixture. A photon energy resolution of 5 meV was achieved at

15.764 eV, measured at the 11s resonance of argon.

The iPEPICO (imaging photoelectron photoion coincidence)
technique was employed to study the photoionisation of tropyl
1. This technique allows the mass-selective detection of
threshold photoelectrons by detecting them in coincidence with
ions. The spectrometer is a combination of a Wiley—McLaren
time-of-flight (TOF) mass spectrometer [48] and a velocity map
imaging setup [49]. The latter is equipped with a position sens-
itive detector with a delay line anode (Roentdek DLD40). Only
the central part of the electron image, corresponding to an elec-
tron energy resolution of around 5 meV, was taken for further
analysis. The contribution of hot background electrons
was subtracted following the method outlined by Sztaray and
Baer [50].

A flange equipped with a molecular beam source and a SiC tube
for flash pyrolysis [51] was mounted to the vacuum chamber.
Bitropyl 3 was synthesized according to the literature [5],
placed in an oven and heated to 90-105 °C to obtain a suffi-
cient vapour pressure. The precursor was seeded in an argon
flow of around 70 mbar and expanded through a 0.1 mm
pinhole into the pyrolysis tube. The oven was mounted in line
with the gas flow. An unskimmed jet was employed. The
photon energy was scanned in steps of 5 meV in the region
of the ionisation threshold and 10-50 meV in the higher
energy regions. Data were averaged for 60 seconds per data
point.
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Abstract

In contrast to theoretical expectations, the photolysis of 2,4,6-triazido-3-chloro-5-fluoropyridine in argon at 5 K gives rise to EPR
peaks of just two triplet mononitrenes, two quintet dinitrenes, and a septet trinitrene. EPR spectral simulations in combination with
DFT calculations show that observable nitrenes can be assigned to triplet 2,4-diazido-3-chloro-5-fluoropyridyl-6-nitrene
(D7 =1.026 cm™!, E1 = 0), triplet 2,6-diazido-3-chloro-5-fluoropyridyl-4-nitrene (D = 1.122 cm™!, Et = 0.0018 cm™ ), quintet
4-azido-3-chloro-5-fluoropyridyl-2,6-dinitrene (Dg = 0.215 em !, Eq =0.0545 em™V), quintet 2-azido-3-chloro-5-fluoropyridyl-
4,6-dinitrene (Dg = 0.209 cm !, Eq =0.039 cm™!) and septet 3-chloro-5-fluoropyridyl-2,4,6-trinitrene (Dg = —0.1021 cm™,
Eg=-0.0034 cm™ ). Preferential photodissociation of the azido groups located in ortho-positions to the fluorine atom of pyridines
is associated with strong n-conjugation of these groups with the pyridine ring. On photoexcitation, such azido groups are more effi-
ciently involved in reorganization of the molecular electronic system and more easily adopt geometries of the locally excited predis-
sociation states.

Introduction

High-spin nitrenes are highly reactive intermediates formed providing important information about the selective cleavage of
during photolysis or thermolysis of aromatic polyazides. Both  chemical bonds in organic molecules with light. The direction
these processes are widely used in modern science and tech-  and selectivity of such processes can be monitored with EPR
nology [1-6]. When aromatic polyazides contain nonequivalent  spectroscopy allowing the reliable identification of isomeric

azido groups, these groups can undergo selective photolysis, high-spin nitrenes [7-10]. Thus, previous EPR studies have
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shown that irradiation of triazide 1a with light at A = 313 nm
selectively gave quintet dinitrene 4a as the major intermediate
product (Scheme 1) [7,8]. Most recently, a similar selectivity
was observed during the photolysis of triazide 1b where quintet
dinitrene 4b was the major intermediate product (Scheme 1) [9].
By contrast, the photolysis of triazide 7 occurs selectively on
the azido group located on the y-phenyl ring, yielding dinitrene
9 as a single quintet intermediate (Scheme 1) [10]. All these
photochemical studies became possible owing to extensive EPR
investigations of various high-spin nitrenes in the past two
decades [11-31]. Nowadays, the EPR spectral identification of
high-spin nitrenes is based on comparison of their zero-field
splitting (ZFS) parameters derived from experimental EPR
spectra and calculated by quantum chemistry methods. The
most accurate theoretical estimations are obtained at the PBE/
DZ level of theory, which overestimates the experimental ZFS
values of nitrenes by only about 10% [32]. This accuracy of
calculations is sufficient for reliable identification of isomeric
dinitrenes 4a—c and Sa—c formed during the photolysis of

Beilstein J. Org. Chem. 2013, 9, 733-742.

triazides 1a—c (Scheme 1). Although these dinitrenes show
nearly the same D values (=0.21 em™1), the Eq values of 4a—c
and 5a—c differ significantly (Eqgq4 = 0.055 cm ™!, Eqgs =
0.040 cm™ ), thus allowing one to unambiguously discriminate
such isomers [29-31].

A new level of complexity is the EPR identification of high-
spin intermediates formed during the photolysis of asymmetric
triazides such as 11 (Scheme 2). Theoretically, the photolysis of
triazide 11 may give three triplet nitrenes 12—14, three quintet
dinitrenes 15-17, and septet trinitrene 18. So far, no attempt
was undertaken to discriminate such structurally alike isomers
as quintet dinitrenes 16 and 17.

In the present work, we report on matrix isolation and EPR
studies of high-spin intermediates formed during the photolysis
of asymmetric triazide 11, providing the first information about
selective photochemical decomposition of three nonequivalent
azido groups in monocyclic aromatic compounds.

, NONTON,  cNTONTONC .
R Ry 2a—c 4a—c R R
. . |
| N N ) -
Ny~ N7 N "N° N Ne
3 3 R R R R 6
1a-c | N . | A a—
;:-Féigl Ng™ N ONg Ng NN
¢: R =CN 3a—c 5a—c

N3
X hv
|/
DA
N3 7 N; N

Nc
B
| ~
DS
3 8 N3
hv

Scheme 1: Examples of selective photolysis of the azido groups.
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Scheme 2: Possible photoproducts of triazide 11.

Results and Discussion

Brief UV irradiation (2 min, A = 260-320 nm) of triazide 11 in
the argon matrix leads to the appearance of just two strong EPR
signals of triplet nitrenes at 6985 and 7217 G as well as weak
Y,-transitions of quintet dinitrenes at 3077 and 3337 G. Upon
more extended irradiation, new signals in the 30-7000 G region
appear due to gradual accumulation of high-spin nitrenes. The
intensities of these signals reached their maximum values after
45 min of irradiation and then gradually decayed upon further
irradiation. The EPR spectrum recorded after 45 min of irradi-
ation is shown in Figure 1b.

The EPR spectral simulations show that the products of the
reaction are two triplet nitrenes with Dy = 1.026 cm™!, Er =
0cm !and Dy =1.122 cm™!, E; = 0.0018 cm™!, two quintet
dinitrenes with Dg = 0.209 cm™ L, Eq =0.039 cm~! and Dq =
0.215 em™1, Eqg = 0.0545 cm !, and a septet trinitrene with
Dg=-0.1021 cm™!, Eg=—0.0034 cm™! in a 14:12:20:5:1 ratio
(Figure 1a). Surprisingly, the ZFS parameters of quintet and
septet nitrenes formed in the reaction were very close to the
magnetic parameters of previously studied quintet dinitrenes 4¢
(Dg=0.210cm™!, Eq=0.039 cm™!) and 5¢ (Dg = 0.209 cm ™!,
Eq=0.0542 cm™') and septet trinitrene 6¢ (Dg =—-0.1011 cm™,
Eg=-0.0043 em 1) [31]. The EPR spectra of such nitrenes,
including the complete assignment of all transitions, have been
reported previously [29-31]. Quintet and septet nitrenes formed
during the photolysis of triazide 11 display very similar EPR
spectra.

The septet product formed in the reaction can be safely assigned
to trinitrene 18 since only this trinitrene has a septet spin state.

According to EPR spectral simulations (Figure 1a), this trini-

Beilstein J. Org. Chem. 2013, 9, 733-742.

N3
Cl N F
0T
N N N *
15
N- N ¢
Cl X F Cl X F
1. — LT .
N3~ °N N- °N N N-
16 18
N-
Cl X F
D
*N N N3
17

a)

MW i

0 4000 8000 H/G
HIG
Figure 1: EPR spectra: (a) simulated spectrum for a mixture of five
nitrenes with (i) S =1, g = 2.003, Dt = 1.026 cm~"! and E7 = 0;
(i) S=1, g =2.003, D = 1.122 cm~' and E7 = 0.0018 cm™; (iii) S= 2,
g =2.003, Dg = 0.209 cm™1, Eq = 0.039 cm™; (iv) S=2, g = 2.003,
Dq =0.215cm™", Eq = 0.0545 cm™; (v) S =3, g = 2.003, Dg =
—0.1021 cm™!, Eg = -0.0034 cm~" in a 14:12:20:5:1 ratio; (b) experi-
mental spectrum after 45 min of UV irradiation of triazide 11.
Microwave frequency vo = 9.605832 GHz.
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trene is formed in ca. 2% yield. Due to different substituents in
positions 3 and 5 of the pyridine ring, trinitrene 18 has different
angles O, ®;, ®3 between the nitrene C—N bonds and different
Mulliken spin populations on the nitrene units (Table 1).
Theoretically, such asymmetric trinitrenes should show rather
large Eg values [30]. Nevertheless, the Eg value of trinitrene 18
is even smaller than that of C,, symmetric trinitrene 6¢ [31].
DFT calculations show that trinitrene 18, on comparison with
C», symmetric trinitrenes 6a-c, has slightly different orienta-
tions of the principal magnetic axes due to the presence of only
one heavy chlorine atom. Thus, the principal axes Dxx>S and
Dxx "t of C,, symmetric trinitrene 6a were directed along the
line connecting the nitrene units in positions 2 and 6 of the pyri-
dine ring and were parallel to the Dz;5C axis of the spin—orbit

tensor DSO

connecting two heavy chlorine atoms in positions 3
and 5 of the pyridine ring [30]. In the case of trinitrene 18, the
D750 axis of the spin-orbit tensor DO almost coincides with
the C(3)-Cl bond (Figure 2). As a result, the principal axis
DxxTin trinitrene 18 is turned away from the line connecting

the a-nitrene units by about 4°.

Beilstein J. Org. Chem. 2013, 9, 733-742.

Previous studies of nitrenes 6a—c have shown that the most
accurate theoretical evaluations of Dg and Eg by the DFT ap-
proach were obtained by using the PBE and BLYP functionals
in combination with the DZ or EPRII basis sets [32]. Extensive
DFT calculations performed in the present work show that the
best agreement between the experiment and theory is observed
at the BLYP/EPRII level of theory, overestimating the experi-
mental Dg and Eg values of trinitrene 18 by only 6% (Table 2).
The breakdown of Dg and Eg into DSS, DSO_ ESS and ESO
reveals that the BLYP/EPRII calculations are especially good in
estimations of the spin—orbit coupling contributions ES© to the
small parameters Eg of septet trinitrenes (Table 3).

By analogy with previous studies of dinitrenes 5a—c¢ [29-31], the
quintet molecule with Dg = 0.215 cm ! and Eqg =0.0545 cm!
can safely be assigned to dinitrene 15 with ® = 115.7°. Thus,
for instance, quintet dinitrene 5a showed Dq = 0.202 em™! and
Eq=0.0554 em ™! [30], and its difluoro-derivative 5b displayed
Dqg=0.213 em ! and Eq =0.0556 cm™! [29]. The most accu-

rate theoretical estimations of the magnetic parameters in dini-

Table 1: Mulliken spin populations py on the nitrene units and dipolar angles © between the nitrene C—N/C—N bonds in high-spin nitrenes 15-18.

Parameter Nitrene
15 17 18
PN 1.63 (2N) 1.55 (4N) 1.53 (2N) 1.62 (2N)
1.62 (6N) 1.53 (6N) 1.55 (4N) 1.54 (4N)
1.63 (6N)
O[] 115.7 (2N/6N) 121.6 (4N/6N) 125.4 (2N/4N) 124.8 (2N/4N)

18-DSS 18-DSO
Dzz
DXX DVY
ST
16-DSS 16-DSC

121.2 (4N/6N)
113.9 (2N/6N)

Dzz
& Dy Dzz [Pn
DXX
Dxx

15-DSS 15-DS°

Dzz V
D; Q
Dyy Dxx
17-DSS 17-DSO

Figure 2: UB3LYP/6-311G*+BLYP/EPRII calculated orientations of the tensors DSS and DS in nitrenes 15-18. The tensors DSS and DT°t have the

same orientations.
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Table 2: DFT calculated and experimental parameters D/E in cm™! of nitrenes 15-18.

Beilstein J. Org. Chem. 2013, 9, 733-742.

Method D/E of 15 D/E of 16 D/E of 17 DIE of 18

PBE/TZV — — — -0.1122/-0.0044

PBE/6-311+G* — — — —-0.1104/-0.0044

BLYP/DZ 0.2249/0.0610 0.2302/0.0398 0.2304/0.0422 -0.1116/-0.0045

PBE/DZ 0.2226/0.0609 0.2279/0.0400 0.2303/0.0416 -0.1108/-0.0046

PBE/EPRII 0.2261/0.0574 0.2265/0.0369 0.2289/0.0387 —-0.1089/-0.0042

BLYP/EPRII 0.2259/0.0572 0.2270/0.0366 0.2269/0.0394 —-0.1090/-0.0036

Experiment 0.2150/0.0545 0.2090/0.0390 — -0.1021/-0.0034

Table 3: DFT calculated parameters DSS/ESS and DSO/ESC in cm™" of nitrenes 15-18.

Nitrene Method DSS/ESS DSO/ESO

15 PBE/DZ 0.201/0.059 0.021/0.002
PBE/EPRII 0.204/0.055 0.022/0.002
BLYP/EPRII 0.202/0.055 0.024/0.002

16 PBE/DZ 0.212/0.040 0.016/0.001
PBE/EPRII 0.211/0.036 0.016/0.001
BLYP/EPRII 0.209/0.035 0.018/0.001

17 PBE/DZ 0.229/0.034 0.002/0.007
PBE/EPRII 0.227/0.031 0.002/0.007
BLYP/EPRII 0.226/0.030 0.002/0.007

18 PBE/DZ -0.1031/-0.0078 —-0.008/0.003
PBE/EPRII -0.1007/-0.0074 -0.008/0.003
BLYP/EPRII -0.0996/-0.0075 -0.009/0.004

trene 5a—c were obtained by using the PBE/DZ calculations
[32]. Such calculations are also the most accurate for estima-
tions of D in dinitrene 15 (Table 2). The theoretical value of
Dq = 0.2226 cm! obtained from the PBE/DZ calculations
overestimates the experimental D value in dinitrene 15 by just
3.5%. On the other hand, as in the case with trinitrene 18, the
BLYP/EPRII calculations predict the most realistic value of
Eq=0.0572 cm” ! in dinitrene 15 (Table 2). According to EPR
spectral simulations, dinitrene 15 is formed in the photolysis of

triazide 11 in only ca. 10% yield.

The major quintet product of the reaction is the dinitrene with
Dq =10.209 cm™! and Eq = 0.039 cm™! (38%). This dinitrene
can be assigned either to dinitrene 16 or to dinitrene 17.
Previous EPR studies have shown that quintet dinitrenes with
©® =121 + 1° displayed Eqg = 0.04 + 0.001 em™!, and dinitrenes
with @ = 125 £ 1° showed Eqg = 0.035 + 0.001 em ™! [21,29-31].
According to DFT calculations, the dipolar angles ® in dini-
trenes 16 and 17 are equal to 121.6° and 125.4°, respectively
(Table 1). These data suggest that the dinitrene with Eq =
0.039 cm™! can safely be assigned to dinitrene 16. The most
realistic theoretical estimation of Eq in dinitrene 16 is obtained

from PBE/DZ calculations of the spin—spin interaction para-
meter EQSS (Table 3). This fact indicates that the contribution
of the spin—orbit interactions to the total parameter Eq of dini-
trene 16 is quite small, as is typical for most of quintet dini-
trenes [32].

Although we do not observe diagnostic signals of dinitrene 17
in the experimental EPR spectrum, this dinitrene may be a
minor product of the photolysis of triazide 11. Extensive EPR
spectral simulations show that five other quintet molecules with
Eqg/Dg = 0.038/0.213, 0.037/0.217, 0.036/0.221, 0.035/0.225
and 0.034/0.229 also display intense Y, transitions at 3077 G
beside dinitrene 16 with £q/Dqg = 0.039/0.209. In EPR spectra
of individual molecules, these six quintet species are easily
identified owing to different positions of their Zy, X, X3, Z5, 4,
and A, transitions (See Supporting Information File 1).
However, when the mixture of dinitrenes 16 and 17 is formed,
isomer 17 becomes detectable in EPR spectra only at relatively
high concentrations (>5%). Thus, for instance, in EPR spectra
of two quintet molecules with Ep/Dg = 0.039/0.209 and 0.038/
0.213, the minor component with Eqg/Dqg = 0.038/0.213

becomes visible when its ratio to the major component exceeds
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1:6 (14%). Based on these data, we do not exclude that dini-
trene 17 with Eg/Dq = 0.036/0.221 may be formed in ca. 5%
yield along with dinitrene 16 (=33%) during the photolysis of
triazide 11.

Theoretically, several triplet mononitrenes can be formed
during the photolysis of triazide 11 (Figure 3). As a rule, triplet
pyridyl-2-nitrenes show D = 1.03 £ 0.02 cm™! and Ep =
0 cm™!, while triplet pyridyl-4-nitrenes show Dt = 1.13 +
0.02 cm ! and Er = 0 cm™! [29-31]. When chlorine atoms are
set in ortho-positions to the nitrene center, such triplet pyridyl-
nitrenes show Et > 0.003 cm™! [30]. Since one of triplet
mononitrenes obtained in the present work shows Dt =
1.026 cm™! and Er =0 cm™!, this nitrene can safely be assigned
to 12 (Scheme 2). Another triplet mononitrene shows a Dt =
1.122 em™! typical for pyridyl-4-nitrenes and a small parameter
E71=0.0018 cm™! that is characteristic for triplet nitrenes with
one chlorine atom in an ortho-position to the nitrene center.
This mononitrene can safely be assigned to 13. According to
EPR spectral simulations, triplet nitrenes 12 and 13 are formed
in 27 and 23% yield, respectively. DFT calculations of the para-
meters D153 agree well with the experiment, overestimating the
Dy parameters of nitrenes 12 and 13 by just 2 and 3%, respect-
ively (Figure 3). Unfortunately, as in the case of many other
triplet mononitrenes [32], such calculations are too crude for
estimations of the parameters Et, predicting E1 = 0.006 +
0.001 cm™! for all isomers of 12—14.

Recent EPR studies have shown that the best EPR spectral
simulations for high-spin nitrenes were obtained only when an
additional line-broadening parameter I'(£) was used in the spin-
Hamiltonian calculations [24]. The necessity of the use of this
parameter in calculations is due to the presence in matrices of
numerous conformational isomers of the starting azides. Upon
UV irradiation, these conformers decompose to high-spin
nitrenes that slightly differ each from other in the angles
N-C-C and O and the parameters E. The formation of such

high-spin nitrenes affects significantly the line-width and inten-

Beilstein J. Org. Chem. 2013, 9, 733-742.

sity of some lines in the experimental EPR spectra. Similar
effects were also observed in EPR spectra of nitrenes 15-18. In
order to adequately reproduce the experimental EPR spectrum
from Figure 1b, the line-broadening parameters I'(£) = 75 MHz
for dinitrenes 15 and 16 and I'(£) = 40 MHz for trinitrene 18
were used in the spectral simulations. According to these values
of T'(E), the variations in the angles ® for dinitrenes 15/16 and
trinitrene 18 do not exceed 0.7° and 0.4°, respectively. Despite
these very small variations in the angles ®, all our attempts to
theoretically reproduce the experimental EPR spectrum from
Figure 1b without the use of the line-broadening parameters
I'(E) were unsuccessful. EPR spectra of nitrenes 15, 16 and 18
simulated for I['(E) = 0, 40 and 75 MHz are presented in

Supporting Information File 1.

The results obtained show that almost all triplet and quintet
nitrenes detected in the present study arise from the photolysis
of the azido groups located in ortho-positions to the fluorine
atom of pyridines. On comparison with the chlorine, the fluo-
rine is a much more electron-negative and less bulky atom.
Both of these factors favor strong n— conjugation of the ortho-
azido groups with the pyridine ring. On photoexcitation, such
azido groups should be more efficiently involved in reorganiza-
tion of the molecular electronic system and more easily adopt
geometries of the locally excited predissociation states [33,34].
DFT calculations show that namely azido groups located in
positions 4 and 6 of triazide 11 have high localization of the
lowest unoccupied molecular orbital (LUMO) density (see
below in Figure 4). Similar localization of the LUMO density
has previously been calculated for the azido group set on the
v-phenyl ring of triazide 7, which underwent selective photo-
lysis to form triplet nitrene 8 (Scheme 1) [10]. All these data
indicate that of the three azido groups of triazide 11 the azido
groups in ortho-positions to the fluorine atom should be the
most photoactive.

The photodissociation of the azido groups in triazide 11 can be

modeled by computational methods [8,34]. Thus, for instance,

N 1.577 1.573 Nas
“No N N N\\N Ny
SN N- N * >N N
F Cl
Ns N
N pZ SN~ . Ny 2N
NTONTON NTONTON Ny N NN R N" N7 ONe
1.551 N N N N N 1.564 1.590
1}
N N N N N
12 13-syn 13-anti 14-anti 14-syn
D55=1.053 D:55=1.139 D58 =1.135 D158 =1.078 D158 =1.126

Figure 3: Mulliken spin populations on the nitrene units and parameters D158 in cm™" of triplet nitrenes 12-14 at the PBE/DZ level of theory.
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the geometry optimizations of the most stable rotamers 11a and
11b in their lowest singlet excited states by using CIS/PM3 or
CIS/6-311+G* calculations yield structures 11a-S;* and
11b-S*, in which the azido groups in ortho-positions to the
fluorine atom are locally excited (Scheme 3). These calcula-
tions confirm that the local excitation of such groups requires
lower activation energies [8,34]. According to theory [34-36],
the local excitation of the azido group during the photoexcita-
tion results in considerable bending of the N=N=N fragment
from about 171° to about 117° and appearance of the o-type
antibonding interactions in the N-N, bond. Figure 4 illustrates
these effects for the structure 11a-S*.

Thus, the first stage of the photolysis of triazide 11 in argon
matrices involves the photochemical generation of excited
states 11a-S;* and 11b-S;*, which then undergo dissociation of

11a

of excited state 11a-Sq*.

the locally excited azido groups to form triplet nitrenes 12 and

13 (Scheme 3). On the second stage, triplet nitrenes 12 and 13
are excited to triplet states 12a-T*, 12b-T* and 13a-T*
which then dissociate to quintet dinitrenes 15 and 16. The latter

Beilstein J. Org. Chem. 2013, 9, 733-742.

11a-S*

Figure 4: UB3LYP/6-311+G* orbital density in the LUMO of triazide 11
and CIS/6-311+G* orbital density in the highest singly occupied orbital

is formed as the major product owing to efficient excitation of
the azido groups located in ortho-positions to the fluorine atom
of nitrenes 12 and 13. The photoexcitation of the azido group in

N — _
_N i
N~ . .
N? N N- N-
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1 1l 5K 1 1l 1 1 1 .I
N N N N N N N
I 1 I 1 I il Il Nzy
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Scheme 3: Initial stages of the photolysis of triazide 11.
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position 2 of nitrene 12 is a less efficient process leading to the
formation of dinitrene 15 in just about 10% yield. The photoex-
citation of the azido group in position 2 of nitrene 13 is a still
much less efficient process. Quintet dinitrene 17 either is not
formed at all or its yield is very low (<6%). Finally, the
photodecomposition of the remaining azido groups in dini-
trenes 15 and 16 gives septet trinitrene 18 in just about 2%
yield. The low yield of trinitrene 18 may be associated with low
efficiency of the azido group excitation in quintet dinitrene 16.
One also cannot exclude that the photoexcitation of quintet
azidonitrenes into predissociation states is a much less efficient
process in comparison with the photoexcitation of singlet
azides. In contrast to singlet azides, quintet azidonitrenes
already have four singly occupied orbitals, and photoexcitation
of these species may lead to excited states in which the azido
groups are not locally excited.

Conclusion

In contrast to theoretical expectations, photodissociation of
triazide 11 with light at A = 260-320 nm occurs selectively on
the azido groups located in positions 4 and 6 of the pyridine
ring to give triplet mononitrenes 12 and 13 as the primary
photoproducts. On further irradiation, quintet dinitrenes 15 and
16 and septet trinitrene 18 are formed. The maximum yield of
the latter is about just 2%. Preferential photodissociation of the
azido groups located in ortho-positions to the fluorine atom of
pyridines is associated with strong m-conjugation of these
groups with the pyridine ring. On photoexcitation, such azido
groups are more efficiently involved in reorganization of the
molecular electronic system and more easily adopt geometries
of the locally excited predissociation states. Despite the lack of
symmetry, trinitrene 18 shows a small parameter of Eg =
—0.0034 cm™! due to a large positive value of the spin-orbit
coupling parameter Eg SO (=0.005 cm™!). In overall, the ZFS
parameters of 18 are very close to the ZFS parameters of previ-
ously studied C», symmetric septet pyridyl-2,4,6-trinitrenes.
The most accurate theoretical predictions of the ZFS parame-
ters of 18 are obtained at the BLYP/EPRII level of theory. At
the same time, modern DFT calculations are still too crude to be
used for reliable EPR spectral identification of such structurally
alike quintet isomers as dinitrenes 16 and 17. Such quintet
isomers are better discriminated based on analysis of their
dipolar angles ®. Among theoretical approaches, the most accu-
rate estimations of the ZFS parameters of dinitrene 16 are
obtained from PBE/DZ calculations of its parameters Dg5S and
E¢SS. The study also demonstrates that successful EPR spectral
simulations for nitrenes 15, 16 and 18 are possible only if addi-
tional line-broadening parameters I'(E) of 40-75 MHz along
with appropriate values of g, S, D, E and v are used in the spin-
Hamiltonian calculations.

Beilstein J. Org. Chem. 2013, 9, 733-742.

Experimental

Triazide 11 was synthesized according to the literature proce-
dure [37]. X-band EPR spectra were recorded with a Bruker-
Elexsys E500 EPR spectrometer with an ER077R magnet
(75 mm gap between pole faces), an ER047 XG-T microwave
bridge, and an ER4102ST resonator with a TE(, cavity. Solid
argon matrices doped with triazide 11 were prepared by vacuum
co-deposition of two separate molecular beams (Ar and triazide
11 vapor) on the tip of an oxygen-free high-conductivity copper
rod (75 mm length, 3 mm diameter) cooled at 5 K. The vapor of
11 was produced by an oven heating the polycrystalline 11 to
60 °C. The matrix-isolated samples were irradiated with a high-
pressure mercury lamp, by using a filter passing the light at
A =260-320 nm, and spectra were recorded at various irradi-

ation times.

The computer simulations of EPR spectra were performed by
using the EasySpin program package (version 4.0.0) [38].
The simulations were performed by using matrix diagonali-
zation methods for S = 1, 2 or 3 using the parameters v =
9.605832 GHz and g = 2.0023 and line widths AH = 60 G for
S=1,and 30 G for S=2 and S = 3.

The geometries of the molecules were optimized at the B3LYP/
6-311G(d) level of theory with the Gaussian 03 program
package [39]. The nature of the stationary points was assessed
by means of vibrational frequency analysis. The spin-Hamil-
tonian parameters (g, D, E) and orientations of the D tensor
were obtained from additional single-point calculations with the
ORCA program package [40,41]. DFT calculations of the direct
spin—spin (SS) coupling DS and spin—orbit coupling (SO) DSO
parts of the D tensors were performed by using the
McWeeny—Mizuno and Pederson—Khanna approaches, respect-
ively [42].

Supporting Information

Supporting Information features EPR spectral simulations
for quintet dinitrenes 15-17 and septet trinitrene 18 as
individual species and for the mixtures of quintet molecules
with Eq/Dq = 0.039/0.209, 0.038/0.213 and 0.036/0.221 at
different molar ratios as well as EPR spectral simulations
for nitrenes 15, 16 and 18 at different values of the
line-broadening parameter I'(E).

Supporting Information File 1

EPR spectral simulations.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-83-S1.pdf]
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Precursors of 3-pyridylnitrene and 2- and 4-pyrimidinylcarbenes all afford mixtures of 2- and 3-cyanopyrroles on flash vacuum
thermolysis, but 3-cyanopyrroles are the first-formed products. 3-Quinolylnitrenes and 4-quinazolinylcarbenes similarly afford
3-cyanoindoles. 2-Pyrimidinylcarbenes rearrange to 3-pyridylnitrenes, but 4-pyrimidinylcarbenes and 4-quinazolinylcarbenes do
not necessarily rearrange to the corresponding 3-pyridylnitrenes or 3-quinolylnitrenes. The ring contraction reactions are inter-

preted in terms of ring opening of either the nitrenes or the diazacycloheptatetraenes to nitrile ylides.

Introduction

A multitude of rearrangements of heterocyclic nitrenes have
been described in a recent review [1] and in several books [2-5].
This is illustrated by the ring expansion of 4-pyridylnitrene (1)
and 2-pyrazinylcarbene (3) to 1,5-diazacyclohepta-1,2,4,6-

tetraene (2, Scheme 1) [6]. Similarly, 2-pyridylnitrene (4) inter-
converts with 1,3-diazacyclohepta-1,2,4,6-tetraene (5) under
conditions of photolysis in solution or in matrices as well as
under flash vacuum thermolysis (FVT) (Scheme 2) [1,7-10].
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Scheme 2: Ring expansion and ring contraction in 2-pyridylnitrene (4).

The end products under FVT conditions are the 2- and 3-cyano-
pyrroles 7 and 8 [10,11]. A competing ring-opening of
2-pyridylnitrenes to cyanobutadienylnitrenes can lead to the for-

mation of glutacononitriles in low yields [12].

In contrast, 3-pyridylnitrene (10) undergoes a different type of
ring opening to the observable nitrile ylide 11 and subsequently
the ketenimine 12 (Scheme 3) [13]. Nitrile imines [14] and
nitrile ylides [15,16] may have either allenic or propargylic
structures, and for this reason their cumulene-type IR absorp-
tions can occur over a wide frequency range, 1900-2300 cm ™!,
depending on substituents. The IR absorption of 11 was
observed at 1961 cm™!, indicating an allenic structure. Nitrene
10 can also undergo ring expansion to two diazacycloheptatetra-
enes 15 and 16 via the azirenes 13 and 14 (Scheme 3) [13]. The
diazacycloheptatetraenes were not observed directly in this
study, but aza- and diazacycloheptatetraenes have been
observed in several other cases [1,17,18] and the ring-expan-
sion reactions have been the subject of detailed theoretical
investigation [19].

Results and Discussion

3-Pyridylnitrene

Flash vacuum thermolysis (FVT) of 3-azidopyridine (9) yields
predominantly 3-cyanopyrrole (8, Scheme 4). Under the mildest
conditions, FVT of 9 at 370 °C/10™3 mbar generates 8 and 7 in
a 3:1 ratio. A temperature increase to 500 °C causes the ratio to
drop to 1.2:1 due to the thermal interconversion of 7 and 8

[10,20]. The reaction mechanism was probed by calculations at

Beilstein J. Org. Chem. 2013, 9, 743-753.
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Scheme 3: Ring opening and ring expansion in 3-pyridylnitrene (10).

the B3LYP/6-31G* level, which has been found to be adequate
for other, similar reactions [11,13,17,21]. The transition state
for the ring opening of the cyclic ketenimine 16 to the (s,Z)-
nitrile ylide 11 lies 5 kcal/mol above the open shell singlet
nitrene Sy 10, i.e., the barrier is only 11 kcal/mol above the
cyclic ketenimine 16. This is lower than the barrier for direct
ring opening of the nitrene 10 itself (16 kcal/mol) (Scheme 4
and Figure 1) [13]. Thus, while both the nitrene 10 and the
ketenimine 16 may undergo ring opening with rather low acti-
vation barriers, the ring opening of the ketenimine has the
lowest barrier. Both of these reactions can take place with ease
under conditions of FVT.

Scheme 4: Ring opening and ring contraction in 3-pyridylnitrene (10)
and diazacycloheptatetraene 16.

With a low barrier for ring opening, recyclization of the nitrile
ylide 11 now becomes the energetically most favourable mech-
anism of formation of 3-cyanopyrrole (8) via the 3H tautomer
18 with a barrier of only 10 kcal/mol above the S| nitrene or 16
kcal/mol above the nitrile ylide (Scheme 4 and Figure 1). This
explains why 3-cyanopyrrole (8) is the predominant isomer, in

contrast to the reaction of 2-pyridylnitrene, where 2-cyano-
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Figure 1: Energy profile for the ring opening and ring contraction in 3-pyridylnitrene 10 and 1,6-diazacyclohepta-1,2,4,6-tetraene (16, energies in kcal/

mol at the B3LYP/6-31G* level).

pyrrole is formed preferentially [11]. In the analogous case of
3-quinolylnitrene, 3-cyanoindole is formed exclusively under
mild FVT conditions [21]. A direct, concerted ring contraction
in 3-pyridylnitrene would be possible (via 17 and 18,
Scheme 5), but such reactions have considerably higher acti-
vation barriers, ca. 30 kcal/mol in the case of phenylnitrene
[22]. A transition state for the concerted ring contraction of
3-pyridylnitrene (10) to 3H-3-cyanopyrrole (18) was not found,
but we calculate a barrier of 23 kcal/mol for the concerted ring
contraction to 2-cyano-2H-pyrrole (17, Figure 1). Furthermore,

CN CN

L[S —
TS Ty e 5
N Vo S

N ©CN

17

~N ILZ
—

Scheme 5: Potential direct ring contraction in 3-pyridylnitrene (10).

H

/J ~t _ Z
N N:C‘H N

16 1 18

Scheme 6: Ring contraction by ring opening to nitrile ylide 11.

a higher proportion of 2-cyanopyrrole would be expected if
Scheme 5 was operating. Concerted ring contraction in the
7-membered ring ketenimine 16 is also possible [22], but this
type of reaction has an even higher activation energy. The
lowest-energy path for (di)azacycloheptatetraenes to undergo
ring contraction is by ring opening.

The nitrile ylide 11 is not directly observable under FVT condi-
tions, because the barriers for its reactions are very low. The
calculated barrier for cyclization to 3-cyano-3H-pyrrole (18) is
16 kcal/mol (Scheme 6 and Figure 1).

2- and 4-pyrimidinylcarbenes

FVT of tetrazolylpyrimidines of type 19 causes elimination of
N, to generate 4- and 2-diazomethylpyrimidines 20, which can
ring-close to the corresponding 1,2,3-triazolopyrimidines 21
(Scheme 7) [23]. Endothermic ring-chain valence isomerization
of the type 21 — 20, with free energies of activation of
18-22 kcal/mol in solution, has been demonstrated for 1,2,3-
triazolo[1,5-a]pyrimidines [24] but not for 1,2,3-triazolo[1,5-
c]pyrimidines [25,26]. However, 7-benzyl-3-ethoxycarbonyl-

CN

S
~N IZ
—
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1,2,3-triazolo[1,5-c]pyrimidin-5-ol and its diazo valence
tautomer, 6-(2-diazoethoxycarbonylmethylene)-2-(a-hydroxy-
benzyl)pyrimidin-4-(2H)-one, have been reported [27].

N-N, Ny N=N
N\(“\ N oot NG N/
T N —r7F7 7T H — 1
19 20 21
XorY=N l‘NZ
N_ _C.
7y H

Scheme 7: Generation of pyrimidinyldiazomethanes and pyrimidinyl-
carbenes.

We find that FVT of the 4- and 2-(5-tetrazolyl)pyrimidines
22-24 also affords cyanopyrroles (Scheme 8). FVT of 2-(5-
tetrazolyl)pyrimidine (22) affords a ca. 1:1 ratio of 2- and
3-cyanopyrroles (Scheme 8). The results of FVT of tetrazoles
23 and 24 are collected in Table 1. The formation of different
mixtures of the three cyanodimethylpyrroles 25-27 depending
on the conditions can be explained in terms of chemical acti-
vation. The formation of (hetero)arylcarbenes and their
rearrangement to (hetero)arylnitrenes and cyanopyrroles are
strongly exothermic reactions. Consequently, when the reaction
is performed in the low-pressure gas phase, the reaction
products carry excess thermal (rovibrational) energy, which
facilitates the sigmatropic shifts of H, CN, and CH3, which will
cause interconversion of the cyanopyrroles [28]. In many cases,
this cannot be completely avoided, even by using the mildest
possible FVT temperatures, but an increase in pressure (1 hPa
N,) will help to remove excess thermal energy and so preserve
the initial reaction products. Therefore, as seen in Table 1, it can
be concluded that the dimethylcyanopyrrole 25 is the primary
reaction product of 23, and 27 is the predominant product from
24. That chemical activation is the cause is seen in the fact that
FVT of the individual dimethylcyanopyrroles 25 and 27 afford
mixtures very similar to those obtained from 23 and 24, respect-
ively, but a temperature of 800 °C is required for this, whereas
400 °C suffices in the FVT of the tetrazoles (Table 1).

Following the analysis of the ring contraction in 3-pyridyl-
nitrene (10) by ring expansion and ring opening to a nitrile ylide
(Scheme 4 and Figure 1), we can interpret the reactions in terms
of ring expansion of the pyrimidinylcarbenes 28 and 33 to di-
azacycloheptatetraenes 29 and 34, ring contraction to 3-pyridyl-
nitrenes 30 and 35 and/or ring opening to nitrile ylides 31 and

37, and ring closure to cyanopyrroles (Scheme 9).
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Scheme 8: Formation of cyanopyrroles by FVT of
tetrazolylpyrimidines.

Table 1: Dimethylcyanopyrroles from tetrazolylpyrimidines.

it:trgrri]gl Conditions Products, rel. yields (%)
T(°C)lp (hPa) 25 26 27
23 400/1073 63 29 7
400/1 Ny 98 2 <0.5
600/107" 79 19 2
24 400/1073 34 23 43
400/1 Ny 21 10 69
600/107" 25 23 442
25 800/1073 49 32 14
27 800/1073 22 22 502

46-8% yields of other, isomeric dimethylcyanopyrroles were also
formed.

In the case of the 4-pyrimidinylcarbene 28 a direct ring opening
of the diazacycloheptatetraene 29 to the nitrile ylide 31 is
possible. However, in the case of the 2-pyrimidinylcarbene 33,
the first-formed diazacycloheptatetraene 34 cannot open
directly to a nitrile ylide but must first rearrange to the
3-pyridylnitrene 35. Either the 3-pyridylnitrene 35 or the second
diazacycloheptatetraene 36 may then undergo ring opening to
the nitrile ylide 37. Sigmatropic shifts of H, CN, or CHj3 in the
3H-pyrroles 32 and 38 lead to the final products.

We have previously reported strong evidence for the ring
expansion of a 2-pyrimidinylcarbene 39 to a diazacycloheptatet-
raene 40 and subsequent ring contraction to a 3-pyridylnitrene
41, which undergoes cyclization to afford the pyridoindole
(4-azacarbazole) 42 (Scheme 10) [29].
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Scheme 9: Rearrangements of pyrimidinylcarbenes to cyanopyrroles via nitrile ylides 31 and 37.
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Scheme 10: Rearrangements of phenyl(dimethylpyrimidinyl)carbene.

The alternative ring expansion/ring contraction/recyclization to
the pyrimidoisoindole 43 also takes place [29]. The formation
of 42 is important, as it demonstrates that 2-pyrimidinylcar-
benes can rearrange to 3-pyridylnitrenes, whereas 4-pyrimi-
dinylcarbenes do not necessarily rearrange to 3-pyridylnitrenes
(see 55 below).

2-Phenyl-3-quinolylnitrene

Matrix photolysis of 3-azido-2-phenylquinoline (44) at
A =308 nm or 310-390 nm affords a blue nitrile ylide 47
(observed IR 2220, 2154 cem™ ! caled (B3LYL/6-31G*) 2233,
2171 ecm™!; UV-vis Apax 400 and 680 nm) (Scheme 11,
Figure 2 and Figure 3).

It could be converted to the seven-membered ring ketenimine
46 (IR: 1920; caled: 1921 cm™") on photolysis above 550 nm.

The ketenimine 46 was again converted to ylide 47 on photo-
lysis at 310-390 nm. We assume the nitrene 45 is formed
initially, but it is converted to 46 and 47 at the same
wavelength. As in the examples described above, the ring
opening to the ylide 47 may take place either from the nitrene or
from the cyclic ketenimine, although we only observed the
latter reaction directly. It was possible to cycle many times
between these two intermediates (Figure 2 and Figure 3), but
eventually signal intensity was lost, probably because another
reaction, the cyclization to the isocarbazole 49, took place. This
reaction is analogous to the photocyclization of o-biphenylyl-
nitrene to isocarbazole [30]. As shown below, the indolo-
quinoline 50 is indeed a major product under FVT conditions. It
is possible that 49 could contribute to the observed visible spec-
trum, but it obviously cannot explain the IR spectrum. The same

visible spectrum was obtained by photolysis of 44 embedded in
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Scheme 11: Photolysis of 3-azido-2-phenylquinoline.

a PVC film at 11 K, and the carrier of the spectrum was stable
up to 90 K, as can be expected of a highly reactive nitrile ylide
47. The calculated IR and UV-vis spectra of 45, 46, 47 and 49
are listed in Supporting Information File 1.

Preparative FVT of azide 44 at 400-800 °C affords the indolo-
quinoline 50 in 52—60% yield (Scheme 12). Importantly,
smaller amounts of amine 51 and the ring-contraction product
2-phenyl-3-cyanoindole (48, 21-15%) were also isolated.

Formation of amines is diagnostic for triplet nitrenes, even in
low-pressure gas-phase reactions [10,22]. The 3-cyanoindole 48
is expected to be formed by cyclization of the nitrile ylide 47 in
the same way that the 3-cyanoindole is obtained from the
unsubstituted 3-quinolylnitrene [21]. The three products, 48, 50
and 51 were formed even on thermolysis of 44 in solution.

4-Quinazolinylcarbenes

The tetrazolylquinazoline 52 and the triazoloquinazoline 53
undergo pyrolysis via the diazomethylquinazoline 54
(Scheme 13) [23]. Both afforded the 3-cyanoindole 48 in nearly
quantitative yield (up to 98%) on FVT at 400-600 °C, but no
traces of either indoloquinoline 50 or the 3-aminoquinoline 51
were detectable. The same was true when the thermolysis was
performed in solution. In other words, nitrene 45 was not
formed (Scheme 13).

This is in agreement with the conclusion reached for
4-quinazolinylcarbene itself [21], namely that ring contraction
takes place via the pathway 2-phenyl-4-quinazolinylcarbene
(55) — cyclic ketenimine 46 — nitrile ylide 47 — nitrile 48.
The data demonstrate that carbene 55 does not convert thermal-

ly to nitrene 45. In other words, although carbene—nitrene

Beilstein J. Org. Chem. 2013, 9, 743-753.
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Figure 2: IR difference spectra from the photolysis of 3-azido-2-
phenylquinoline (44) in Ar matrix. (a) Calculated spectrum of 46. (b)
Initial difference spectrum after 240 s; the negative peaks are due to
the azide. (c)—(e) Further irradiation as indicated for 900, 400 and

600 s, respectively. (f) Calculated spectrum of 47. Ordinate in arbitrary
absorbance units. See also Figures S1-S3 in Supporting Information
File 1.

rearrangements are known to occur [1,19] (see, e.g., Scheme 1
and Scheme 10 above), they may be bypassed when ring
opening to nitrile ylides becomes more favourable.

Conclusion

The rearrangement of 2- and 4-pyrimidinylcarbenes 28 and 33
to mixtures of 2- and 3-cyanopyrroles on FVT implies prior
isomerization to 3-pyridylnitrenes and/or diazacycloheptatetra-
enes and nitrile ylides. 3-Quinolylnitrenes and 4-quinazolinyl-

carbenes afford 3-cyanoindoles 48 on FVT. In addition, 2-phe-
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Figure 3: UV-vis spectra from the sequential photolysis of 3-azido-2-phenylquinoline (44) in Ar matrix at 310-390 nm and 550 nm. Abscissa in nano-
metres and ordinate in arbitrary absorbance units. These spectra correspond to the IR spectra in Figure 2. See Supporting Information File 1 for the

calculated electronic transitions.

44

~ ~
N~ >Ph N~ >Ph
45

H CN
Z>CN
L |~ Cdn
NsGeh N
47 48

N Q N Ph
49 51

FVTl
H
o
o
v =)
50

Scheme 12: Preparative FVT of 3-azido-2-phenylquinoline.

nyl-3-quinolylnitrene (45) cyclizes to indoloquinoline 50, but
this compound is not formed at all from the isomeric 2-phenyl-
4-quinazolinylcarbene (55). This demonstrates that carbene 55
does not isomerize to nitrene 45. Instead, the ring contraction to
48 takes place via the nitrile ylide 47. Matrix photolysis of
2-phenyl-3-azidoquinoline (44) revealed a reversible photo-
chemical interconversion of the benzodiazacycloheptatetraene
46 and the nitrile ylide 47.

Experimental

General

The apparatus and procedures for preparative FVT [31] and for
Ar matrix isolation [11,32,33] were as previously described.
KBr and Csl windows were used for IR spectroscopy. FVT
products were isolated in liquid nitrogen (77 K) in the prepara-
tive thermolysis, and at 22-25 K in Ar matrices for IR experi-

ments. IR spectra of the Ar matrices were measured at 7-10 K
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Scheme 13: FVT of 2-phenyl-4-quinazolinylcarbene precursors.

with a resolution of 1 cm™!. Photolyses were done through
quartz by using a 75 W low pressure Hg lamp (254 nm) or a
1000 W high pressure Hg/Xe lamp equipped with a monochro-
mator and appropriate filters. A water filter was used to remove
infrared radiation, and a 7.5% NiSOy4 or a NiSO4/CuSOy solu-
tion (7.5 and 2.5%, respectively) to remove visible light where
required. Analytical gas chromatography used a 10% OV 17
column programmed at 120-180 °C at 2°/min with N, as carrier
gas at 0.6 bar. Preparative gas chromatography used a 20%
Carbowax column at 200 °C with H, as carrier gas at
60 mL/min.

Materials

3-Azidopyridine (9) [34,35], 2-(5-tetrazolyl)pyrimidine (22)
[36,37], 2-phenyl-4-(5-tetrazolyl)quinazoline (52) [23], and
5-phenyl-1,2,3-triazolo[1,5-a]quinazoline (53) [23] were
prepared according to literature procedures. 4,6-Dimethyl-2-(5-
tetrazolyl)pyrimidine (24) and 2,4-dimethyl-6-(5-tetrazolyl-
pyrimidine) (23) were prepared from the dimethylpyrimidine-
carbonitriles [38,39] by adaptation of the literature method
[36,37].

4,6-Dimethyl-2-(5-tetrazolyl)pyrimidine (24): From 3.0 g
(22.5 mmol) of 4.6-dimethylpyrimidine-2-carbonitrile was
obtained 2.8 g (71%); mp 209-210 °C (dec); '"H NMR (CDCl3)
12.0 (very broad), 7.37 (s, 1H), 2.50 (s, 6H); MS m/z: 176 (M*,
21), 148 (33), 134 (46), 120 (100), 119 (71), 107 (36), 105 (12),
93 (13),92 (16), 80 (15), 67 (76), 66 (56), 53 (26); anal. calcd
for C;HgNg: C, 47.72; H. 4.58; N, 47.70; found: C, 47.89; H,
4.40; N, 47.52.

2,4-Dimethyl-6-(5-tetrazolyl)pyrimidine (23): Prepared as the
preceding entry in 41% yield; mp 208-209 °C (dec); 'H NMR
(CDCl3) 7.43 (s, 1H), 2.66 (s, 3H), 2.56 (s, 3H); MS m/z: 176
(M7, 49), 148 (12), 135 (10), 134 (100), 120 (19), 119 (65), 107
(42), 93 (17), 97 (15), 78 (17), 66 (66), 52 (54); anal. calcd for
C7HgNg: C, 47.72; H. 4.58; N, 47.70; found: C, 47.90; H, 4.80;
N, 47.75.

3-Azido-2-phenylquinoline (44): This compound was prepared
according to a standard literature procedure [40]. A sample of
2.54 g (11.5 mmol) of 3-amino-2-phenylquinoline [41] was
dissolved in a mixture of 2 mL of conc. sulfuric acid (d = 1.84)
and 13 mL water at 40 °C and then cooled to 0 °C. A solution
0f 900 mg (13 mmol) of NaNO, in 8 mL water was added drop-
wise at 0 °C, causing the formation of a yellow, crystalline
diazonium sulfate, which was not isolated. After 30 min at 0 °C
a solution of 11 g (16.9 mmol) of NaN3 in 7 mL water was
added. An amorphous, yellow precipitate formed immediately
with simultaneous evolution of Nj. After stirring for 3 h at rt,
the yellow solid was filtered and recrystallized from petroleum
ether, yielding 2.33 g (82%) of the azide, mp 93-94 °C;
'H NMR (DMSO-dg) 8.41 (s, 1H), 8.05-8.01 (m, 2H),
7.87-7.83 (m, 2H), 7.73 (dd, J = 8.2 Hz, /= 1.2 Hz, 1H), 7.64
(dd, J=8.2 Hz, J= 1.2 Hz, 1H), 7.53-7.47 (m, 3H); 13C NMR
(DMSO-dg) 151.4, 144.0, 137.3, 132.2, 129.6, 129.1, 128.9,
128.7, 127.9, 127.5, 127.4, 126.7, 124.9; IR (KBr): 3030 (w),
2100 (s), 1590 (w), 1485 (m), 1415 (s), 1340 (s), 1288 (m),
1270 (s), 1255 (m), 1245 (m), 1230 (m), 955 (m), 895 (s), 860
(m), 770 (s), 750 (s), 710 (s), 695 (s) cm™1; UV (CH3CN) Apax:
257, 260, 337 nm; MS m/z: 246 (M*, 5), 220 (9), 219 (26), 218
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(100), 190 (8), 115 (20), 88 (9), 78 (3); anal. calcd for
CisHioNg: C, 73.16; H, 4.09; N, 22.75; found: C, 73.10; H,
4.18; N, 22.68.

FVT of 3-azidopyridine (9): The azide (0.50 g) was distilled
into the FVT apparatus from a sample flask held at =30 °C and
thermolysed at 370-500 °C/1073—-10"% mbar in the course of
2 h. The pyrolysate was examined by GC/MS and 'H NMR
spectroscopy. The 2- and 3-cyanopyrroles 7 and 8 were sep-
arated by flash chromatography on silica gel 60, eluted with
hexane/ethyl acetate 3:7 and identified by comparison with
authentic materials reported previously [10,20]. Yields were
determined by GC as previously described [10]. The following
ratios of 3- to 2-cyanopyrroles at different temperatures were
obtained: 370 °C: 2.29:1 (81% 3-azidopyridine remained un-
reacted); 400 °C: 1.63:1 (36% 3-azidopyridine remained un-
reacted); 500 °C: 1.48:1 (6% 3-azidopyridine remained un-
reacted). GC/MS retention times and molecular masses:
2-cyanopyrrole 3.60 min (m/z 92); 3-cyanpyrrole 5.45 min
(m/z 92); 3-azidopyridine 2.19 min (m/z 120); '"H NMR
(CDCl3) 2-cyanopyrrole: 9.01 (br, 1H), 6.98 (m, 1H), 6.88 (m,
1H), 6.28 (m, 1H); 3-cyanopyrrole: 8.80 (br, 1H), 7.36 (m, 1H),
6.84 (m, 1H), 6.53 (m, 1H); IR (Ar, 20 K): 2-cyanopyrrole:
2236 cm™!; 3-cyanopyrrole: 2234 and 2247 cm™!.

FVT of 2-(5-tetrazolyl)pyrimidine (22): A portion of 22
(300 mg) was sublimed into the pyrolysis tube at 170 °C and
pyrolysed at 600 °C/1073 mbar in the course of 12 h. The
resulting pyrolysate (120 mg) was identified as a 1:1 mixture of
2- and 3-cyanopyrroles 7 and 8 by comparison of the 'H NMR,
IR and mass spectra with those of authentic materials. Yields
were determined by GC as above [10].

FVT of 2,4-dimethyl-6-(5-tetrazolyl)pyrimidine (23) and 4,6-
dimethyl-2-(5-tetrazolyl)pyrimidine (24): A portion of 23 or
24 (500 mg) was sublimed at 150 °C and pyrolysed at
1073 mbar in the course of 12—18 h. The pyrolyzates were
extracted with diethyl ether, and the products were analysed and
separated by GC on the Carbowax column. The yields of 2,6-
dimethyl-3-cyanopyrrole (25), 2,4-dimethyl-3-cyanopyrrole
(26) and 3,5-dimethyl-2-cyanopyrrole (27) at various tempera-
tures are collected in Table 1. Yields were determined by GC,
and the pyrroles were characterized as follows:

2,6-Dimethyl-3-cyanopyrrole (25): Retention time 63 min.
TH NMR (CDCl3) 8.4 (br, 1H), 5.95 (m, 1H), 2.38 (s, 3H), 2.20
(s, 3H); IR (KBr): 3470 (br), 2210 (s), 1600 (w), 1430 (w),
1050 (m), 780 (m); UV (EtOH) Ayax: 245 nm; MS m/z:
120 (M™, 67), 119 (100), 106 (28), 105 (71), 78 (10),
65 (3). The spectra data were in agreement with literature
values [42].
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2,4-Dimethyl-3-cyanopyrrole (26): Retention time 57 min;
IH NMR (CDCls) 8.60 (br, 1H), 6.38 (m, 1H), 2.38 (s 3H), 2.12
(s, 3H); IR (KBr): 3460 (br), 2210 (s), 1580 (w), 1400 (m),
1110 (m), 800 (m); MS m/z: 120 (M™, 55), 119 (100), 106 (25),
105 (60), 78 (12), 65 (3); UV (EtOH) Apax: 240 nm. The spectra
data were in agreement with literature values [42].

3,5-Dimethyl-2-cyanopyrrole (27): Residence time 31 min;
I'H NMR (CDCl5) 9.0 (br, 1H), 5.76 (m, 1H), 2.23 (s, 3H), 2.17
(s, 3H); IR (KBr): 3460 (br), 2210 (s), 1580 (w), 1460 (w),
1390 (w), 1300 (w), 1270 (m), 800 (m); MS m/z: 120 (M*, 73),
119 (100), 106 (48), 105 (86), 92 (8), 78 (14), 65 (10); UV
(EtOH) Amax: 257, 234 nm. The spectra data were in agreement
with literature values [42]. Anal. calcd for C;HgN,: C, 69.97;
H, 6.71; N, 23.31; found: C, 69.61; H, 6.31; N, 23.21

Matrix photolysis of 3-azido-2-phenyl-3-quinoline (44): The
azide was sublimed at 80 °C and deposited with Ar at 22 K to
form a matrix. Principal absorptions of the azide at 11 K: 2100,
1590, 1420, 1340, 1270, 1100 ¢cm™L. Irradiation of the azide 44
at 308 nm or at 310-390 nm for 30 s afforded the nitrile ylide
47 together with a smaller amount of the cyclic ketenimine 46
(2220, 2154, 1920, 1610, 1516, 1500, 1450, 1390, 1088 cm™ ).
Further photolysis for 210 s caused additional formation of the
ylide 47 (IR, Ar, 10 K: 2220, 2154, 1609, 1516, 1453, 1088,
740 cm™! (Figure 2); UV—vis Ay ca. 350 and 585, 635, 700,
775 nm (Figure 3)). Subsequent irradiation at A > 550 nm
bleached the long-wavelength band in the visible spectrum and
the IR bands at 2154 and 2220 cm ™! in the IR. The intensity of
the band at 1918 cm™! due to 46 increased substantially at the
same time (Figure 2). Renewed irradiation at 310-390 nm
caused diminution of the IR bands ascribed to 46 and reforma-
tion of the IR and UV—-vis bands ascribed to the nitrile ylide 47.
It was possible to cycle several times between these two species
by using A > 550 nm and A = 310-390 nm, respectively
(Figure 2 and Figure 3).

FVT of 3-azido-2-phenyl-3-quinoline (44): (a) A sample of
the azide (0.2 g, 0.8 mmol) was sublimed at 60—80 °C and pyro-
lysed at 500 °C/10™* mbar in the course of 3 h. The products
were separated by flash chromatography on silica gel, eluting
with chloroform. Indolo[3,2-b]quinoline (50) was obtained in
56—-65% yield in different experiments: mp 250-251 °C (lit.
[43] 248 °C; lit. [44] 251-252 °C); 'H NMR (DMSO-d) 11.40
(s, 1H), 8.35 (d, J = 8.3 Hz, 1H), 8.27 (s, 1H), 8.18 (d,
J=28.3 Hz, 1H), 8.09 (d, J = 8.3 Hz, 1H), 7.66-7.52 (m, 4H),
7.28 (dd, J=7.4 Hz, J= 1.0 Hz, 1H); 13C NMR 145.6, 144.0,
143.3, 132.4, 129.6, 128.5, 127.4, 126.6, 125.9, 124.7, 121.3,
120.9, 119.2, 113.0, 111.4; IR (KBr): 3300-3000 (br), 1610 (s),
1490 (s), 1460 (m), 1400 (s), 1340 (s), 1220 (s), 1120 (m), 750
(m), 730 (s) cm™L; UV (EtOH) Apax: 347, 276 nm; MS m/z: 219
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M"+ 1, 16), 218 (M, 100), 217 (16), 190 (15), 109 (M*™*, 11),
108 (10), 96 (17), 95 (10), 89 (20), 77 (10). 3-Cyano-2-
phenylindole (48) was obtained in 18-20% yield in different
experiments: mp 241-243 °C (lit. [45] 246-248 °C, lit. [46]
240 °C); '"H NMR (CDCls) 8.91 (br s, 1H), 7.89-7.96 (m, 2H),
7.76 (dd, J = 7.2 Hz, J = 0.6 Hz, 1H), 7.56-7.42 (m, 4H),
7.35-7.27 (m, 2H); 13C NMR (CDCl3) 144.7, 135.5, 129.9,
129.4, 129.2, 128.3, 126.9, 123.8, 122.0, 118.3, 117.0, 112.6,
81.4; IR (KBr): 3240-3180 (br s), 2220 (s), 1490 (m), 1450 (s),
1420 (m), 1370 (w), 1320 (br w), 1240 (m), 770 (m), 730 (s),
710 (w), 680 (m); MS m/z: 219 (M* + 1, 17), 218 (M*, 100),
190 (9), 115 (5), 109 (8), 96 (6). (b) In analogous experiments
at 450-700 °C the products of FVT were condensed on a KBr
window at 77 K for IR spectroscopy. In each case the product
was a mixture of 3-cyano-2-phenylindole and indolo[3,2-
b]quinoline according to IR spectroscopy of the crude and TLC
of the isolated material.

Thermolysis of 3-azido-2-phenylquinoline (44) in solution: A
solution of 200 mg (0.81 mmol) of the azide in xylene was
heated under reflux for 3 days. After distillation of the solvent,
the residue was chromatographed on silica, eluting with petro-
leum ether/chloroform to yield 3-cyano-2-phenylindole (48,
3 mg; 2%), 3-amino-2-phenylquinoline (51, 80 mg; 45%), and
indolo[3,2-b]quinoline (52 mg; 29%).

FVT of 2-phenyl-4-(5-tetrazolyl)quinazoline (52): (a) A
sample of 300 mg (1.10 mmol) was sublimed at 150 °C and
pyrolysed at 600 °C/1073~107* mbar in the course of 12 h.
Chromatography yielded 178 mg (75%) of 3-cyano-2-
phenylindole (48). (b) In similar experiments with FVT at
600-800 °C the product was isolated on a KBr window at 77 K
for IR spectroscopy. In each case 3-cyano-2-phenylindole (48)
was the exclusive product.

Thermolysis of 2-phenyl-4-(5-tetrazolyl)quinazoline (52) in
solution: (a) A solution of 250 mg (0.91 mmol) in 50 mL of
xylene was heated under reflux for 6 d. Chromatography after
distillation of the solvent yielded 166 mg (74%) 2-phenyl-1,2,3-
triazolo[1,5-c]quinazoline 53, mp 192-193 °C (dec) (lit. [23]
192-193 °C (dec)). (b) A solution of 50 mg (0.18 mmol) in
10 mL of diphenylmethane was heated at 180 °C for 1 h. After
distilling the solvent vacuum and chromatography of the
residue, 6 mg (15%) of 3-cyano-2-phenylindole (48) was
obtained.

FVT of 2-phenyl-1,2,3-triazolo[1,5-c]quinazoline (53): (a) A
sample of 50 mg (0.20 mmol) was sublimed at a temperature
increasing gradually to 190 °C and pyrolysed at 660 °C/
1073 mbar. The product (43 mg; 98%) consisted exclusively of
3-cyano-2-phenylindole (48). (b) In similar experiments with
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FVT at 300-600 °C the product was isolated on a KBr window
at 77 K for IR spectroscopy. No reaction was observable below
400 °C. The 4-diazomethyl-2-phenylquinazoline (54) was
detectable by absorption at 2095 cm™! in the 400 °C experi-
ment. In each case, at FVT temperatures of 400-600 °C,
3-cyano-2-phenylindole (48) was the only other identified prod-
uct, characterized by its absorption at 2220 cm ™.

Thermolysis of 2-phenyl-1,2,3-triazolo[1,5-c]quinazoline
(53) in solution: A solution of 20 mg (0.08 mmol) in 5 mL of
diphenylmethane was heated at 180 °C for 1 h. Chromatog-
raphy of the resulting mixture yielded 2 mg (10%) of 3-cyano-
2-phenylindole (48).
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Both flash vacuum thermolysis (FVT) and matrix photolysis generate 2-diazomethylpyrazine (22) from 1,2,3-triazolo[1,5-
alpyrazine (24). FVT of 4-azidopyridine (18) as well as of 24 or 2-(5-tetrazolyl)pyrazine (23) affords the products expected from
the nitrene, i.e., 4,4’-azopyridine and 2- and 3-cyanopyrroles. Matrix photolyses of both 18 and 24 result in ring expansion of

4-pyridylnitrene/2-pyrazinylcarbene to 1,5-diazacyclohepta-1,2,4,6-tetraene (20). Further photolysis causes ring opening to the

ketenimine 27.

Introduction

The carbene—nitrene interconversion exemplified with phenyl-
nitrene (1) and 2-pyridylcarbene (3) has been described in
considerable detail [1-3]. The three species 1-3 have all been
observed directly by IR or ESR spectroscopy in low-tempera-
ture matrices. The normal reaction products of phenylnitrene
are azobenzene (4) and aniline (5), but under forcing flash
vacuum thermolysis (FVT) conditions cyanocyclopentadiene 6
is formed (Scheme 1). Several other carbene—nitrene rearrange-

ments have been reported [3-5].

In addition to the ring expansion (1-2-3), two ring opening
reactions have been investigated in recent years. Type I ring
opening takes place in nitrenes possessing a 1,3-relationship
between a nitrene centre and a ring nitrogen atom and leads to
nitrile ylides, such as 9 in the case of 3-pyridylnitrene (7),

N CH
N N

0=-0=0
1 2 3

FVT

6

|
oo

Scheme 1: Phenylnitrene—2-pyridylcarbene rearrangement.
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whereby the actual ring opening may take place in either the
nitrene itself or the ring-expanded ketenimine 8 (Scheme 2)
[6-8]. A 1,7-H shift finally converts the nitrile ylide 9 to the
open-chain ketenimine 10 (Scheme 2). 3-Pyridylcarbene under-
goes analogous Type I ylidic ring opening to an ethynylvinyl-
nitrile imine [6]. Type II ring opening is diradicaloid and
proceeds via an open-chain vinylnitrene or biradical 13 in
nitrenes such as 2-pyridylnitrene (11). This leads to minor
amounts of ketenimines 14 or glutacononitriles 15 beside the
main product, the cyclic carbodiimide 12, which is formed in a
degenerate rearrangement (11=11). The major end products of
FVT are the cyanopyrroles 16 and 17 (Scheme 2) [3,9-11].

Results and Discussion

Here, we report details of the FVT as well as matrix photolysis
reactions of 4-azidopyridine (18) and the isomeric triazolo[1,5-
alpyrazine (24) and its precursor, 2-(5-tetrazolyl)pyrazine (23).
Furthermore, we report evidence for ring expansion as well as
ring opening of 4-pyridylnitrene (19) and 2-pyrazinylcarbene
(21) (Scheme 3). Mild FVT of 18 at 400 °C, even in high
vacuum, affords 4,4’-azopyridine (25) in 54% yield [12]. This
kind of reaction is typically ascribed to the dimerization of
triplet nitrenes. Most importantly, FVT of the pyrazinylcarbene
precursor 23 also affords a small amount of 4,4’-azopyridine
(25), thus implying a rearrangement of carbene 21 to nitrene 19
(Scheme 3). Presumably, this takes place via the diazacyclo-
heptatetraene, 20, which was not directly observed under the
FVT conditions. It was, however, readily observed under photo-
lysis conditions, as described below. Since nitrenes are intrin-
sically more stable than the isomeric carbenes [3,12,13], a
rearrangement of 21 to 19 is perfectly reasonable.

In the case of phenylazide, mild FVT results in the formation of
azobenzene (4) (Scheme 1), but violent FVT, where the pres-
sure is allowed to rise to ca. 1 mbar due to a shock wave
induced by rapid distillation of the azide into the furnace under
high vacuum, results in ring contraction to cyanocyclopenta-
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Scheme 2: Type | and type Il ring opening and ring expansion in 3-
and 2-pyridylnitrenes, respectively.

diene 6 [12]. Similar pyrolysis of 4-azidopyridine results in ring
contraction to a mixture of 2- and 3-cyanopyrroles 16 and 17.
Because the ring contraction is highly exothermic, the product
will be chemically activated [14], and therefore interconversion
of the two cyanopyrroles cannot be avoided. Only a minute
trace of 4,4’-azopyridine is formed under these conditions. The
total yield of the cyanopyrroles is low because of heavy char-
ring inside the pyrolysis tube. The exact mechanisms of ring
contraction in arylnitrenes are under investigation, but in the
case of 2-pyridylnitrene (Scheme 2) three routes to the cyano-

N N-N
1l N | N
[/N]/C\H - [/ ]/KN
2 23
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24
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Scheme 3: FVT reactions of 4-azidopyridine (18), 2-(5-tetrazolyl)pyrazine (23) and triazolo[1,5-a]pyrazine (24).
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pyrroles have been described [10], as has their thermal intercon-
version [9,10]. The analogous, concerted ring contraction of
phenylnitrene to 5-cyanocyclopentadiene has a calculated
barrier of ca. 30 kcal/mol [15].

FVT of the tetrazole 23 at 400 °C/10™* mbar causes loss of Ny
and formation of 2-diazomethylpyrazine (22), which is easily
observed directly by its strong absorption at 2080 cm™! when
the pyrolysate is isolated neat in liquid N, at =196 °C, or at
2092 cm™ ! upon isolation in an Ar matrix at 10 K. The diazo
compound is also formed on matrix photolysis of the triazole
(Figure 1). Compound 22 can exist as s-Z and s-E conformers.
One conformer dominates, absorbing strongly at 2092 cm™!; the
other, minor absorption is at 2076 cm™! (Figure 1). Warming
the neat diazo compound to ca. =30 °C causes ring closure to
triazole 24. Compound 24 can be isolated in up to 20% yield in
preparative pyrolysis of 23 [16]. Further FVT of either 23 or 24
at >450 °C/1073 mbar results in the formation of approximately
equal amounts of the cyanopyrroles 16 and 17 and azo com-
pound 25, but the overall yield is again poor, ca. 30%, due to
heavy charring in the pyrolysis tube. It is worth noting that
ethynylimidazoles, which could be thought of as ring-contrac-
tion products of carbene 21, were not detectable.

Photolysis of either 4-azidopyridine (18) or triazole 24 in an Ar

matrix at 7-10 K causes efficient ring expansion to the cyclic
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Figure 1: Difference-IR spectrum of 2-diazomethylpyrazine (22)
(positive peaks) in Ar matrix at 7 K, obtained by photolysis of triazolo-
pyrazine 24 at 290 nm for 10 min (negative peaks). Spectrum assigned
to 22: 795, 835, 918, 1009, 1056, 1150, 1299, 1434, 1476, 1574, 2076
and 2092 cm™"; the latter two absorptions are assigned to the two s-E
and s-Z conformations of the diazo group. The peak at 1872 cm™" is
due to the formation of a small amount of the photoproduct 20. See the
Supporting Information File 1, Figure S1 for a full spectrum of 24 with
peak listing.

seven-membered ring ketenimine 20 as observed by IR spec-
troscopy (Figure 2). In the case of triazole 24, efficient ring
opening to the diazo compound 22 happens first (Figure 1), so

2600 2400

T T T
2200 2000 1800

T T T T
1600 1400 1200 1000 800 600

v (cm™)

Figure 2: Ar matrix IR-difference spectra showing the products of broadband UV photolysis of 4-azidopyridine (18) (bottom, bands labelled A) and
1,2,3-triazolo[1,5-a]pyrazine (24) (top, bands labelled T). In the photolysis of 18 the negative peaks (A) are due to the subtracted spectrum of azide
18; the positive peaks are due to the products 20 (B) and 27 (C). In the photolysis of 24 the negative peaks are the products 20 and 27; the positive
peaks are due to the subtracted spectrum of the triazole 24 (T). A small peak labelled X at 2340 cm~" is due to CO,. Ordinate in arbitrary absorbance
units. See Figure S1-S3 in Supporting Information File 1 for full spectra of 18, 20 and 24 with peak listings.
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the latter is the immediate precursor of 20. The IR spectrum of
the triazole 24 is shown in Figure S1, Supporting Information
File 1.

It is clearly seen in Figure 2 that the two starting materials 18
and 24 afford nearly identical product mixtures, and the absorp-
tions of ketenimine 20 account for the majority of the spectrum,
including the very strong cumulenic absorption at 1872 cm™!.
This cumulene 20 is obtained nearly pure after short photolysis

times (Figure 3).

Further photolysis, especially at higher energy (254 nm), causes
formation of a second product with prominent signals in the IR
spectrum at 2028, 2038, 2049, 2060 and 2120 cm™! (Figure 4
and Supporting Information File 1, Figure S4 and Figure S5).
The group of bands at 2028-2060 cm™! is ascribed to
the ketenimine moiety (N=C=C), and the band at 2120 cm™!
to the isocyanide (NC) function in the ring-opened N-(isocyano-
vinyl)ketenimine (27) (Scheme 4). The latter band is not seen in

1866

1872

0.2
o.o-“ﬁ,v—,-rﬂ
A -0.2-

-0.4

-0.6

T T T T T T T T T T
2600 2400 2200 2000 1800 1600 1400 1200 1000 800

vem')

Figure 3: Top: calculated IR spectrum of 20 at the B3LYP/6-31G* level
(wavenumbers scaled by 0.9613): v’ (relative intensity) 697 (9), 782
(16), 815 (22), 876 (9), 905 (12), 980 (5), 1021 (14), 1108 (8), 1208
(3), 1265 (8), 1325 (13), 1511 (3), 1550 (11), 1866 (100) cm™".
Ordinate in arbitrary absorbance units. Bottom: Ar matrix IR-difference
spectrum of diazacycloheptatetraene 20 (v’ 710, 794, 826, 887, 1028,
1109, 1272, 1332, 1545, 1872 cm‘1), formed by photolysis of
4-azidopyridine (18) (3 min broadband UV; positive bands due to 20;
negative bands due to 18). See Figures S2 and S3 in Supporting Infor-
mation File 1 for full spectra of 18 and 20 with peak listings.
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the the pyridyl azide photolysis in Figure 2 because of masking
by the strong, negative azide bands. However, the 2120 c¢m™!
band is clearly seen later in the photolysis when most of the
azide has been consumed (see Figure 4 and Supporting Infor-
mation File 1, Figure S5). The temporal evolution of the azide
photolysis reveals that the cyclic ketenimine 20 is formed first,
followed by the open chain ketenimine 27 (Figure S3,
Supporting Information File 1). It should be noted that keten-
imine 27 can exist as four different s-E and s-Z conformers,
with slightly different IR absorptions (the calculated spectra are
shown in Figure 4 and Figure S6 and Figure S7, Supporting In-
formation File 1). The experimental spectra indicate that all four
conformers of 27 are formed, giving rise to bands at
2028-2060 cm ™!, i.e., there is enough energy available to effect
E-Z and s-E—s-Z isomerization in the matrix. Also the iso-
cyanide band at 2120 cm™! shows splitting, but this is less well
resolved (Figure 4). All this makes it difficult to assign other,
much weaker, peaks in the IR spectra to compound 27. How-
ever, the following bands, which are not ascribed to the cyclic
ketenimine 20, can be assigned to 27: Observed wavenumbers
and, in parentheses, the calculated harmonic frequencies of the
conformers of 27 at the B3LYP/6-31G* level, scaled by 0.9613:
711 (691-703), 1300 (1256-1290), 1380 (1373-1377),
1608-1624 (1612-1634), 2028, 2038, 2049, 2061 (2038-2063),
2119-2124 (2112-2117) em™! (see Supporting Information

File 1 for computational details).

2039
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0.06 4 2038
2028 1872
0.04

A l
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Figure 4: Bottom: IR spectrum from the matrix photolysis of azide 18
after the azide has been depleted completely (10 min broadband UV,
followed by 30 min low pressure Hg lamp at 254 nm). Top: the calcu-
lated absorptions of the four isomers of the open chain ketenimine 27
(1:1:1:1 ratio of the s-E,E; s-E,Z; s-Z,E; and s-Z,Z isomers). The calcu-
lated peak at 2039 cm™" is due to the overlapping peaks of two
isomers at 2039 and 2040 cm™". See Figure S6 and Figure S7 in
Supporting Information File 1 for structures and spectra of the indi-
vidual isomers. Calculated spectra are at the B3LYP/6-31G* level
(wavenumbers scaled by 0.9613). The 254 nm photolysis causes a
faster rearrangement of 20 to 27; broadband UV photolysis achieves a
similar change in ca. 60 min.
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Scheme 4: Photolysis reactions of azide 18 and triazole 24 in Ar matrix.

We postulate that the rearrangement to 27 occurs via the unob-
served nitrile ylide intermediate 26 (Scheme 4). The calculated
IR spectra of the four s-E and s-Z conformers of 26 are shown
in Figure S8 and Figure S9 in Supporting Information File 1.
Related nitrile ylides are known to undergo very facile 1,7-H
shifts (see, e.g., Scheme 2) [3,6]. Both the nitrile ylide and the
ring-expanded ketenimine were observed in the corresponding
benzannelated systems, viz 4-azidoquinoline and 2-diazo-
methylquinoxaline [17], and the ylidic ring opening is very
facile in 3-pyridylcarbene [6]. Thus, there is good precedence
for transformations of the type 26—27 (Scheme 4).

Conclusion

2-Pyrazinylcarbene (21) rearranges to 4-pyridylnitrene (19) on
FVT as evidenced by the isolation of 4,4’-azopyridine (25).
Both 19 and 21 undergo ring expansion to the diazacyclohepta-
tetraene 20 on UV photolysis. Compound 20 is clearly identi-
fied by its matrix IR spectrum, particularly the strong cumu-
lenic stretch at 1872 cm™!. Further photolysis causes the gradual
depletion of 20 and formation of the ring opened ketenimine 27.
The latter reaction indicates ring opening of either cumulene 20
or carbene 21 to the nitrile ylide 26 followed by a rapid 1,7-H
shift to 27.

In summary, 4-pyridylnitrene 19 behaves much like phenyl-
nitrene 1. The thermal chemistry of both the nitrene 19 and the
carbene 21 is dominated by nitrene reactions (giving azo-
pyridine and cyanopyrroles), because the carbene rearranges to
the lower energy nitrene. However, the 2-pyrazinylcarbene 21
possesses a 1,3-relationship between the carbene centre and a
ring nitrogen atom like in 3-pyridylcarbene [6] and therefore
undergoes ylidic ring opening. Thanks to the reversible
carbene—nitrene rearrangement (19 & 20 2 21) formation of
the ylide 26 and hence the ketenimine 27 becomes the dominant

reaction under the conditions of matrix photolysis.

Beilstein J. Org. Chem. 2013, 9, 754-760.
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Experimental

General

The apparatus and procedures for preparative FVT [18] and for
Ar matrix isolation [11,19,20] were as previously described.
KBr and Csl windows were used for IR spectroscopy. FVT
products were isolated in liquid nitrogen (77 K) in the prepara-
tive thermolyses, and at 22-25 K in Ar matrices for IR experi-
ments. IR spectra of the Ar matrices were measured at 7-10 K
with a resolution of 1 em™!. Photolyses were done through
quartz by using a 75 W low-pressure Hg lamp (254 nm) or a
1000 W high pressure Hg/Xe lamp equipped with a monochro-
mator and appropriate filters. A water filter was used to remove
infrared radiation.

Materials

4-Azidopyridine (18) was prepared from 4-bromopyridine and
NaN3 in 10% ethanol under reflux for 8 h by adaptation of a
literature method [21]. 1,2,3-Triazolo[1,5-a]pyrazine (24) was
prepared according to a literature procedure [16].

FVT of 4-azidopyridine (18)

The azide (0.50 g) was distilled into the FVT apparatus from
a sample flask held at 35 °C and thermolysed at
400 °C/1072-1073 mbar in the course of 1 h. 4,4’-Azopyridine
(25) (54% yield; red solid, mp 107-108 °C) was identified by
comparison with a sample prepared according to den Hertog et
al. (mp 107.5 °C) [22]. Traces of unreacted azide 18 and 2- and
3-cyanopyrroles 16 and 17were detected by GC-MS and IR
spectroscopy.

“Violent pyrolysis” was achieved by holding the sample flask at
100 °C. The rapid distillation causes a shock wave and a pres-
sure increase to 1 mbar under continuous pumping with a two-
stage oil pump capable of a base vacuum of 107 mbar. The

whole reaction is finished in a matter of seconds. The 2- and
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3-cyanopyrroles 16 and 17 were isolated in a ratio of ca. 1:1ina
total yield of 10% as analysed by GC. Only a trace of 4,4’-azo-
pyridine (25) was formed under these conditions. There was
heavy charring inside the pyrolysis tube.

Photolysis of 4-azidopyridine (18)

The azide (5-10 mg) was evaporated from a reservoir at =30 to
—40 °C and codeposited with Ar at 25 K. After cooling to 7 K,
the spectrum was recorded (Figure S2, Supporting Information
File 1): IR (Ar, 7 K) 813, 1271, 1303, 1586, 2100, 2119, 2145,
2280 cm ™.

The azide matrix was irradiated with broadband UV light from
the high-pressure Xe/Hg lamp, at 290 nm using the monochro-
mator, or at 254 nm using the low-pressure Hg lamp. The
resulting product-difference IR spectra are shown in Figure 2,
Figure 3 and Figure 4. The temporal evolution of the spectrum
under continuous broadband photolysis at 7 K is shown in
Figure S3, Figure S4 and Figure S5, Supporting Information
File 1.

FVT of 2-(5-tetrazolyl)pyrazine (23)

The preparation of triazolopyrazine 24 by FVT of 23 at 400 °C
has been described previously [19]. FVT of 23 at 450 °C/
1073 mbar caused formation of triazole 24, 4,4’-azopyridine
(25) and the 2- and 3-cyanopyrroles 16 and 17 in a ca. 2:1:2:2
ratio and a total yield of ca. 30%. There was heavy charring
inside the pyrolysis tube. The cyanopyrroles were isolated by
distillation and separated by GC [9]. Compounds 24 and 25
were separated by chromatography on alumina, eluting
with CHCl3. The products were identified by comparison
of IR, NMR and mass spectra with those of authentic
materials [9,22]. Careful searches for ethynylimidazoles were
negative.

Photolysis of 1,2,3-triazolo[1,5-a]pyrazine (24)

The triazole was purified by recrystallization from hexane/ethyl
acetate and then sublimed from a sample tube held at 50-60 °C
and codeposited with Ar at 25 K. After cooling to 7 K, the spec-
trum was recorded (Supporting Information File 1, Figure S1):
IR (Ar, 7 K) 642, 683, 745, 790, 820, 899, 966, 1020, 1105,
1110, 1165, 1275, 1338, 1352, 1447, 1496, 1514, 1613,
3057 cm™!. Irradiation at 290 nm for 10 min afforded 2-diazo-
methylpyrazine with principal absorptions at 2092 cm™! (major
conformer) and 2076 cm™! (minor conformer) (Figure 1): IR
(Ar, 7 K) 795, 835, 918, 1009, 1056, 1150, 1299, 1434, 1476,
1574, 2076, 2092 cm™ L. A small amount of the photoproduct 20
also appeared (1872 cm™!; Figure 1). Further photolysis
afforded the product spectrum shown in Figure 2 and in
Supporting Information File 1, Figure S3, Figure S4 and
Figure S5.

Beilstein J. Org. Chem. 2013, 9, 754-760.

Supporting Information

Supporting Information File 1

Additional matrix IR spectra of 18, 24, and their photolysis
products, calculated IR spectra of 20, 26 and 27, and
computational details.
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The ring opening of the Dewar form of 1,2-dihydro-1,2-azaborine, 2-aza-3-borabicyclo[2.2.0]hex-5-ene (3) is investigated by theo-

retical methods by using multiconfiguration SCF (CASSCF) and coupled cluster theory [CCSD(T)] with basis sets up to polarised

quadruple-zeta quality. The title compound was previously reported to form photochemically in cryogenic noble gas matrices from

1,2-dihydro-1,2-azaborine (4). Four reaction paths for the thermal ring opening of 3 to 4 could be identified. These are the conven-

tional disrotatory and conrotatory electrocyclic ring-opening pathways where the BN unit is only a bystander. Two more favour-

able paths are stepwise and involve 1,3-boron—carbon interactions. The lowest energy barrier for the isomerisation reaction,

22 keal mol™!, should be high enough for an experimental observation in solution. However, in solution the dimerisation of 3 is

computed to have a very low barrier (3 kcal mol™!), and thus 3 is expected to be a short-lived reactive intermediate.

Introduction

The barrier for ring opening of Dewar benzene (1) to yield
benzene (2) is high enough to give this benzene valence isomer
a half life of about two days [1] at room temperature despite the
significant exothermicity (60—70 kcal mol™') of the isomerisa-
tion reaction (Scheme 1) [2-6]. The relatively high barrier (AH*
=25.1 £ 2 keal mol™!) [7,8] is due to the fact that the formation
of benzene from 1 would require a disrotatory ring opening
that is orbital-symmetry-forbidden according to the

Woodward-Hoffmann rules [9-11]. The allowed conrotatory

electrocyclic opening of one of the cyclobutene moieties of 1,
on the other hand, would result in a highly strained cis,cis,trans-

cyclohexa-1,3,5-triene (trans-benzene) isomer [10,11].

Computational investigations of the isomerisation have been
performed to reveal mechanistic details [12-14]. The most soph-
isticated investigation [14] (multireference configuration inter-
action, energies based on complete active space self-consistent
field geometries, MRCI//CASSCF) confirmed an earlier conclu-
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Scheme 1: Isomerisation of bicyclo[2.2.0]hexa-1,3-diene, Dewar
benzene (1), to benzene (2) and of 2-aza-3-borabicyclo[2.2.0]hex-5-
ene (3) to 1,2-dihydro-1,2-azaborine (4).

sion [13] that the conrotatory motion is the lowest energy
pathway. It was also demonstrated that the conrotatory tran-
sition structure connects 1 and benzene directly, i.e., without the
involvement of trans-benzene [14]. The barrier computed
(32.6 kcal mol™!) is lower than that for the disrotatory pathway
by 6.6 kcal mol™! [14].

We have recently reported that the irradiation (A = 254 nm) of
1,2-dihydro-1,2-azaborine (4), a boron-nitrogen heterocycle that
is isoelectronic and isosteric with benzene [15], results in its
Dewar isomer 2-aza-3-borabicyclo[2.2.0]hex-5-ene (3) under
the conditions of cryogenic noble gas matrix isolation [16].
Under these experimental conditions (7 < 35 K), the isomerisa-
tion back to 4 is not observed [16]. Can 3 exist outside of cryo-
genic matrices? To answer this question, we report here a
computational investigation of important intramolecular and

intermolecular decomposition pathways of 3.

Results and Discussion

Ring opening of 3

Conrotatory and disrotatory ring opening

We have performed explorative computations using the
CASSCF(6,6)/6-31G* method and could locate transition states
for the conrotatory (TS1; njm,g = 1, 1556 em ™) and disrotatory
(TS2; nimag = 1, 628 em 1) ring opening of 3. Computation of
the intrinsic reaction coordinates confirms that both TS1 and
TS2 connect the Dewar form 3 to 1,2-dihydro-1,2-azaborine.
These transition states are similar in geometry to those
described earlier for the all-carbon system (see Figure 1 and
Figure 2) [14]. The C1-C4 distance is shorter in TS1 (2.247 A)
than it is in TS2 (2.313 A). The BN unit is a bystander in these
two mechanisms as it is not involved in the ring-opening

process.

The energies of these transition states were refined with
multireference perturbation theory (MRMP2). In agreement
with the results obtained for the all-carbon system [14], the
barrier for the orbital-symmetry-allowed conrotatory ring
opening is lower (26.5 kcal mol™!) than it is for the forbidden

Beilstein J. Org. Chem. 2013, 9, 761-766.

Figure 1: Geometries of 3 and 4 computed at the CCSD(T)/TZ2P and
CASSCF(6,6)/6-31G* (in parentheses) levels of theory. Bond lengths
are given in angstroms (A).

®

& -

1.396
®
C1-C4:2.313

TS2

1.433 % @ 1.43
Bgh. o

C1-C4: 2.247
TS1

Figure 2: Geometries of TS1 and TS2 computed at the CASSCF(6,6)/
6-31G* level of theory. C1-N, N-B, C4-B, and C1-C4 distances are
given in angstroms (A).

disrotatory reaction (30.1 kcal mol™!) (Table 1). The energy
difference of about 4 kcal mol™! is slightly smaller than that
reported for the all-carbon system (7 kcal mol™!) [14]. Due to
the use of different levels of theory (MRMP2 in the present
work, MRCI by Havenith et al. [14]), the energy barriers for
conrotatory ring opening of 1 and 3 cannot be directly
compared. We have made no attempt to increase the level of
theory for TS1 and TS2 beyond MRMP2, because we found
two additional reaction paths that are significantly more favour-
able.

Stepwise ring opening

Two additional pathways, both of them stepwise, for the ring
opening of 3 could be identified. As the energies for the two
reactions paths are very similar, we used coupled-cluster theory
to obtain highly accurate structures (see Figure 3) and energies
of the stationary points involved in ring opening. The CCSD(T)
geometry optimizations arrive at a minimum on the potential-
energy surface (MIN1). Characteristic of this intermediate
MINT1 is a short B-C1 distance of 1.858 A, while the C1-C4
distance is increased to 2.318 A. The nitrogen atom is strongly
pyramidalised resulting in an H-N—-C1-H dihedral angle of
175.2°. A second minimum MIN2 between 3 and 1,2-dihydro-
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Table 1: Relative energies (E, in kcal mol~" including zero-point
vibrational energies, ZPVE) of 1,2-dihydro-1,2-azaborine (4), its Dewar
valence isomer 3, high energy minima, and the transition states for ring
opening of 3 as computed at the MRMP2 and CCSD(T) levels of
theory.

Compounds Erel(MRMP2)2 Ee/(CCSD(T))P
3 0 0

4 -59.3
TS1 (conrotatory) 26.5 31.0°¢
TS2 (disrotatory) 30.1 -
MIN1 - 20.3
TS3 - 21.7
TS4 - 25.8
MIN2 - 17.8
TS5 - 19.1
TS6 - 22.2

aMRMP2-CASSCF(6,6)/6-31G*//CASSCF(6,6)/6-31G*, ZPVE were
obtained at CASSCF(6,6)/6-31G*; PCCSD(T)/cc-pVQZ//ICCSD(T)/
TZ2P, ZPVE were obtained at CCSD(T)/DZP; © CCSD(T)/cc-pVQZ
based on CASSCF(6,6)/6-31G*+ZPVE data for TS1 and 3.

1,2-azaborine could also be located with the CCSD(T) method.
The structure of MIN2 is characterised by an almost ecliptic
orientation of the N-H and C1-H bonds as the dihedral angle is
only 7.8°. The B—C1 distance of 1.827 A is slightly shorter,
while the C1-C4 distance of 2.336 A is slightly longer than in

Beilstein J. Org. Chem. 2013, 9, 761-766.

MIN1. Hence MIN1 and MIN2 mainly differ by the relative
orientation of the N-H bond. The strong pyramidalisation of the
nitrogen atom and the short B-C1 distance show that in these
two reaction pathways the BN unit is no longer just a bystander.
The mode of rotation that results in MIN1 and MIN2 may be
considered conrotatory, but the C4H group has moved signifi-
cantly more than the C1H group. The electron pair of the
breaking C1-C4 bond is utilized for interaction with the boron
centre. As a consequence, the nitrogen lone pair is more local-

ised resulting in a pyramidalisation of the nitrogen centre.

At our highest level of theory, CCSD(T)/cc-pVQZ, MIN2 is
more stable than MIN1 by 2.5 kcal mol~!. MIN2 is
17.8 kecal mol™! higher in energy than the Dewar form. Both
MIN1 and MIN2 correspond to shallow minima on the poten-
tial energy surface. The barrier for collapse of MINI1 to the
Dewar form 3 through transition state TS3 is only
1.4 keal mol™!, while formation of 1,2-dihydro-1,2-azaborine
from MIN1 through TS4 has a barrier of 5.5 kcal mol™!. Like-
wise, collapse of MIN2 to the Dewar form 3 via TS5 has a
barrier of only 1.3 kcal mol™!, and formation of 1,2-dihydro-
1,2-azaborine through TS6 has a barrier of 4.4 kcal mol ™.

For most of the stationary points the T; diagnostic [17], a
measure of the reliability of single-reference based CCSD(T)
theory, is below the critical value of 0.02 indicating that the

C1-C4: 1.916 C1-C4:2.318 C1-C4: 2.546
C1-B: 1.838 C1-B: 1.858 C1-B: 2.296
TS3 MIN1 TS4

C1-C4:1.983 C1-C4: 2.336 C1-C4: 2.544
C1-B: 1.823 C1-B: 1.827 C1-B: 2.100
TS5 MIN2 TS6

Figure 3: Geometries of MIN1, TS3, TS4 and MIN2, TS5, TS6 computed at the CCSD(T)/TZ2P level of theory. C1-N, N-B, C4-B, C1-C4, and C1-B

distances are given in angstroms (A).
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CCSD(T) treatment should produce highly reliable results. Only
for TS4 and TS6 are the T diagnostics 0.024 and 0.023, res-
pectively. To confirm that the single reference CCSD(T) treat-
ment produces satisfactory results also for these stationary
points, we have computed the completely renormalised
CR-CCSD(T)L energies for all species, as CR-CCSD(T)L has
been shown to dramatically improve CCSD(T) results of
multireference cases. The CR-CCSD(T)L energies are within
0.2 kcal mol™! of the CCSD(T) values for all these species,
including those (TS4 and TS6) with slightly elevated T,
diagnostics.

Comparison of the energies of the stationary points along the
stepwise pathways with TS1 and TS2 is hampered by problems
associated with locating the latter at the CCSD(T) level. We
have thus computed the barrier for conrotatory ring opening at
the CCSD(T) and CR-CCSD(T) levels using the CASSCF(6,6)
geometries. This shows that the stepwise mechanism is more
favourable than the conrotatory opening by 9 kcal mol .

In summary, the energetically most favourable pathway for the
ring opening of 3 to 1,2-dihydro-1,2-azaborine involves MIN2
as a shallow intermediate and has a highest energy barrier of
22 keal mol™!. This is roughly 10 kcal mol™! lower than the
lowest energy pathway for ring opening of Dewar benzene.

Beilstein J. Org. Chem. 2013, 9, 761-766.

Therefore, the lifetime of the Dewar form 3 is expected to be
significantly lower than that of Dewar benzene. Nonetheless,
with a barrier for isomerisation of about 22 kcal mol~!, 3 should
be observable in solution.

Dimerisation of 3

Alternative pathways for disappearance of 3 may be provided
by intermolecular reactions that are in principle feasible in solu-
tion. Such pathways are of particular importance, as the BN unit
in 3 is an aminoborane (RHB=NHR) derivative. Aminoboranes
with small substituents are unstable with respect to dimerisa-
tion or oligomerisation. In 1,2-dihydro-1,2-azaborine, such a
dimerisation is not observed, probably due to the aromatic char-
acter of the six-membered ring. In 3, however, this aromatic

stabilisation is no longer available.

For the sake of simplicity, we only considered dimers of 3 (see
Figure 4 and Supporting Information File 1 for structures). All
three diastereomeric dimers of 3 are thermodynamically more
stable than two noninteracting monomers. Formation of the
most stable dimer, DIM1, is favourable by 37 kcal mol™!. The
barrier for its formation at the SCS-RIMP2/def2-TZVP level of
theory is only 3.4 kcal mol™! with respect to infinitely sep-
arated monomers, and 5.6 kcal mol™ with respect to the energy
of a van-der-Waals complex of two monomers.

TS7 (C), +3.4

Figure 4: Geometries of DIM1, COM1, and TS7 computed at the SCS-RIMP2/def2-TZVP level of theory. Distances are given in angstroms (A). Ener-
gies (in kcal mol~") relative to two separated molecules of 3 were obtained at the same level of theory and include ZPVE corrections obtained with the

smaller def-SV(P) basis set.
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Conclusion
The following conclusions can be drawn from the computa-

tional investigation.

1. The “classical” conrotatory and disrotatory ring-opening
reactions provide pathways for the isomerisation of 3 to 1,2-
dihydro-1,2-azaborine. Similar to previous investigations of the
ring opening of Dewar benzene (1), we find that the conro-
tatory pathway is lower in energy than the orbital-symmetry-
forbidden disrotatory pathway. Both pathways are concerted.

2. In addition, two step-wise pathways that involve con-
formational isomeric minima were identified. Both of the
minima have in common short 1,3-transannular C-B distances.
The two pathways have very similar energy barriers (within
4 kcal mol™!). The more favourable one is lower in energy than
the conrotatory ring opening by 9 kcal mol™!.

3. The lowest energy pathway for ring opening of 3 has a
barrier of 22 kcal mol™!.

4. The lifetime of 3 in solution will not be limited by the ring
opening to 4, but rather by dimerisation. This is a strongly
exothermic process that has a low barrier of 3 kcal mol~! with
respect to separated monomers. Thus, 3 is expected to be a
highly reactive compound that will rapidly undergo dimerisa-

tion (or oligomerisation) reactions.

Experimental

The active space in the CASSCF(6,6) computations included
the  and ©n* orbitals for the 1,2-dihydro-1,2-azaborine system,
while the four n and n* orbitals along with the C3-C6 o/c*
orbitals were used for the Dewar form 3 and transition states
TS1 and TS2. Geometries were fully optimised and the nature
of stationary points was confirmed by analytic computation
of second derivatives. Intrinsic reaction coordinates were
computed starting from the transition states by using the
Schlegel-Gonzalez algorithm [18,19]. The same (6,6) active
space was employed for the subsequent multireference second-
order perturbation theory (MRMP2) [20] single-point-energy
computations. All multireference computations employed the
6-31G* [21] basis set and were performed with the Gamess-US
software [22].

The coupled-cluster method with single, double, and a perturb-
ative estimate of triple excitations [CCSD(T)] [23] was
employed for geometry optimisation by using analytic gradi-
ents [24] in conjunction with Dunning’s [25,26] DZP and TZ2P
basis sets. Harmonic vibrational frequencies were computed by
analytic second derivatives [27] using the DZP basis set to

confirm the nature of stationary points and to obtain zero-point

Beilstein J. Org. Chem. 2013, 9, 761-766.

vibrational energies (ZPVE). The CCSD(T) gradient and
Hessian computations were performed with CFOUR [28]. The
CCSD(T)/TZ2P geometries were used for further energy refine-
ment with Dunning’s [29] correlation consistent basis sets,
cc-pVDZ, cc-pVTZ, and cc-pVQZ. These single point calcula-
tions were performed with the Turbomole program [30]. Its
implementation of CCSD(T) uses integral-direct techniques and
the resolution-of-the-identity approximation [31]. Therefore, the
appropriate fitting basis set was chosen [32]. In addition, the
so-called rigorously size-extensive completely renormalised
coupled-cluster theory [CR-CC(2,3) or CR-CCSD(T)L] [33,34]
was used in conjunction with the cc-pVDZ basis set using
Gamess-US. The dimerisation of 3 was investigated by using
Grimme’s spin-component-scaled MP2 method (SCS-MP2)
[35], with the resolution-of-identity (RI) approximation for fast
computations of two-electron integrals within the second-order
Moller—Plesset perturbation theory (MP2) [36,37]. SCS-MP2
was shown recently to yield improved interaction energies
compared to conventional MP2 [38-41]. The def-SV(P) [B/C/N:
3s2pld; H: 2s] [42] and def2-TVZP [B/C/N: 5s3p2d1f; H:
4s2p1d] [37] basis sets in conjunction with the corresponding
fitting bases were employed [37]. Harmonic vibrational
frequencies were determined by using the def-SV(P) basis set
by finite differences of analytic gradients and provided the zero-
point vibrational energies (ZVPE).

Supporting Information

Supporting Information File 1

Additional data.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-86-S1.pdf]
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Abstract

A computational approach using density functional theory to compute the energies of the possible o-complex reaction intermedi-
ates, the “c-complex approach”, has been shown to be very useful in predicting regioselectivity, in electrophilic as well as nucleo-
philic aromatic substitution. In this article we give a short overview of the background for these investigations and the general
requirements for predictive reactivity models for the pharmaceutical industry. We also present new results regarding the reaction
rates and regioselectivities in nucleophilic substitution of fluorinated aromatics. They were rationalized by investigating linear
correlations between experimental rate constants (k) from the literature with a theoretical quantity, which we call the sigma stability
(SS). The SS is the energy change associated with formation of the intermediate 6-complex by attachment of the nucleophile to the
aromatic ring. The correlations, which include both neutral (NH3) and anionic (MeO™) nucleophiles are quite satisfactory (» = 0.93
to r=0.99), and SS is thus useful for quantifying both global (substrate) and local (positional) reactivity in SyAr reactions of fluori-
nated aromatic substrates. A mechanistic analysis shows that the geometric structure of the c-complex resembles the rate-limiting
transition state and that this provides a rationale for the observed correlations between the SS and the reaction rate.

Introduction

Background

Computational chemistry has become an indispensible tool for  cule, e.g., a candidate drug. To this end, efficient models that
medicinal chemists, biologists and pharmacologists throughout  enable the prediction of product selectivity and relative reaction
all stages of the pharmaceutical research process. One applica-  rates in a quantitative or semiquantitative way would be highly
tion is in the selection or virtual screening of the, in many cases, valuable. As a complement to experimental work, the use of

numerous possible alternative synthetic routes to a target mole-  such tools can help to minimize “trial and error” experimenta-
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tion. However, one condition for such a tool to be of practical
value is that there is a balance between accuracy and through-
put: the ideal model should give a sufficiently high accuracy
over as large a synthetic space as possible while at the same
time allowing a high throughput and robustness. The main
interest, and also the original reason for this work, was to
investigate whether it is possible to develop a predictive reactiv-
ity model that could combine high throughput with a quantita-

tive or semiquantitative accuracy.

Predictive reactivity models

In pharmaceutical research there is a need to run large substance
libraries through the virtual screening procedures, and this has
set a number of boundary conditions or guiding principles for

the predictive reactivity models:

1. Generality. The ideal method should be applicable to as
large a reactant space as possible. It should at least not depend
on previously determined experimental results for the specific,

narrow subset of reactants presently under study.

2. Accuracy. The predictive models developed would have to
have an accuracy that is high enough for the medicinal chemist
to be able to judge a reaction as suitable or not for further
investigations. From a regioselectivity perspective, for example,
this means that it is not sufficient to simply be able to predict
the probable main site for electrophilic or nucleophilic attack: it
would also be very advantageous to be able to sort out any reac-
tion that is likely to give a (hard to separate) mixture of isomers
for the coming process.

3. Throughput. On the other hand, elaborate and time-
consuming modeling of reactions that closely reproduce the
experimental results would be too costly. It is of little value to
know whether a regioisomeric mixture of two isomers for a
reaction is likely to be a 70:30 or a 60:40 mixture; on the other
hand, it is of key importance to predict whether a reaction will

give a 70:30 or a 99:1 mixture.

4. Robustness. It would be a great advantage if the procedures
suggested could be scripted and the computations could be
performed automatically as “black box” calculations, with the
input being large substance libraries. To this end it, would
be advantageous if one could chose relevant structures
on the potential energy surface (PES) that have large conver-
gence radii for default starting structures, that is, where
the geometry optimization is fairly insensitive to the exact
starting geometry. It would also be an advantage if the proce-
dure did not require a highly trained expert to perform the
calculations, but was instead within the reach of, e.g., a syn-

thetic chemist.
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There are two main types of theoretical assessment of reactiv-
ity: property- or descriptor-based and direct modeling of the
PES, especially of the rate-determining TS. The first type is
generally termed QSAR (quantitative structure—activity rela-
tionships), where experimentally known or calculated prop-
erties are fitted to observed reactivities. These models
frequently utilize descriptors derived from the reactants and
they also require access to experimental data from substances of
roughly the same type as those that are to be predicted [1].
Many of the property- or descriptor-based methods are fast and
robust, but inherent is a poorer accuracy since they do not take
the relevant TS or solvation into account.

Quantum chemistry methods exploring the PES on the other
hand can, with sufficient modeling and appropriate level of
theory, yield very accurate results and do not rely on predeter-
mined experimental data. However, this procedure is slow,
computationally costly and in many cases difficult to automate,
and it also requires manual input from an expert in computa-
tional chemistry. In summary the property- or descriptor-based
methods typically fulfill the requirements 3 and 4 above but fail
1 and 2, while the TS methods typically fulfill the requirements
1 and 2 but fail 3 and 4.

There are approaches reported where successful attempts have
been made to strike a compromise between generality/accuracy
and throughput/robustness. One example is the so-called
Q2MM method, which is designed to apply molecular
mechanics calculations to transition states in chemical reactions,
especially for predictive catalysis. It is particularly suitable for
stereoselectivity calculations where there is a need to virtually
screen large ligand libraries [1]. Another example are the
so-called QM/MM methods [2], where part of the structure
is treated with QM methods and other parts with MM
methods, for example, in enzymes where the active site can
be modeled with QM and the remaining structure with MM
methods.

Predictive models for the SyAr reaction

This paper is a continuation of our work on the predictive
computational modeling of the synthetically and industrially
important SyAr and SgAr reactions (nucleophilic and electro-
philic aromatic substitution, respectively) [3-5]. The putative
mechanism for the SyAr reaction involves attack of a nucleo-
phile and the formation of an intermediate o-complex (also
called the Meisenheimer complex) followed by elimination of
the leaving group [6]. In the case of attack of anionic
nucleophiles (such as MeO™) on fluorinated aromatics, the
intermediate 6-complex is anionic and the leaving group is F~,
whereas in the case of neutral nucleophiles (such as NHj3) the

intermediate o-complex is zwitterionic and the leaving group is
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HF. The departure of H and F can proceed along different

mechanisms [7-9].

Several methods for predicting local reactivity, or regioselec-
tivity, in SNAr reactions have been reported. Among the earlier
ones is the I -repulsion theory based on calculating the frac-
tional charge with Hiickel theory [10,11], and an approach
based on the frontier molecular orbital method [12]. More
recent attempts include calculation based on Fukui indices [13],
local softness and hardness reactivity descriptors [14], dual
descriptors for both electrophilicity and nucleophilicity [15],
and calculation of the thermodynamic stability of the c-com-
plex [4,5,16,17]. A number of theoretical studies have also been
carried out that concern global or substrate reactivity in SNAr
reactions. In one paper the reactivity of two systems was
computed, in order to elucidate the energy barriers in different
mechanistic steps for these systems [18]. In another, a simple
numerical method based on a few reactivity parameters was
used to predict the relative reactivities in the reaction between
methoxide anion and a series of chlorofluorobenzene
derivatives [19]. In two other articles, the authors studied
the effect of different substituents on the reactivity of one
model substance. The first dealt with the Newman—Kwart
rearrangement of an aromatic thionocarbamate by intramolec-
ular nucleophilic aromatic substitution [20], the second
applied semiempirical methods to study the reaction between
methoxide anion and a number of 4-substituted 1-chloro-2-
nitrobenzenes [21].

There are also many studies dealing with the formulation of
empirical rules concerning reactivity in the nucleophilic substi-
tution of fluorinated aromatics [22-25]. The nature of the empir-
ical rules that typically emerge can be exemplified by the
following (concerning perfluoroaromatic systems): “trifluoro-
methyl, like ring nitrogen, activates both ortho- and para-posi-
tions to a similar degree” [22]. Such rule-based mnemonics can
be useful as qualitative tools, but tend to be highly case-specific
and not quantitatively accurate. Should there, in this specific
example, be a deactivating substituent on the system beside tri-
fluoromethyl, or should the substituent be fluoromethyl instead
of trifluoromethyl, then another empirical rule would have to be
developed.

To the best of our knowledge, a more general reactivity
treatment is still lacking: a treatment that can be of use on at
least a semiquantitative basis with respect to both global
and local reactivity, that is, substrate as well as positional selec-
tivity, for a wider range of substrates and nucleophiles.
In this study we have included both different carbocyclic
and heterocyclic substrates as well as neutral and anionic

nucleophiles.
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The o-complex intermediate in SyAr reactions has been consid-
ered to be the crucial intermediate governing both reactivity and
regioselectivity [26]. Our method is based on calculation of the
relative stabilities of the 6-complex intermediates using density
functional theory, and is intended for kinetically controlled
reactions. We assume that their properties, rather than those of
the initial aromatic reactants, are crucial in determining reactiv-
ity. We have successfully applied the o-complex approach to
predict regioselectivity in reactions of carbocyclic as well as
heterocyclic fluorinated substrates [4,5]. Anionic nucleophiles
(anions of methanol, benzyl alcohol and hydrogen sulfide) were
investigated, as well as neutral nucleophiles (amines). The accu-
racy was well within 1 kcal/mol and the predictions can be used
in a quantitative way. It was necessary to include polarizable
continuum model (PCM) solvent calculations, either as an a
posteriori single point calculation or by optimizing the struc-
tures directly in solvent, to obtain the accuracy at this level.
Muir and Baker [16,17] have investigated the case of nucleo-
philic attack of anionic nucleophiles to aromatic fluorides for a
great many examples. They found that an approach using F~ as
model nucleophile without solvent calculations was sufficient to
give a good qualitative prediction of the main site of nucleophil-
ic attack. The o-complex approach failed when the leaving
group was CI"/HCI or Br /HBr both for anionic and neutral
nucleopiles, because of difficulties in finding relevant 6-com-
plex structures. Instead an approach where we assumed a
concerted substitution step and used such transition-state struc-
tures gave quantitatively useful results [5]. Recent results by
Fernandez et al [26] show that o-complex structures can be
found if the leaving group is bound to the ring through an
element in the second row of the periodic table (i.e., —F, -NH>,
—OH), but not (unless the structure is highly stabilized, e.g., by
several nitro groups) if the element is from the third or fourth
row (i.e., —Cl, —Br, sulfur groups).

In this study we introduce a concept that we call the Sigma
Stability, SS, to also encompass global reactivity, that is,
investigations dealing with the relative reactivity between
different systems. This is the energy required for the formation
of the o-complex, SS = E_complex ~ (Earomate T Enucleophile)-
The purpose of the present study is to evaluate the scope
and reliability of this widened application and to find the
minimum level of theory and basis set necessary to strike a
reasonable balance between the requirements 1-4 above.
The success of this approach is based on a number of assump-
tions, which we have described in our previous work on SyAr
reactions [4,5].

The approach has an attractive feature in that it represents a

distinct simplification compared to finding TS structures (as it

mean optimizations to local minima), while preserving an accu-
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racy that in many cases is sufficient for an, at least semiquanti-

tative, prediction of reactivity.

Results

The performance of the SS concept was examined on the basis
of correlations with experimentally determined reaction rate
constants (k) of three series of reactions (series A, B and C).
The first series (series A) deals with the amination of nine
different fluorinated heterocyclic substrates run at 25 °C. The
second series (series B) with the amination of seven different
carbocyclic substrates run at 80 °C. Except for the temperature,
reaction series A and B were run under identical conditions, i.e.,
reaction of the substrate and ammonia in dioxane/water
(60:40 v/v). The third series (series C) deals with the methoxy-
lation of a series of 10 different polychlorofluorobenzenes run
under identical conditions, i.e., reaction of the substrate and
sodium methoxide in methanol at 50 °C. The experimental reac-
tion rates span more than six orders of magnitude, both for the
aminations and for the methoxylations.

For the series of aminations (series A and B) the investigated
structures and the numbering of positions are shown in
Figure 1.The calculated SS values as well as experimental rate
constants for series A and B are shown in Table 1 and Table 2,
respectively. The correlation between SS values in water and
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experimental —log k values are shown in Figure 2. The SS
values for the structures where experimental kinetic data are
given for more than one positional isomer (Table 1, reactant 7,
entries 7 and 8; reactant 8, entries 9 and 11) lie well on the
correlation line in Figure 2 (these data points are indicated in
the figure). The correlation coefficient is 0.99 for series A and
0.93 for series B. This corresponds to a mean average deviation
of 0.5 kcal/mol and 1.4 kcal/mol, respectively. SS values based
on in vacuo energies (obtained from the structures optimized in
solvent) correlate poorly with the experimental —log k values
[27]. In order to make a true kinetic prediction of an isomer in
reaction series A that has not been experimentally observed in
the literature, we calculated the SS value for position 3 in reac-
tant 1. This data is presented as entry 12 in Table 1 and it has,
as might be expected, a very low predicted reaction rate
constant. Experimental kinetic data were given at both 25 °C
and 80 °C [28] for reactant 4 in Figure 1, and we tried to
include this 80 °C data point in reaction series B, even though
reactant 4 is a heterocyclic substrate (entry 8 in Table 2), but

this made the correlation much poorer.

For the series of methoxylations (series C) the investigated
structures and the numbering of positions are shown in
Figure 3. The calculated SS values as well as experimental rate
constants are shown in Table 3. The correlation between SS
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Figure 1: The structures investigated in the amination of heterocyclic and carbocyclic derivatives (series A and B, respectively) and the numbering of

their positions.
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Table 1: Series A. Sigma stability (SS), experimental rate constants [28,29] and negative logarithms for experimental rate constants (-log k) for the
aminations (with NH3) of different reactants in dioxane/water (60:40 v/v) at 25 °C. The structures of the reactants are shown in Figure 1.

Entry Reactant (Figure 1) Position of amination SS (kcal mol~") water Reaction rate, k (Imol™'s™)@  —log k
1 1 2 14.00 1.55x 1076 5.81
2 2 2 12.47 5.92 x 1076 5.23
3 3 Equal 10.70 5.07 x 107° 4.29
4 4 4 9.26 6.80 x 1074 3.17
5 5 4 8.37 1.92 x 1073 272
6 6 4 4.67 2.52 x 1072 1.60
7 7 2 6.66 2.66 x 1072 1.58
8 7 4 4.63 5.31 x 1072 1.27
9 8 2 2.46 1.31 -0.12
10 9 4 1.23 1.35 -0.13
11 8 4 1.15 3.39 -0.53
12 1 3 20.85 9.1 x10710b 9.04°

aAll rate constants are corrected for statistical factors (=degenerate positions). ®Value predicted from the regression line in Figure 2.

Table 2: Series B. Sigma stability (SS), experimental rate constants [22,28] and negative logarithms for experimental rate constants (-log k) for the
amination (with NH3) of different reactants in dioxane/water (60:40 v/v) at 80 °C. The structures of the reactants are shown in Figure 1.

Entry Reactant (Figure 1) Position of amination SS (kcal mol~") water Reaction rate, k (Imol™'s™)2  -log k
1 10 4 18.30 1.1 %1075 4.96
2 1 equal 16.02 123 %107 4.91
3 12 4 16.26 5.0x% 107 4.30
4 13 equal 11.09 7.54 x 1070 412
5 14 4 13.21 1.19 x 1074 3.92
6 15 4 9.16 25x10™ 3.60
7 16 4 6.85 1.35x 1073 2.87
gb 4 4 9.26 2.8x1072 1.55

aAll rate constants are corrected for statistical factors (=degenerate positions). PThis entry is not part of the correlation of reaction series B, as it is a

heterocyclic substrate.

values in methanol and experimental —log k values are shown in
Figure 4. The overall picture for this data set is quite analogous
to the previous two and the SS values for the structures where
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Figure 2: —log k as a function of SS in water for series A and B.

experimental kinetic data are given for more than one posi-
tional isomer (Table 3, reactant 20, entries 4 and 7; reactant 21,
entries 5, 8 and 9) falls well onto the correlation line in Figure 4
(these data points are indicated in the figure). The correlation
coefficient is 0.96 for this data series, which corresponds to a
mean average deviation of 1.1 kcal/mol. As for series A and B
the SS values based on in vacuo energies show poor correlation
coefficients with the experimental —log & values [27].

It would seem that the SS values for the methoxylation reac-
tions are significantly lower than the true absolute energy
values for forming the c-complex and also that they are under-
estimated in a systematic fashion. The probable reason is that
the solvation model used [30] systematically overestimates the
solvation energy for the anionic c-complexes. Experimental
solvation energy values for 6-complexes are scarce, but Dillow
and Kebarle [31] give the value —58 kcal/mol for the 5-com-
plex resulting from the reaction between F~ and CgFg¢ in
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Figure 3: The structures investigated in the methoxylation of polychlorofluorobenzene derivatives (series C) and the numbering of their positions.

Table 3: Series C. Sigma stability (SS), experimental rate constants [19] and negative logarithms for experimental rate constants (-log k) for the reac-

tion between sodium methoxide with different chlorofluorobenzene reactants in methanol at 50 °C. The structures of the reactants are shown in

Figure 3.

Entry Reactant (Figure 3)

Position of methoxylation

1 17 equal -3.17
2 18 2 -6.71
3 19 1 -7.41
4 20 1 -7.63
5 21 3 -11.49
6 22 equal -10.85
7 20 3 -10.96
8 21 2 -13.46
9 21 4 -15.24
10 23 One position -19.39
11 24 equal -18.82
12 25 4 -17.62
13 26 equal -18.49

SS (kcal mol~1) methanol

Reaction rate, k (Imol~'s™)@  -log k
2.5%x107° 8.60
4.0x1077 6.40
1.2x1078 5.92
2x1076P 5.70
53 x 107 4.28
7.56 x 1075 4.12
1.01x 1074 4.00
15x1074 3.82
2.52x 1073 2.60
3.3x 1073 2.48
48x1073 2.32
53x 1073 2.28
6.8 x 1073 2.17

aAll rate constants are corrected for statistical factors (=degenerate positions). PApproximate value.

DMSO. The solvation energy obtained from our calculations of
entry 6 in Table 3 (which is also from CgF¢ but with MeO™
instead of F~ as nucleophile and with MeOH instead of DMSO
as solvent) was —73 kcal/mol, and all of the c-complexes in
Table 3 that do not contain chlorine substituents (entries 1-4
and 6-7 in Table 3) have a calculated solvation energy in the
range —73 to —78 kcal/mol. The problem with continuum
models that gravely overestimate the solvation energy for
anionic species is well known [32]: one reason is probably the

scarcity of relevant solvation-energy data for organic ions in

organic solvents, used in the parametrization work. This
systematic underestimation is, however, without practical
importance if the purpose is only semiquantitative ranking of

substrate and positional reactivity.

Discussion

Our results show that the substrate and positional reactivity can
be predicted from the computed energy of the o-complex.
Performing single-point calculations at the optimized geome-

tries using larger basis sets, by adding diffuse functions, does
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not in an appreciable way improve the correlation. Thermody-
namic corrections taken from frequency calculations (harmonic
approximations) of key intermediates also have minor effects on
the correlation. The comparatively moderate levels of theory
and basis set used by us in this study yielded an accuracy of the
SS values of around 1 kcal/mol, measured as mean average
deviation. Thus, it seems that the level of theory employed,
B3LYP/6-31G(d,p), is sufficient for the present purpose, which
is to make semiquantitative rankings of substrate and positional
reactivity between species that are run under the same reaction
conditions. It is important to note that the SS values do not give
an explicit indication of absolute energy barriers, and the ap-
proach is thus limited to reactivity comparisons where species
are run under the same reaction conditions. It is also worth
noting that the correlation became poor in the one case where
we tried to mix carbocyclic and heterocyclic substrates in one
reaction series (Table 2). Any reactivity comparisons between
series must be done with the utmost caution.

In order to deduce the mechanistic basis behind the very good
correlations between SS values and reaction rates, we computed
the stationary points on the potential energy surface for the
amination of 4. We found that this characterization had to be
performed using a larger basis set with diffuse functions to
obtain accurate geometries and energy differences. The B3LYP/
6-31+G(d,p) optimized geometries of TS1, the o-complex and
TS2 with PCM water solvation are depicted in Figure 5. All
three structures are very similar, and the main difference
between the g-complex and TS2 is a slight elongation of less
than 0.1 A of the breaking C—F bond in TS2. An IRC-calcula-
tion showed that F leaves as F~ without the assistance of
explicit hydrogen bonds from the NH,-group, and that the
proton transfer to form HF takes place late in the concerted

reaction step going from the c-complex via TS2 to the products.

Beilstein J. Org. Chem. 2013, 9, 791-799.

An analysis of the energy differences between the three
stationary points shows that the potential energy surface is
extremely flat in the vicinity of the c-complex. TS1 is only
2.2 kcal/mol higher in energy than the o-complex, and TS2 has
an almost identical energy to that of the s-complex. The energy
ordering of the two latter is even inversed after incorporation of
zero-point vibrational energies. As we have already indicated,
diffuse functions are important for obtaining an accurate poten-
tial energy surface for this reaction. This is not surprising, since
during the process of going from TS1 via the o-complex to TS2
the localization of negative charge at the fluorine atom is con-
tinuously increasing. Consequently, after removal of the diffuse
functions the energy of TS1 relative to the o-complex is
decreased to 0.13 kcal/mol and the energy of TS2 is increased
to 6.5 kcal/mol. Consistent with the picture that diffuse func-
tions are needed to describe the negative charge formed at the
fluorine, the C—F bond is much longer (1.83 A) in the TS2
structure optimized without diffuse functions.

The fact that the o-complex is very close both in energy and
geometry to the rate-limiting transition state (TS1) provides a
rationale for the very good correlations between SS values and
reaction rates. However, a recent study has shown that the
B3LYP functional predicts a concerted reaction in some cases,
including an intramolecular SyAr reaction, where the M06-2X
functional and high level ab initio theory show that the reaction
is stepwise [33]. In light of these observations, we investigated
the potential energy surface also at the M06-2X/6-31+G(d,p)
level of theory. The computed stationary points and their ener-
gies are depicted in Figure 5. The geometries are very similar to
those obtained with the B3LYP functional. The largest differ-
ence is found for TS2, where the breaking C—F is extended from
1.64 to 1.85 A with M06-2X. Observing the relative energies,
we see much larger differences. TS2 is rate-determining with
the M06-2X functional, and lies 4.6 kcal/mol higher in energy
than the c-complex. Also the relative energy of TS1 is raised,
but only by 1.2 kcal/mol compared to B3LYP. Removing the
diffuse functions from the basis set has a similar effect on the
relative energies as in the B3LYP calculations; TS2 lies
12.8 kcal/mol above the 6-complex at the M06-2X/6-31G(d,p)
level of theory.

On the basis of the current study, we cannot make any conclu-
sive statement regarding whether TS1 or TS2 is rate-determing
for SNAr reactions with F as leaving group. In fact it may differ
depending upon the nucleophile and the substrate. However, our
analyses using both the B3LYP functional and the M06-2X
functional strongly indicate that the structure of o-complex is
similar to the structure of the rate-limiting transition state, and
that changes in the molecular structure that affect the relative

energy of the transition state will affect the energy of the
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Figure 5: Optimized geometries, relative energies, and imaginary frequencies for the transition states and the o-complex (middle structure) formed in
the reaction between ammonia and 4. The top and bottom rows show the results from optimizations at the B3LYP/6-31+G(d,p) and M06-2X/6-

31+G(d,p) levels of theory, respectively.

o-complex to a similar extent. In light of these observations the
good correlations between SS values and reaction rates are not
surprising.

A distinct advantage with the -complex as model for the rate-
limiting TS (apart from the more practical advantage that it is
normally easier and faster to find computationally than the tran-
sition-state structure) is that there is no ambiguity in the struc-
ture of this stationary point on the potential-energy surface.
Furthermore, our mechanistic analysis shows that a basis set
with diffuse functions is necessary to describe the energy and
structure of the rate-limiting transition state, and this increases
the computational cost of a transition-state approach even
further. It is tempting to investigate the generality of the SS
concept further, by adding different nucleophiles, temperatures
and reaction conditions, but this is at present unfortunately

limited by the scarcity of experimental kinetic data.

Conclusion

We have shown for several series of fluorinated aromatics that
there exist good correlations between the relative c-complex
stabilization and experimental rate constants for SyAr reactions
involving both neutral and anionic nucleophiles. Thus, in

combination with our previous studies, the present study

demonstrates that the SS concept provides a methodology for
the quantitative prediction of both regioselectivity and relative
reactivity of SyAr reactions of fluorinated substrates. Due to the
low computational requirements and the potential for automati-
zation, this method may find use in virtual reactivity screening
in pharmaceutical research and development. We have further
shown that the method has a solid mechanistic foundation, as
the structure of the 6-complex is similar to the structure of the
rate-determining transtion state of the reaction.

Theoretical method

SS values were computed using DFT with the B3LYP hybrid
functional and a 6-31G(d,p) basis set with effective core poten-
tials on heavy atoms by using the Jaguar program [30]. Prelimi-
nary calculations showed that the zwitterionic 6-complex does
not exist as a stationary point on the potential energy surface in
vacuo. Therefore, all structures were optimized within the
Poisson—-Boltzmann finite-element solvation model (PBF)
incorporated in the Jaguar software [30], using water as solvent
for the amination reactions and methanol for the methoxylation
reactions.

A more detailed analysis of the potential energy surface for the

amination of one substrate was performed by geometry opti-
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mizations using the 6-31+G(d,p) basis set and the two func-
tionals B3LYP and M06-2X. In these computations solvent
effects were included by means of the polarizable continuum
model as implemented in the Gaussian 09 suite of software
[34]. All stationary points were characterized by means of
frequency and IRC calculations.

Supporting Information

Supporting Information File 1

Coordinates of all optimized structures, electronic energies,
SS values calculated with larger basis set, and zero-point
energies.

[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-90-S1.pdf]
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Steady-state irradiation in neat acetonitrile of some aromatic nitriles, imides and esters (107—1073 M solution) in the presence of

tertiary amines allowed the accumulation of the corresponding radical anions, up to quantitative yield for polysubstituted benzenes

and partially with naphthalene and anthracene derivatives. The condition for such an accumulation was that the donor radical cation

underwent further evolution that precluded back electron transfer and any chemical reaction with the radical anion. In fact, no accu-
mulation occurred with 1,4-diazabicyclo[2.2.2]octane (DABCO), for which this condition is not possible. The radical anions were
produced from benzene polyesters too, but decomposition began early. Ipso substitution was one of the paths with secondary

amines and the only reaction with tetrabutylstannane. The results fully support the previously proposed mechanism for electron

transfer (ET) mediated photochemical alkylation of aromatic acceptors via radical ions and radical intermediates.

Introduction

Redox reactions between organic molecules have a limited
scope because of the rarely matched redox potential. On the
other hand, the very structure of electronically excited states
makes them both easily oxidized (by donating the electron

promoted to an empty orbital) and reduced (an electron is trans-

ferred to the low-lying semi-occupied orbital). As a result,
redox reactions are quite common in photochemistry and occur
under mild conditions, avoiding the use of aggressive inorganic
reagents otherwise required. Photoinduced electron transfer

indeed offers an advantageous access to radical ions as well as
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the possibility to control the ensuing chemistry, in a way hardly
attained through electrochemical or chemical methods [1-6]. A
radical ion formed at a cathode/anode finds itself in an environ-
ment where electrons/holes are abundant. Likewise, reducing/
oxidizing chemicals must be used at a sufficiently high concen-
tration to be active, and again the radical ions are formed in an
environment where a subsequent electron-transfer step in the
same direction is likely. In contrast, photoinduced electron
transfer generates a radical-ion pair. Electron transfer in the
reverse direction (back electron transfer, BET) is thus likely and
leads again to the starting molecules [7], unless one or both of
the radical ions undergoes a sufficiently fast reaction
(Scheme 1). In the simplest case, one of the radical ions reacts,
while the other one persists. At some point in the mechanism,
BET occurs, such that the final product has undergone no net
change of the oxidation level, or an equimolecular mixture of a
reduced and an oxidized product is formed.

D-X + A-Y A=Y + D-X'*

bl—X+

o
D T';Dg 2y

e - A-Y-D-
dlfY‘

D-T-

D-T-H
A-D

Scheme 1: Photoinduced electron transfer as an access to radical
chemistry.

As an example, the largely positive reduction potential of
aromatic nitriles [5,8,9] and cyanophthalimides [10] in the
singlet excited state or of aromatic esters in the triplet state
[5,11] makes PET a common occurrence upon irradiation of
such substrates in the presence of a variety of donors (D-X, step
a). In all of the above cases, the generated radical anion
(A-Y"") is a persistent species easily detected by laser flash
photolysis. This approach applies to a variety of donors,
including amines [12,13], carboxylic acids or their derivatives
[14,15], aliphatic acetals and ketals [16], ethers [17], organo-
stannanes [18,19], organosilanes [20-22], aromatics [10,23,24],
and even alkanes [25-27]. BET (path a') could ensue, thus
leading to no chemical change. However, when the D-X"*
intermediate contained a good electrofugal group (such as a
silyl, stannyl, -Bu group or a hydrogen [12-27]), unimolecular
fragmentation was possible and gave neutral alkyl radicals (D)
with a reasonable (0.1 or higher) quantum yield (Scheme 1, step

b) [5]. Addition to the aromatic radical anion and re-aromatiza-

Beilstein J. Org. Chem. 2013, 9, 800-808.

tion gave an alkylated aromatic (A-D, path ¢ — d), while trap-
ping of the radical by an electron-withdrawing substituted
alkene T (step e) [28,29] followed by BET from the radical
anion (step f) of the acceptor (that was thus recovered) led to
photocatalyzed alkylation of the alkene [5,30,31]. Both pro-
cesses have found some application in synthesis for the mild
and selective activation of aliphatic derivatives, in particular of
a C—H bond [32].

The role of the acceptor radical anion in the above processes is
thus decisive, and we report below a steady-state investigation
of such species arising from aromatic compounds known to
participate in photosubstitution or photocatalytic alkylation
reactions. It was proposed to ascertain whether these may accu-
mulate, as often observed in electrochemistry [33,34] and by
pulse radiolysis [35], but rarely in photochemistry.

Results

The acceptors chosen for this study were nitriles, viz. 1,2,4,5-
tetracyanobenzene (TCB), 1,3,5-tricyanobenzene (1,3,5-TrCB),
1,2,4-tricyanobenzene (1,2,4-TrCB), 1,4-dicyanonaphthalene
(DCN), 9,10-dicyanoanthracene (DCA); imides, viz. 4,5-
dicyanophthalimide (DCP), and its N-methylated derivative
(DCP-Me); and esters (methyl pyromellitate, PME, and methyl
mellitate, ME). Radical anions of this type have been previ-
ously observed in glasses (e.g., from the irradiation of TCB and
a-methylstyrene in isoamyl alcohol glass at 113 K) [36] and in a
few cases in fluid solution (from dicyanoanthracene in the pres-
ence of methoxide [37] and from 2,6,9,10-tetracyanoanthracene
with amines [38]). As for the donors, these were chosen on the
basis of their oxidation potential (see Table 1 and Figure 1), to
allow for an overall exergonic electron transfer from the donor
to the excited acceptor in all of the cases considered below [39].
The relevant redox parameters for the ground states of accep-
tors and donors are gathered in Figure 1, along with the reduc-
tion potentials for the excited states of the aromatics.

In the experiments, a MeCN solution of the acceptor in the pres-
ence of the chosen donor was deaerated by freeze—pump—thaw
technique and irradiated at 313 nm. Thus, irradiation of a 2 x
107 M solution of TCB in the presence of BusSn (1072 M)
caused a stepwise blue shift of the near UV band of TCB and a
weak absorption in the visible (see Figure 2a), along with a
fluorescence peak centered at 510 nm. The conversion was
complete after a few minutes, and readmitting air caused little
change in the spectrum. Chromatographic examination
confirmed the complete consumption of TCB and the forma-
tion of a single product, identified as 5-butyl-1,2,4-tricyanoben-
zene by comparison with an authentic sample [18]. The
measured quantum yield of TCB consumption was 0.40. The

examination was then extended to a series of nitrogen-based
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Table 1: Spectroscopic properties of the examined radical anions.

acceptor/ A"" (main band)

€(x1073)

Beilstein J. Org. Chem. 2013, 9, 800-808.

A" (further maxima)

donor Amax (nm) L mol~" cm™! Amax (nM) On
TCB/OXA 10.3 0.15
TCB/TEA 96 0.15
TCB/iPr3N 462 9.8 436, 414, 375, 354 0.08
TCB/Et,NH? 6.7 0.15
TCB/MAE? 2.9 0.05
TCB (literature)P: 462 » g'g{; 4 - -
1,2,4-TrCN/OXA 351 2.3 433, 397 -
389, 54,
DCN/OXA e o 621, 500, 481 -
DCN (literature)d 512 3.6d - -
705, 0.6,
DCA/OXA 640 o 520 -
DCA (literature)® 640 5.6 - -
DCP/OXA 577 25.6 536, 382 -
DCP-Me/OXA 578 26.3 537, 390 -
ME/OXA? 527 0.80 368 -
PME/OXA? 533 1.4 371 -

aAn irreversible reaction occurred. "Measured by pulse radiolysis in 2-methyltetrahydrofuran, at 77 K; from [35]. “Measured by laser flash photolysis at
room temperature of a MeCN solution of 1,2,4-trimethylbenzene or o-xylene as donors, see [24]. dMeasured by laser flash photolysis at room
temperature of a DMF solution of alkyltriphenyl borate anions as donors; from [40]. ®Measured by electrolysis in DMF at room temperature; from [34].

donors. In the presence of 2,2,3-trimethyloxazolidine (OXA), a
yellow color developed and a spectrum with maxima at 462,
375 and 354 nm was registered (see Figure 2b) along with
shoulders at 436 and 414 nm. The final absorption was qualita-
tively and quantitatively close to that reported in the literature
for the TCB radical anion (see Table 1). Thus, conversion was
deemed to be complete, with a 0.15 quantum yield of formation
of TCB*". Readmitting air in this case caused the disappear-
ance of the color and the full regeneration of the starting nitrile,
as confirmed by chromatographic analysis.

Exactly the same behavior was observed by using triethylamine
(TEA) as the donor. It is noteworthy from the practical point of
view that with OXA the TCB"™ was formed at about the same
rate also in a nitrogen- or argon-flushed solution, whereas with
TEA and the other donors discussed below a more rigorous
deaeration such as the freeze—pump—thaw method was required.
Again similar was the behavior of triisopropylamine, which
showed a somewhat lower quantum yield (0.08), however, in
the formation of TCB*™. The use of diethylamine (Et,NH) led
initially to the accumulation of the TCB*™ absorption up to ca.
2/3rd of the maximum value with TEA, but then a different
evolution began to manifest. In this case, oxygen quenching
eliminated the radical anion but left some absorption (with
maxima at 390 and 290 nm). With N-(methylamino)ethanol
(MAE) a lesser amount of TCB*™ was formed and the new

absorption at 290 nm, as above, was apparent already during the
irradiation (not shown). On the other hand, the TCB"™ spectrum
did not develop in the presence of DABCO. In this case, TCB
was only sluggishly consumed, and a new absorption band with
a maximum at 380 nm grew, which was unaffected when air
was readmitted.

The investigation was then extended to further acceptors by
using TEA and OXA, which had demonstrated to be the best
donors for the accumulation of the acceptors radical anions.
Actually, almost superimposable results were obtained, and in
the following, only the results with the latter donor are
mentioned.

The irradiation of a 5 x 1074 M solution of 1,2,4-TrCB in the
presence of OXA resulted in the development of a new absorp-
tion band, with sharp peaks at 351 and 433 nm and a broad
shoulder around 400 nm, fully reversed on readmitting air. The
signals were attributed to the 1,2,4-TrCB radical anion, to the
best of our knowledge not previously characterized (see
Figure 3a), on the basis of the analogy with TCB*". This was
not the case for 1,3,5-TrCB, where little if any of the radical
anion [35,41,42] was formed and an irreversible modification of
the spectrum occurred. Indeed none of the maxima known in
the literature for this radical anion (532, 342 and 332 nm) devel-
oped [35].
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Figure 1: Reduction potential (versus SCE) of the ground and excited state of acceptors and oxidation potential of the ground-state donors examined

in this work. @Value measured in the present work (see Experimental).
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Figure 2: UV-monitoring of: (a) a 2 x 107 M solution of TCB in the presence of BusSn (1072 M) and (b) a 1.5 x 10™* M solution of TCB in the pres-
ence of OXA (5 x 1072 M) in freeze—pump-thaw deoxygenated MeCN (Ajrr = 313 nm) from O (black line) to 15 min (red line).
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Figure 3: Absorption spectra of a freeze—pump—thaw deoxygenated MeCN solution irradiated at 313 nm of (a) 1,2,4-TrCB (5 x 107# M) in the pres-

ence of OXA (5.0 x 1072 M), 20 min irradiation; (b) DCN (2 x 107# M) in the presence of OXA (5.0 x 1072 M) and BugNH,POy4 (5 x 1073 M), 60 min ir-
radiation; (c) DCP (7.5 x 1075 M) and OXA (5.0 x 1072 M), 3 min irradiation; (d) DCP-Me (7.5 x 107° M) and OXA (5.0 x 1072 M), 3 min irradiation; (e)
ME (4 x 10™* M) in the presence of OXA (5.0 x 1072 M) after 2 (red) and 30 (blue) min irradiation and after air equilibration of the 30 min photolyzed

solution (green); (f) PME (4 x 107 M) in the presence of OXA (5.0 x 1072 M) after 2 (red) and 30 (blue) min irradiation and after air equilibration of the

30 min photolyzed solution (green).

Analogously, in the case of DCN the corresponding radical
anion [40] was not detected, while a broad, non-oxygen-sensi-
tive band at ca. 390 nm was observed. On the other hand, when

the same irradiation was performed after the addition of

BuyNH,PO4 (5 x 1073 M) the formation of pale green DCN"~
occurred with moderate efficiency (30% yield based on the € of
DCN"~ reported in the literature, 3578 L mol™' ecm™! at 512 nm
[40]; see Figure 3b). As for DCA, only a tiny amount of the
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radical anion [35] was generated (data not shown). A purple
color and conspicuous bands developed in the case of phthal-
imides DCP and DCP-Me, with sharp peaks at 577-578 and
535-536 nm and a broad band at ca. 400 nm (see Figure 3¢ and
Figure 3d), reversible with air. These were attributed to the
corresponding radical anions, not previously characterized, but
fitting with a computational prediction of 559 nm for the radical
anion of the unsubstituted N-methylphthalimide [43]. Finally,
with both of the aromatic esters investigated, the bands of the
corresponding pink radical anions (ME, 368 and 527 nm [44];
PME, 371 and 533 nm, BuyNH,PO,4 added) were initially
formed, but prolonged irradiation caused the formation of
different absorption bands around 335 and 440 nm (see
Figure 3e and Figure 3f). The former signals disappeared after
air equilibration, while the latter persisted. Chromatographic
analysis showed the formation of a strongly polar product (not
identified).

Discussion

Figure 2 and Figure 3 and comparison with the literature allow
us to classify the behavior of the acceptors into three groups.
Polycyanobenzenes (with the exception of 1,3,5-TrCB) and
cyanophthalimides form conspicuously the radical anion.
Where known (as in the case of TCB), the spectrum corre-
sponds closely to that reported (with small differences due to
the different medium), and the intensity of the signals observed
suggests that the conversion is almost complete. The accumula-
tion of such species up to quantitative yield is demonstrated in

But

'S -
Bu" J1CB_ ArBuCN~

- M633n+

TCB* TCB' R
P TCB +

@ BET
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neat MeCN. This can be related to extensive localization of the
charge at the electronegative atoms, which makes these radical
anions nonbasic and not nucleophilic [19,23,38]. In the second
group, DCN gives a much less than unitary amount (ca. 30%) of
the radical anion, and DCA barely a trace. This is reasonably
related to the lower charge delocalization on the nitrogen atoms
with respect to the above benzonitriles. In accordance with this
idea, the DCN radical anion has been shown to accumulate to a
larger degree in the presence of salts that afford a better stabi-
lization. Finally, the esters accumulate to a certain extent (ca.
30%), but at this level, within the time of the steady-state exper-
iments, they begin to undergo some decomposition. These
radical anions have been reported to undergo loss of the alkyl
group [45], and this reasonably explains the observed irre-
versible decomposition. The notes above define the require-
ment for accumulation of radical anions: no chemical reaction
(and this excludes esters) and sufficient stabilization by both
aromatic substituent and medium.

On the other hand, the choice of the donor is equally decisive,
because of the different reactivity of the corresponding radical
cations. These may be classed again in three groups: those that
undergo exclusively BET (Scheme 2, path a'), those that
undergo an irreversible reaction not involving the radical anion
(path b'), and those that react with it (path c').

Thus, tertiary amines are known to undergo deprotonation from

the a-position to produce a radical that is in turn easily oxidized

“CN_ Ar—Bu

Ar = tricyanophenyl

CHR,"

N
TCB™™
TCB (persistent)
Ry R\-R | EtsN iPrsN OXA
' b" I MAE  Et,NH
‘CRy" R," 2
2 (in part) (in part)
coupling MAE  Et;NH
products | (in part) (in part)

Scheme 2: Mechanistic scheme.
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to the iminium cation. In the present examples, such radicals are
oxidized by the ground-state sensitizer (E = —1.12 V versus
SCE for the a-aminoradical resulting from TEA, see path f in
Figure 4 [46] and path b" in Scheme 2). In this way, radical
cations are destroyed, and a second equivalent of TCB"™ is
generated and accumulated. The quantum yield is 2ky /(ky +
ky), although the measured value (0.15) is probably lower than
the ideal value because of side processes in solution. Notice
that, although TEA and OXA form TCB*™ at the same rate in
rigorously deaerated solutions, only the latter donor allows
accumulation in solutions that have been merely nitrogen
flushed and capped. Separation of radical ions appears to be
faster in OXA due to conformational factors, in particular the
steric bulk of the methyl groups. The more efficiently formed
radicals scoop away traces of oxygen still present under these

conditions.

'TCB/TCB™~

Bu,Sn"/Bu,Sn

EtN/ELN

DABCO/DABCO

Redox Potential [E vs SCE]

TCB/TCB'!k

CH,-"CH-NEt,/CH,-"CH-NEt,

Figure 4: Thermodynamics of the redox processes discussed (solid
arrows represent exergonic electron donation in the sense indicated).
Thus, Et3N, BusSn and DABCO all are oxidized by 'TCB (ET; purple
arrows). Likewise BET from TCB*~ is always viable and is the only
possibility for DABCO (path a). EtsN"* cleaves and the radical gener-
ated is oxidized by TCB (path B), whereas this is not possible for the
Bu’ radical formed by cleavage of the stannane (the potential of the
Bu*/Bu’ couple is approximated here by that of the ethyl cation/ethyl
radical couple [47]).

Likewise, in accordance with the role of amine radical cation
deprotonation, is the fact that, of the two further tertiary amines,
iPr3N causes a somewhat slower accumulation (the con-
formation of the radical cation is known to be less favorable for
deprotonation) [48-50], and DABCO (for which deprotonation
is impossible [51,52]) causes no detectable formation of TCB*".
Indeed, previous laser flash photolysis experiments had shown
that DABCO formed the TCB radical anion on the nanosecond
time scale just as the other tertiary amines [53]. However, no
reaction able to eliminate radical cations was viable in this case,
and thus BET predominated (path a' in Scheme 2 and path o in
Figure 4).

Beilstein J. Org. Chem. 2013, 9, 800-808.

Irreversible decomposition of TCB takes place to a small extent
with DABCO, but it is much more conspicuous with secondary
amines and the only path with the stannane. Radical cations of
secondary amines are rather acidic (pK, = 5.3 for EtNH'" [54])
and undergo both a-C—H and N-H deprotonation, the latter
process being also kinetically favored. Furthermore, the aminyl
radical has been reported to couple with cyanoaromatics in a
nonreversible process as reported by Correa et al. [55]. This
justifies the formation of a stable photoproduct non-reoxidized
by oxygen (path c' in Scheme 2). As for the stannane, cleavage
of the radical cation to give Bu3Sn™ and Bu" is favored. The
C-centered radical is not oxidized by TCB"™ (see Figure 4) but
couples with it, resulting in efficient ipso-substitution of the
nitrile (® 0.40) [18]. Thus, only path b' alone leads to the accu-

mulation of the radical anion.

Conclusion

The above experiments evidence the possibilities and the
requirements for accumulating radical anions of electron-with-
drawing substituted aromatics in neat organic solution. Apart
from the spectroscopic interest, these data have a bearing on the
mechanism of ET reactions such as those in Scheme 1 and
Scheme 2. Aliphatic radical cations absorb poorly and are diffi-
cult to detect, but the conspicuous absorbance of the accompa-
nying aromatic radical anions (the spectroscopic properties of
which have been gathered in Table 1) gives most of the required
information about the kinetic viability of the processes
competing, offering through their bright colour a sort of litmus
test for their evolution.

Experimental

The photochemical acceptors TCB, DCA, as well as the donors
triethylamine (Et3N), triisopropylamine (iPr3N), 1,4-diazabi-
cyclo[2.2.2]octane (DABCO), diethylamine (Et;NH) and 2-(N-
methylamino)ethanol (MAE) were commercially available.
1,3,5-TrCB [56], 1,2,4-TrCB [56], DCN [57], DCP [10], DCP-
Me [10], ME [58], PME [11] and OXA [59] were obtained by
known procedures. Since oxygen could interact with the photo-
generated radical anions, resulting in a back oxidation [6], all of
the experiments were carried out in freeze—pump—thaw deoxy-
genated solutions, except where otherwise noted. The exam-
ined solutions were irradiated on an optical bench equipped
with a 150 W high-pressure mercury lamp, (Ajrr = 313 nm).
The electrochemical properties of TCB [8,9], DCN [8,9], DCA
[8,9], DCP [10], DCP-ME [10], ME [45], PME [28], Et3N [60],
iPr3N [61], DABCO [61] and BuySn [62] were available in the
literature. Electrochemical measurements (cyclic voltammetry)
on the other compounds (Et;NH, MAE, OXA, 1,3,5-TrCB and
1,2,4-TrCB) were performed on 5 X 1072 M solutions of the
analyte in a three-electrode cell (volume 10 mL; n-BuyNClOy4
0.1 M as the supporting electrolyte) with glassy carbon (dia-
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meter 2 mm) as the working electrode, Pt wire as the auxiliary
electrode, and Ag/AgCl (3 M NaCl) as the reference electrode.
Scan speed was 50 mV s~ !. The potential range investigated
was 0/+2.5 V for oxidation and 0/-2.5V for reduction pro-
cesses. The electrochemical measurements were carried out by a

BASi computer-controlled electrochemical analyzer. The poten-

tials measured were then referred to SCE, applying the equa-
tion E (versus SCE) = E (versus Ag/AgCl; 3 M NaCl) — 35 mV.
The redox potential of the excited state of compounds TCB
[8,9], DCN [8.,9], DCA [8.,9], DCP [10] and DCP-ME [10] were
taken from the literature, whereas the redox potentials of the
excited state of 1,3,5-TrCB [21], 1,2,4-TrCB [21], ME [58] and
PME [28] were determined by the Rehm—Weller equation [63].
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Abstract

Background: Localized singlet diradicals are in general quite short-lived intermediates in processes involving homolytic bond-
cleavage and formation reactions. In the past decade, long-lived singlet diradicals have been reported in cyclic systems such as
cyclobutane-1,3-diyls and cyclopentane-1,3-diyls. Experimental investigation of the chemistry of singlet diradicals has become
possible. The present study explores the substituents and the effect of their substitution pattern at the C(1)-C(3) positions on the
lifetime of singlet octahydropentalene-1,3-diyls to understand the role of the substituents on the reactivity of the localized singlet

diradicals.

Results: A series of singlet 2,2-dialkoxy-1,3-diaryloctahydropentalene-1,3-diyls DR were generated in the photochemical denitro-
genation of the corresponding azoalkanes AZ. The ring-closed products CP, i.e., 3,3-dialkoxy-2,4-diphenyltri-
cyclo[3.3.0.02*]octanes, were quantitatively obtained in the denitrogenation reaction. The first-order decay process (k = 1/t) was
observed for the fate of the singlet diradicals DR (Apax ~ 580—-590 nm). The activation parameters, AH+ and AS%, for the ring-
closing reaction (c-bond formation process) were determined by the temperature-dependent change of the lifetime. The energy
barrier was found to be largely dependent upon the substituents Ar and Ar’. The singlet diradical DRf (Ar = 3,5-dimethoxyphenyl,
OCH,Ar’ = OCHj,(3,5-dimethoxyphenyl)) was the longest-lived, 1593 = 5394 £ 59 ns, among the diradicals studied here. The life-
time of the parent diradical DR (Ar = Ph, OCHyAr’ = OCH3) was 299 + 2 ns at 293 K.

Conclusion: The lifetimes of the singlet 1,3-diyls are found to be largely dependent on the substituent pattern of Ar and Ar’ at the
C(1)-C(3) positions. Both the enthalpy and entropy effect were found to play crucial roles in increasing the lifetime.
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Introduction

Localized singlet diradicals are key intermediates in processes
involving the homolytic bond-cleavage and formation reactions
(Figure 1) [1,2]. The singlet diradicals are, in general, quite
short-lived species due to the very fast radical-radical coupling
reaction [3]. However, in the past decade, the singlet diradicals
have been observed or even isolated in cyclic systems such as
cyclobutane-1,3-diyls [4-20] and cyclopentane-1,3-diyls [17,21-
26]. Detailed experimental study of singlet diradical chemistry
is thus now possible using the long-lived localized singlet dirad-
icals.

AR

Figure 1: Localized singlet diradicals.

So far, we have studied singlet diradical chemistry using long-
lived 2,2-dialkoxy-1,3-diphenyloctahydropentalene-1,3-diyls
DR with a singlet ground state, which can be cleanly generated
by the photochemical denitrogenation of the corresponding
azoalkanes AZ (Scheme 1). The 2,2-electron-withdrawing-
group-substituted singlet 1,3-diradicals are categorized as
Type-1 diradicals [1,27], which possess a m-single-bonding
character (—n—, closed-shell character) between the two radical
sites. The role of the alkoxy group (OR) on the lifetime (k= 1/1)
was investigated by combined studies of experiments and
quantum chemical calculations [26,28]. The steric repulsion
between the alkoxy group and the phenyl ring, which is indi-
cated in the transition-state structure for the ring-closing reac-
tion (Scheme 1), was found to play an important role in deter-
mining the energy barrier of the ring-closing process,

Beilstein J. Org. Chem. 2013, 9, 925-933.

793 = 292 ns (DRa: OR = OCH3, Apax = 574 nm) and 2146 ns
(DRb: OR = OC;oHz1, Apax = 572 nm) [26]. The study
prompted us to further investigate the kinetic stabilization of the
singlet diradical species.

In the present study, the effect of the bulky 3,5-dimethoxy-
phenyl group substituent was investigated on the lifetime of the
localized singlet diradicals. Thus, the aryl substituent was intro-
duced at C(1), C(2), or/and C(3) positions of the diradicals
DRd-g, and the substituent effects on the lifetime of the singlet
diradicals were compared with the lifetime of a phenyl-group-
substituted diradical DRe and the parent diradical DRa. The
laser flash photolysis technique was used for the generation of
DRec-g from the corresponding azoalkanes AZc—g (Scheme 2).

Results and Discussion

Synthesis of AZc—g and their steady-state photolyses. The
precursor azoalkanes AZc—g were prepared in an analogous
method to the synthesis of AZa,b [28] (Scheme 3). Pyrazoles
3c—f were synthesized in the reaction of tetrazines 1 (Ar = Ph or
3,5-dimethoxyphenyl) with 2,2-dialkoxy-5,5-dimethyl-A3-
1,3,4-oxadiazolines 2 [29], which are the precursor of the
dialkoxycarbene (Scheme 3a). Azoalkanes AZc—f (Apax =~
360 nm with € = 100) were obtained by a cycloaddition reac-
tion with cyclopentadienes, and followed by a hydrogenation
reaction [30,31]. The synthesis of AZg (Ar = 3,5-dimethoxy-
phenyl, Ar’ = H) was performed from the corresponding 1,3-
diketone 4 (Scheme 3b). 2,2-Dimethoxy-1,3-diarylpropane-1,3-
dione 5g was prepared from 1,3-dione 4 (R = 3,5-dimethoxy-
benzene) according to the method of Tiecco [32]. Pyrazole 3g
was then synthesized by the reaction with hydrazine hydrate.
AZg was obtained by the Diels—Alder [4 + 2]-cycloaddition
with cyclopentadiene and hydrogenation using PtO, as a cata-

Ph hv  pn Ph Pi- Ph Ph Ph
PH OR k=1t
RO
AZa,b I DRa,b CPa,b
a b
RO_ OR
OR OCH; OCyoH
Ph Ph | 3 10121

tat203K | 292ns 2146 ns

Scheme 1: Alkoxy group effect on the lifetime of m-single-bonded species DR.
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Ar Ar Ar Ar
N 0
N7|_Ar E g ) o_0
Ar OCHA" _™ _ A A EUE A Ar
Ar'H,CO N
AZc—g
DRc—-g CPc—g
c d e f g
OCHj3 OCHg OCHj3
Ar Ph Ph Q—Q
OCHj3 OCHj OCHj3
OCHj3 OCH,
Ar' Ph Ph H
OCHj3 OCH,

Scheme 2: Generation of singlet diradicals DRc—g and their reactivity in the photochemical denitrogenation of AZc—g.

1. cyclopentadiene

T R20 OR? TFA
N=N o 0
b 2. H, PtO
A—(  p—Ar + N><O _benzene_ - A AN AT 2772 AZcf  (a)
N-N ' 120°C, 24 h N-N
N—7 in sealed tube
1 2 3c—f
1. cyclopentadiene
PhSe-SePh, (6] O MeO OMe TFA
O O (NHg)2S;08 NoH
Ar Ar 2F, Ar Ar 2. H2, Pt02
Ar Ar MeO OMe N1 Az )
MeOH N
4 59 39

Ar = 3,5-dimethoxybenzyl

Scheme 3: Synthesis of azoalkanes AZc—f and AZg.

lyst. The endo-configured structure of azoalkanes AZc—g was
determined by X-ray crystallographic analysis as well as by
NOE measurements.

The steady-state photolyses of AZc—g in benzene solution were
performed with a Xenon lamp (500 W) through a Pyrex filter
(hv > 300 nm). The ring-closed compounds CPc—g were
quantitatively obtained in the denitrogenation reaction
(Scheme 2). The quantum yields of the denitrogenation of
AZc—g were determined to be ~0.90 by comparison with those
reported for similar azoalkanes [33]. The quantitative forma-
tion of CPc—g and the high quantum yield of the denitrogena-
tion process suggest the clean generation of DRc—g in the

photoirradiation reaction of AZc—g.

Detection of singlet diradicals DRc—g. The detection of singlet
diradicals DRc—g was examined by the photochemical denitro-
genation of azoalkanes AZc—g in a glassy matrix of 2-methyl-
tetrahydrofurane (MTHF) at 80 K, [AZ] ~ 4 x 1073 mol/L, and
by the laser flash photolysis experiments of AZc—g at room
temperature in benzene solution. First of all, the MTHF matrix
solution of AZ was irradiated with a 500 W Xenon lamp
through a monochromator (Aj;y = 360 £ 10 nm). A strong
absorption band, which corresponds to DRc—g, was observed in
the visible region at 80 K (570-590 nm, Table 1), as exempli-
fied for the photoirradiation of AZe in Figure 2a. The strong
absorption bands are quite similar to those of singlet diradicals
DRa,b with A;,x = 574 nm and 572 nm [1,28], respectively.
The assignment of the strong band to the singlet diradical is
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further supported by the following facts: (a) The absorptions
obtained on photolysis in a MTHF glass were thermally persis-
tent at 80 K and resembled that of the transient absorption
spectra in solution (for example, DRe, Xy ,x = 590 nm,
Figure 2b); (b) the species were ESR-silent in the MTHF-matrix
at 80 K; (c) the lifetime of the transient was insensitive to the
presence of molecular oxygen (decay trace at 580 nm,
Figure 2¢); and (d) the activation parameters (Table 1) are
similar to those for the decay process of DRa, in particular, the
high (ca. 10'2 s71) pre-exponential Arrhenius factors (log4) are
indicative of a spin-allowed reaction to the ring-closed prod-
ucts CPc—g [34].

0.35

0.3
0.25

0.2
A OD .15

0.1
0.05

0
_0.05 400

700

500 600

wavelength / nm

Figure 2: (a) Absorption spectrum of the singlet diradical DRe in a
MTHF matrix at 80 K; (b) transient absorption spectrum of AZe
measured immediately after the laser pulse (Agxc = 355 nm); (c) tran-
sient decay trace at 580 nm and 20 °C.

Lifetime of singlet diradicals DRc—g and activation parame-
ters for the ring-closing reaction. The decay traces of the
intermediary singlet diradicals DRc—g at 293-333 K were
measured in a benzene solution by the laser flash photolysis
technique (Agxe = 355 nm). The lifetime (t = 1/k) was deter-
mined by the first-order decay rate constants (k) of DRc—g at

Table 1: Lifetimes and activation parameters of singlet diradicals DR.

C

ety DR g5k /ns? /nmb)\(g?xso K) ﬁgiﬁﬂ
1 DRa 299 573 35107
2 DRc 1305 583 39.1+0.9
3 DRd 1933 584 30.6+0.6
4 DRe 4001 592 409408
5 DRf 5394 593 422407
6 DRg 580 583 36.7 + 0.4

@Experimental errors are ca. 5%.
bjn MTHF at 80 K.

Beilstein J. Org. Chem. 2013, 9, 925-933.

580 nm, e.g., Figure 2¢ for DRe. As shown in Table 1, the life-
time of the singlet diradical was largely dependent on the
substituents Ar and Ar’. The activation parameters, AH¥, ASE,
E,, logd, were determined from the Eyring plots and Arrhenius
plots, which were obtained from the temperature-dependent
change of the lifetime (Table 1). For comparison, the lifetime of
diradical DRa (Table 1, entry 1) was also measured under
similar conditions, and determined to be 299 ns at 293 K. The
obtained lifetime was nearly the same as that obtained previ-
ously by us (292 ns) [28].

The lifetime of DRc¢ (Ar = Ar’ = Ph) was found to be 1305 ns at
293 K (Table 1, entry 2), which was ca. 4.5 times longer than
the parent DRa. On introduction of a 3,5-dimethoxyphenyl ring
at C(2) position of the 1,3-diradical, i.e., DRd (Ar = Ph, Ar’ =
3,5-dimethoxyphenyl), a further increase of the lifetime at 293
K was observed to be 1933 ns (Table 1, entry 3). The result
clearly indicates that the steric bulkiness plays an important role
in increasing the energy barrier for the ring-closing reaction.
Indeed, the activation enthalpy (AHi =36.6 kI mol™!, Table 1,
entry 3) for DRd was found to be higher than that for DRa
(AH*=32.7 kJ mol™!, Table 1, entry 1). Interestingly, the effect
of an aryl group substituent at C(1) and C(3) positions on the
lifetime was found to be larger than that at C(2); compare the
lifetime of DRe (4001 ns, Ar = 3,5-dimethoxyphenyl, Ar’ = Ph,
Table 1, entry 4) with that of DRd (1933 ns, Table 1, entry 3).
When the 3,5-dimethoxyphenyl group was introduced at all of
the C(1), C(2), and C(3) positions, the lifetime of the diradical
DRf (AG* = 42.2 kJ mol™!, Table 1, entry 5) was dramatically
increased to 5394 ns at 293 K. The activation entropy (AS* =
—27.8 and —19.4 J mol™!, Table 1, entries 4 and 5) also plays an
important role in increasing the lifetime of the singlet species. A
much shorter lifetime was found for the diradical DRg (Ar =
3,5-dimethoxyphenyl, Ar’ = H). Thus, the introduction of the
bulky substituents is needed at all positions C(1)-C(3) of the

AHEC ASte ES° c
KJmol™' Mmool K /kd mol! log A
327402  -81+12 353402 12801
335+06 -17.9+17 362406  12.3+0.1
366401  —101+11 392401 12701
333+04  —27.8+13 359404  11.8+0.1
365403  —194+10  391£03 12201
330+02 -129+10 356402 12201

CActivation parameters were determined by measurements of the lifetime of the singlet diradicals at five different temperatures in a temperature range

from 293 to 333 K.
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1,3-diradicals to increase the lifetime. The repulsive steric inter-
actions of the Ar group with the Ar’ group are suggested to play
important roles in increasing the energy barrier of the reaction
from the diradicals to the ring-closed compounds CP. The
results clearly indicate that the substituent effect using the steri-
cally bulky group is effective to prolong the lifetime of the
singlet diradicals.

Conclusion

We have succeeded in generating long-lived singlet diradical
species DRe—g, 1593 = 580-5394 ns, which were much longer-
lived species than DRa (193 = 299 ns). It was found that the
lifetimes are largely dependent on the substituent pattern of Ar
and Ar’ at the C(1)-C(3) positions of the 1,3-diyls. Thus, both
the enthalpy and entropy effect were found to play crucial roles

in increasing the lifetime.

Experimental

All reagents were purchased from commercial sources and were
used without additional purification, unless otherwise
mentioned. Azoalkanes AZc—g were prepared according to the
methods described previously (Scheme 3) and were isolated by
silica gel column chromatography and GPC column chromatog-
raphy. 'H and 13C NMR spectra were reported in parts per
million (&) by using CDCl3 or C¢Dg as internal standards.
Assignments of 13C NMR were carried out by DEPT measure-
ments. IR spectra were recorded with a FTIR spectrometer.
UV-vis spectra were taken by a JASCO V-630 spectropho-
tometer. Mass-spectrometric data were measured by a Mass
Spectrometric Thermo Fisher Scientific LTQ Orbitrap XL,
performed by the Natural Science Center for Basic Research
and Development (NBARD), Hiroshima University.

Preparation of diazenes AZc—g

3,6-Diaryl-1,2,4,5-tetrazine 1. 3,6-Diphenyl-1,2,4,5-tetrazine
was purchased and directly used. The preparation of 3,6-(3,5-di-
methoxyphenyl)-1,2,4,5-tetrazine (Ar = 3,5-dimethoxyphenyl)
is as follows: In a 50 mL round-bottom flask, benzonitrile
(3.7 g, 22.7 mmol) was dissolved in 10 mL of absolute ethanol.
Hydrazine (3.6 mL, 90 mmol) and sulfur (0.43 g, 13.5 mmol)
were quickly added, and the solution was stirred at room
temperature for 1 h and then heated under reflux for 3 h. The
remaining orange cake was solidified further in an ice bath. The
solid was vacuum filtered, and washed with cold ethanol
(3 x 10 mL) giving the crude dihydrotetrazine. The crude
orange solid was then placed in a 50 mL beaker and dissolved
in 20% acetic acid (15 mL) and 10 mL ether at room tempera-
ture with stirring. An aqueous solution of 10% NaNO, (20 mL)
was added to the solution in an ice bath. The immediate purple
cloudiness signifies the completion of the reaction, as well as

the evolution of brown nitric oxide gas. Vacuum filtration and

Beilstein J. Org. Chem. 2013, 9, 925-933.

washing with hot methanol (3 x 10 mL) gave the tetrazine as a
red solid (3.07 g, 81%). mp: 248-250 °C; IR (neat, cm™1):
3022, 2981, 2947, 1611, 1462, 1393, 1221, 1067, 944, 843,
683; 'H NMR (400 MHz, CDCls) & 3.88 (s, 6H), 6.60 (t, J =
2.23 Hz, 1H), 7.17 (d, J = 2.23 Hz, 2H); '3C NMR (125 MHz,
CDCl3) 6 55.68 (q, OCHj3), 105.48 (d, CH), 105.90 (d, CH),
133.44 (s, C), 161.54 (s, COCH3); ESIMS (m/z): [M + Na]*
caled for C;gHp(O4Ny, 379.13768; found, 379.13776.

5,5-Dimethyl-2,2-bis(3,5-dimethoxybenzyl)-A3-1,3,4-0xa-
diazoline (2f). A solution of (3,5-dimethoxybenzyloxy-carbon-
yl)hydrazone of acetone (1.30 g, 4.87 mmol) in CH,Cl, (5 mL)
was added dropwise to a stirred solution of Pb(OAc)4 (2.59 g,
5.84 mmol) under nitrogen. The reaction mixture was stirred in
an ice bath for 2 h, and then at room temperature for 24 h. After
the stirring, the solid was filtered over Celite and the organic
layer was washed with 10% aq NaHCO3. The mixture was
filtered again until no precipitate was deposited. The organic
phase was concentrated under reduced pressure. The corres-
ponding 3,5-dimethoxybenzyl alcohol (2.46 g, 14.6 mmol) and
TFA (0.04 mL, 0.49 mmol) were then added to the organic mix-
ture. The solution was heated to 40 °C and stirred for 24 h
before KOH pellets were added, and stirring was continued for
another 3 h. After extracting with CH,Cl,, washing with brine,
and drying by MgSOy, the organic layer was concentrated under
reduced pressure. The product was purified by column chroma-
tography (eluent: EtOAc/hexane = 30/70, R¢= 0.17) to give the
product as a yellow liquid (0.48 g, 23%). IR (neat, cm 1) 3006,
2959, 2843, 1750, 1622, 1480, 1386, 1236, 1076, 925, 846,
687; TH NMR (500 MHz, CDCl3) § 1.49 (s, 6H), 3.67 (s, 12H),
4.66 (q, J=11.8 Hz, 36.78 Hz, 4H), 6.29 (t, J = 2.21 Hz, 2H),
6.41 (d, J=2.21 Hz, 4H); 13C NMR (125 MHz, CDCl5) & 24.12
(q, CH3), 55.29 (q, OCH3), 66.72 (t, CHy), 99.94 (d, CH, Ar
ring), 105.50 (d, CH, Ar ring), 119.63 (s, C(CH3),), 136.71 (s,
C), 138.97 (s, C(OCH»Ar),), 160.83 (s, COCHj3); ESIMS (m/z):
[M + Na]* calcd for CyyHp307N,Na, 455.17887; found,
455.17899.

1,3-Bis(3,5-dimethoxyphenyl)propane-1,3-dione (4). 3,5-
dimethoxyacetophenone (2.1 g, 11.7 mmol), 3,5-dimethoxy-
benzoic acid (2.75 g, 14.04 mmol), and NaH (0.94 g,
23.4 mmol) was dissolved in THF (20 mL) under N, atmos-
phere in a 50 mL flask. The mixture was heated under reflux
(75 °C) for 14 h under a N, atmosphere, then cooled down to
room temperature. The mixture was slowly added to cold HCL
The organic layer was extracted with ether, washed with brine,
and dried with anhydrous MgSQy. The solvent was removed by
vacuum evaporator. The dry solid was then recrystallized in
methanol to give the compound as a yellow crystal (2.77 g,
69%). mp: 132 °C; IR (neat, cmfl): 3140, 3000, 2943, 1562,
1466, 1351, 1298, 1158, 1053, 842, 668; 'H NMR (500 MHz,

929



CDCl3) 6 3.78 (s, 12H), 6.56 (t, J = 2.28 Hz, 2H), 6.65 (d, J =
2.28 Hz, 4H); 13C NMR (125 MHz, CDCls) § 55.56 (q, OCH3),
93.56 (t, CH,), 104.62 (d, CH), 105.05 (d, CH), 137.52 (s, C),
160.92 (s, COCH3), 185.47 (s, OC=0); ESIMS (m/z): [M +
Na]* calcd for C;9HyoONa, 367.11521; found, 367.11456.

1,3-Bis(3,5-dimethoxyphenyl)-2,2-dimethoxypropane-1,3-
dione (5). 1,3-Dione 4 (2.76 g, 8 mmol) and diphenyl dise-
lenide (1.25 g, 4 mmol) were dissolved in methanol (50 mL),
and ammonium persulfate (3.65 g, 16 mmol) was added to the
mixture. The solution was heated under reflux for 4 h with stir-
ring under nitrogen. Then the mixture was cooled to room
temperature, and slowly added to ice water. The organic com-
pound was extracted by chloroform and purified by silica-gel
column chromatography (eluent: EtOAc/hexane = 30/70,
R¢=0.30) to give the product as a yellow liquid (2.9 g, 90%).
TH NMR (500 MHz, CDCls) & 3.41 (s, 6H), 3.77 (s, 12H), 6.59
(t,J = 2.44 Hz, 2H), 7.29 (d, J = 2.44 Hz, 4H); 13C NMR (125
MHz, CDCl3) 8 50.97 (q, C(OCHj3),), 55.53 (g, OCHj3), 103.89
(s, C), 107.22 (d, CH), 107.34 (d, CH), 135.50 (s, C), 160.66 (s,
COCHj3), 192.47 (s, C=0); IR (neat, cm™!): 3027, 2965, 2845,
1691, 1605, 1466, 1429, 1321, 1162, 1070, 1036, 863, 671,
ESIMS (m/z): [M + Na]" calcd for C1Hy40gNa, 427.13634;
found, 427.13602.

4,4-diaryloxy-3,5-diarylpyrazole (3c—f)

General Procedure. Oxadiazoline (1 mmol) was dissolved in
benzene (2 mL) in a sealed tube. The mixture was stirred with
tetrazine (1.10 mmol) in a sealed tube for 24 h at 120 °C under
nitrogen. After filtration, the crude was purified by column
chromatograph (in ca. 40% yield).

4,4-Dibenzyloxy-3,5-diphenylpyrazole (3¢). Yellow powder
(from MeOH), mp: 150151 °C; IR (neat, cm™): 3070, 3066,
2948, 2881, 1585, 1557, 1498, 1447, 1391, 1382, 1111, 970,
916, 856, 694; 'H NMR (500 MHz, CDCl3) § 4.21 (s, 4H),
7.04-7.06 (m, 4H), 7.19-7.20 (m, 6H), 7.50-7.57 (m, 6H),
8.38-8.39 (m, 4 H); 13C NMR (125 MHz, CDCl3) & 66.73 (t,
CH,), 115.96 (s, C), 127.74 (d, CH, benzyloxy), 127.95 (d, CH,
benzyloxy), 128.13 (d, CH, phenyl), 128.18 (d, CH, benzyloxy),
128.26 (d, CH, phenyl), 129.03 (d, CH, phenyl), 132.47 (s, C,
phenyl), 135.45 (s, C, benzyloxy), 167.09 (s, C); HRMS-EI
caled for Cy9Hp4N,O5, 432.1838; found, 432.1842; Ry = 0.40
(EtOAc/hexane = 30/70).

4,4-Bis(3,5-dimethoxybenzyloxy)-3,5-diphenylpyrazole (3d).
Yellow powder (from MeOH), mp: 140-141 °C; IR (neat,
em™1): 3024, 2951, 2845, 1603, 1475, 1456, 1388, 1160, 1118,
1102, 851; 'H NMR (500 MHz, C¢Dg) & 3.19 (s, 12H), 4.21 (s,
4H), 6.28 (d, J = 2.36 Hz, 4H), 6.42 (t, J = 2.36 Hz, 2H), 7.07
(d, J = 8.15 Hz, 6H, phenyl), 8.68 (m, 4H, phenyl); 3C NMR
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(125 MHz, C¢Dg) 6 55.76 (q, OCH3), 67.11 (t, CHy), 100.99 (d,
CH, aryl), 106.15 (d, CH, aryl), 116.69 (s, C), 128.35 (d, CH,
phenyl), 128.77 (s, C), 129.24 (d, CH, phenyl), 132.30 (d, CH,
phenyl), 138.40 (s, C), 161.30 (s, C), 167.29 (s, C); ESIMS
(m/z): [M + Na]* caled for C33H3,04N;Na, 575.21526; found,
575.21387; Ry = 0.27 (EtOAc/hexane = 30/70).

4,4-Dibenzyloxy-3,5-bis(3,5-dimethoxyphenyl)pyrazole (3e).
Yellow powder (from MeOH), mp: 183-184 °C; IR (neat,
em™): 3025, 2952, 2847, 1605, 1551, 1456, 1426, 1371, 1160,
1117, 849, 670; 'H NMR (500 MHz, C¢Dg) 8 3.33 (s, 12H),
4.31 (s, 2H), 6.78 (t, J = 2.28 Hz, 2H), 6.93-7.01 (m, 10H),
8.02 (t, J = 2.28 Hz, 4H); 13C NMR (125 MHz, C¢Dg) & 55.06
(g, OCH3), 67.02 (t, CHy), 105.54 (d, CH, aryl), 106.52 (d, CH,
aryl), 116.22 (s, C), 128.59 (d, CH, phenyl), 128.45 (d, CH,
phenyl), 128.19 (d, CH, phenyl), 130.47 (s, C, aryl), 136.24 (s,
C, phenyl), 161.81 (s, COCH3), 167.53 (s, C); ESIMS (m/z):
[M + H]" caled for C33H33Ng05, 553.23331; found, 553.23267;
R¢=0.13 (EtOAc/hexane = 20/80).

4,4-Bis(3,5-dimethoxybenzyloxy)-3,5-bis(3,5-dimethoxy-
phenyl)pyrazole (3f). IR (neat, cm™!): 3010, 2942, 1605, 1552,
1441, 1371, 1140, 1120, 849; '"H NMR (500 MHz, CDCl3) &
3.24 (s, 12H), 3.34 (s, 12H), 4.36 (s, 6H), 6.38 (d, J = 2.36 Hz,
4H), 6.43 (t, J = 2.36 Hz, 2H), 6.70 (t, J = 2.28 Hz, 2H), 8.04
(d, J = 2.28 Hz, 4H); 13C NMR (125 MHz, C¢Dg) & 54.74 (q,
OCH3), 55.03 (q, OCH3), 67.19 (t, CHy), 101.16 (d, CH),
105.71 (d, CH), 106.08 (d, CH), 106.28 (d, CH), 116.36 (s, C),
130.46 (s, C), 138.47 (s, C), 161.33 (s, COCH3), 161.77 (s,
COCHj3;), 167.58 (s, C); ESIMS (m/z): [M + Na]* calcd for
C37H40010N2Na, 695.25752; found, 695.25775; Rf =0.17
(EtOAc/hexane = 30/70).

4,4-Dimethoxy-3,5-bis(3,5-dimethoxyphenyl)pyrazole (3g).
To a solution of 1,3-bis(3,5-dimethoxyphenyl)-2,2-
dimethoxypropane-1,3-dione (2.8 g, 6.92 mmol) in chloroform
(10 mL) was added dropwise NH,NH,-H,O (0.40 mL,
8.30 mmol). The mixture was heated under reflux and kept
under stirring for 6 h. The reaction was quenched with HCI. A
solution of 10% NaHCO3; was added to the mixture. After
extraction with chloroform, the organic phase was washed with
brine, dried with Na;SQOy, concentrated and then purified by
column chromatography to give 3g in 89.6% yield. mp:
179-180 °C; 'H NMR (500 MHz, CDCl3) & 3.04 (s, 6H), 3.83
(s, 12H), 6.62 (t, J = 2.28 Hz, 2H), 7.40 (d, J = 2.28 Hz, 4H);
13C NMR (125 MHz, CDCl3) & 51.93 (q, CH3), 55.52 (q,
OCHj3), 105.21 (d, CH,), 105.27 (d, CH), 116.91 (s, C), 129.23
(s, C), 161.00 (s, COCH3), 166.84 (s, C); IR (neat, cm™1): 3012,
2951, 1597, 1548, 1427, 1375, 1158, 1125, 1062, 980, 844;
ESIMS (m/z): calcd for Cy1Hy5NgO,, 401.17071; found,
401.17041; Ry = 0.10 (EtOAc/hexane = 20/80).
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endo-2,3-Diazo-10,10-diaryloxy-1,4-
diaryltricyclo[5.2.1.059]dec-2-ene (AZc—g)

General procedure. To a solution of cyclopentadiene (1 mL)
and pyrazole (2 mmol) in CH;Cl, (2 mL) was added dropwise
trifluoroacetic acid (1 mmol) in an ice bath under nitrogen. The
reaction was traced by TLC analysis. After stirring for about
15 min, the reaction was quenched with 10% aq NaHCOj3 until
the pH of the solution reached 8. After washing with water and
brine, the organic phase was dried with MgSQy, then filtered
and concentrated. The [4 + 2] cycloadduct was dissolved in
benzene (2 mL), and 5 mg of PtO, was added as a catalyst. The
mixture was stirred under a hydrogen atmosphere for 24 h at
room temperature. After stirring, the catalyst was removed by
filtration over Celite, and the solvent was evaporated under
reduced pressure. The product was purified by column chro-
matograph to give the product as colorless liquid (ca. 60%). The
endo configuration was determined by NOE measurements.

endo-2,3-Diazo-10,10-dibenzyloxy-1,4-diphenyltri-
cyclo[5.2.1.05-%|dec-2-ene (AZc). IR (neat, cm™!): 3037, 2968,
2886, 1739, 1607, 1498, 1456, 1387, 1139, 1085, 1029, 702;
UV (MTHF) Apayx 365 (e 106.7); 'H NMR (500 MHz, C¢Dg) 8
1.20-1.75 (m, 6H), 3.69 (t, J = 5.13 Hz, 2H), 4.15 (s, 2H), 4.29
(s, 2H), 6.90-8.19 (m, 20H, overlapping with CgHg); '3C NMR
(125 MHz, C¢Dg) 6 25.96 (t, CH,, cyclopentane), 28.16 (t,
CHj,, cyclopentane), 49.27 (d, CH, cyclopentane), 66.16 (t,
COCHjy), 66.34 (t, OCHy), 94.83 (s, C), 119.57 (s, C), 126.66
(d, CH), 126.87 (d, CH), 127.33 (d, CH), 128.61 (d, CH),
128.71 (d, CH), 129.01 (d, CH), 137.22 (s, C), 138.13 (s, C),
138.19 (s, C); HRMS-EI (m/z): caled for C34H37,0,N5,
500.6301; found, 500.2462. R¢= 0.57 (EtOAc/hexane = 20/80).

endo-2,3-Diazo-10,10-bis(3,5-dimethoxybenzyloxy)-1,4-
diphenyltricyclo[5.2.1.05]dec-2-ene (AZd). IR (neat, cm™!):
3022, 2966, 2844, 1751, 1603, 1473, 1326, 1162, 1072, 930,
844, 703; UV (MTHF) Aax 364 (€ 175.1); 'H NMR (500 MHz,
CDCl3) 6 1.25-1.66 (m, 6H), 3.68 (s, 6H), 3.70 (t, J = 5.33 Hz,
2H), 3.75 (s, 6H), 3.89 (s, 2H), 4.12 (s, 2H), 6.07 (d, J = 2.36
Hz, 2H), 6.24 (t, J = 2.36 Hz, 1H), 6.30 (d, J = 2.36 Hz, 2H),
6.36 (t, J=2.36 Hz, 1H), 7.40-8.03 (m, 10H); '3C NMR (125
MHz, C¢Dg) 6 26.21 (t, CHj, cyclopentane), 28.34 (t, CH,,
cyclopentane), 49.42 (d, CH, cyclopentane), 55.69 (q, OCHj3),
55.74 (g, OCH3y), 66.17 (t, COCH,), 95.15 (s, C), 99.80 (d,
CH), 100.00 (d, CH), 104.26 (d, CH), 105.04 (d, CH), 119.54
(s, C), 128.55 (d, CH), 128.92 (d, CH), 128.96 (d, CH), 136.67
(s, C), 140.41 (s, C), 140.67 (s, C), 161.00 (s, C) , 161.28 (s, C);
ESIMS (m/z): [M + H]* caled for C3gH4106N,, 621.29591;
found, 621.29449; Ry = 0.27 (EtOAc/hexane = 20/80).

endo-2,3-diazo-1,4-bis(3’,5’-dimethoxybenzyloxy)-10,10-
dibenzyloxytricyclo[5.2.1.05-%]dec-2-ene (AZe). IR (neat,
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em™1): 3014, 2972, 1600, 1461, 1450, 1357, 1157, 1069, 973,
856; UV (MTHF) Amax 365 (e 184.2); 'H NMR (500 MHz,
Cg¢Dg) 8 1.20-1.83 (m, 6H), 3.41 (s, 12H), 3.57 (t, J = 4.47 Hz,
2H), 4.31 (s, 2H), 4.46 (s, 2H), 6.68 (t, J = 2.28 Hz, 2H), 6.95
(d, J = 2.28 Hz, 4H), 7.02-7.57 (m, 10H, overlapping with
CgDg); 13C NMR (125 MHz, C¢Dg) 8 26.13 (t, CHy, cyclopen-
tane), 28.19 (t, CH,, cyclopentane), 49.50 (d, CH, cyclopen-
tane), 54.91 (q, OCHj3), 66.04 (t, COCH,), 66.32 (t, COCH,),
94.96 (s, C), 101.03 (d, CH), 107.11 (d, CH), 119.74 (s, C),
127.00 (d, CH), 127.16 (d, CH), 127.38 (d, CH), 127.72 (d,
CH), 128.54 (d, CH), 128.60 (d, CH), 138.19 (s, C), 138.24 (s,
C), 139.58 (s, C), 161.62 (s, C); ESIMS (m/z): [M + Na]* caled
for C3gH49O¢N,Na, 643.27786; found, 643.27802.

endo-2,3-Diazo-1,4-bis(3,5-dimethoxybenzyloxy)-10,10-
bis(3,5-dimethoxyphenoxy)tricyclo[5.2.1.05-%|dec-2-ene
(AZf). IR (neat, cm™1): 3009, 2965, 2842, 1606, 1467, 1430,
1352, 1160, 1070, 1057, 943, 840; UV (MTHF) Apax 365 (¢
249.6); '"H NMR (500 MHz, C¢Dg) & 1.20—1.80 (m, 6H), 3.23
(s, 6H), 3.32 (s, 6H), 3.44 (s, 12H), 3.60 (t, J = 5.37 Hz, 2H),
4.38 (s, 2H), 4.56 (s, 2H), 6.33 (d, J=2.29 Hz, 2H), 6.40 (t, J =
2.29 Hz, 1H), 6.46 (t, J = 2.29 Hz, 1H) 6.54 (d, J = 2.29 Hz,
2H), 6.64 (t, J = 2.28 Hz, 2H), 7.62 (d, J = 2.28 Hz, 4H); 13C
NMR (125 MHz, CgDg) 6 26.11 (t, CH,, cyclopentane), 28.16
(t, CHj, cyclopentane), 49.52 (d, CH, cyclopentane), 54.69 (q,
OCHj3), 54.81 (q, OCHj3), 54.91 (2xq, OCH3), 65.93 (t,
COCH,), 66.32 (t, COCHjy), 95.11 (s, C), 100.08 (d, CH),
100.32 (d, CH), 100.92 (2xd, CH), 104.62 (s, C), 104.70 (s, C),
107.23 (2xs, C), 119.91 (s, C), 139.46 (2xs, C), 140.66 (s, C),
140.77 (s, C), 161.33 (2xs, C), 161.58 (s, C), 161.62 (s, C);
ESIMS (m/z): [M + Na]* calcd for C4oH43019N>Na,
763.32012; found,763.32043.

endo-2,3-Diazo-1,4-bis(3,5-dimethoxybenzyloxy)-10,10-
dimethoxytricyclo[5.2.1.05%]dec-2-ene (AZg). IR (neat,
em™1): 2973, 2846, 1602, 1464, 1359, 1158, 1088, 1022, 942,
848; UV (MTHF) hpmax 364 (¢ 169.9); '"H NMR (500 MHz,
Cg¢Dg) 6 0.9-1.75 (m, 6H), 2.69 (s, 3H), 2.80 (s, 3H), 3.36 (t, J
= 5.49 Hz, 2H), 3.42 (s, 12H), 6.64 (t, J= 2.28 Hz, 2H), 7.48 (d,
J=12.28 Hz, 4H); 13C NMR (125 MHz, C¢Dg) & 26.08 (t, CH,,
cyclopentane), 28.16 (t, CH,, cyclopentane), 49.29 (d, CH,
cyclopentane), 51.46 (q, OCH3), 51.75 (q, OCHj3), 51.92 (2xq,
OCH3), 94.65 (s, C), 100.30 (d, CH), 107.33 (d, CH), 119.76 (s,
C), 139.86 (s, C), 161.52 (s, C); ESIMS (m/z): [M + Na]* caled
for CyH3,0¢N,Na, 491.21526; found, 491.21466.

General procedure for photolysis. A sample (30.0 mg) of the
diazenes AZ was dissolved in 1.0 mL of C¢Dg. The photolysis
was performed with a 500 W Xenon-lamp through a Pyrex filter
(hv > 300 nm) at room temperature (ca. 20 °C). The photolysate
was directly analyzed by NMR spectroscopy ('H: 500 MHz,
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13C: 125 MHz), which indicated the quantitative formation of
the housanes CP. The housanes CPc—g were isolated by using
silica-gel column chromatography. The spectroscopic data are
as follows:

3,3-Dibenzyloxy-2,4-diphenyltricyclo[3.3.0.0>#]octane
(CPc). 'H NMR (500 MHz, C¢Dg) 6 1.41-1.93 (m, 6H), 3.19
(d, J=6.34 Hz, 2H), 4.31 (s, 2H), 4.92 (s, 2H), 6.96-7.45 (m,
20H, overlapping with C4Dg); 13C NMR (125 MHz, C¢Dg) &
25.28 (t, CHj, cyclopentane), 28.38 (t, CH,, cyclopentane),
41.73 (d, CH, cyclopentane), 48.05 (s, C), 67.16 (t, COCH»),
69.66 (t, OCH,), 98.43 (s, C), 126.57 (d, CH), 127.26 (d, CH),
127.40 (d, CH), 127.92 (d, CH), 128.12 (d, CH), 128.35 (d,
CH), 128.46 (d, CH), 128.68 (d, CH), 130.54 (d, CH), 135.25
(s, C, phenyl), 138.59 (s, C, benzyloxy), 138.90 (s, C, benzyl-
oxy); HRMS-EI (m/z): caled for C34H3,0,, 472.2402; found,
472.2424.

3,3-Bis(3,5-dimethoxybenzyloxy)-2,4-diphenyltricyclo[3.3.0.
0>4]octane (CPd). '"H NMR (500 MHz, CDCl3) & 1.40-1.92
(m, 6H), 3.12 (d, J = 6.29 Hz, 2H), 3.22 (s, 6H), 3.37 (s, 6H),
4.35 (s, 2H), 4.99 (s, 2H), 6.31 (d, J=2.36 Hz, 2H), 6.41 (t, J =
2.36 Hz, 1H), 6.56 (d, J=2.36 Hz, 1H), 6.81 (d, J = 2.36 Hz,
2H), 7.02—7.46 (m, 10H, overlapping with C¢Dg); '3C NMR
(125 MHz, C¢Dg) 6 25.22 (t, CH,, cyclopentane), 28.34 (t,
CH,, cyclopentane), 41.68 (d, CH, cyclopentane), 48.18 (s, C),
54.68 (q, OCH3), 54.89 (q, OCH3), 67.07 (t, COCH,), 69.78 (t,
COCH),), 98.46 (s, C), 100.04 (d, CH), 100.06 (d, CH), 104.91
(d, CH), 105.94 (d, CH), 126.48 (2xd, CH, phenyl), 128.04
(2xd, CH, phenyl), 130.51 (2xd, CH, phenyl), 135.22 (2xs, C,
phenyl), 140.90 (s, C), 141.30 (s, C), 161.19 (s, COCH3),
161.64 (s, COCH); ESIMS (m/z): [M + Na]* caled for
Ci3gH410O¢Na, 615.27171; found, 615.27130.

3,3-Bisbenzyloxy-2,4-bis(3,5-dimethoxyphenyl)tri-
cyclo[3.3.0.024]octane (CPe). 'H NMR (500 MHz, C¢Dg) &
1.40-2.02 (m, 6H), 3.05 (d, J = 6.40 Hz, 2H), 3.29 (s, 12H),
4.41 (s, 2H), 4.90 (s, 2H), 6.43 (t, J=2.28 Hz, 2H), 6.80 (d, J =
2.28 Hz, 4H), 6.86—7.34 (m, 10H, overlapping with C¢D); 13C
NMR (125 MHz, C¢Dg) 6 25.44 (t, CH,, cyclopentane), 28.43
(t, CH,, cyclopentane), 41.82 (d, CH, cyclopentane), 48.47 (s,
C), 54.78 (q, OCH3), 67.44 (t, COCH,), 69.51 (t, COCHjy),
98.39 (s, C), 99.22 (d, CH), 108.88 (d, CH), 127.19 (d, CH),
127.54 (d, CH), 127.80 (d, CH), 128.06 (d, CH), 128.18 (d,
CH), 128.59 (d, CH), 137.30 (s, C), 138.50 (s, C, phenyl),
138.81 (s, C, phenyl), 160.97 (s, C); ESIMS (m/z): [M + Na]*
calcd for C3gHy49O¢Na, 615.27171; found, 615.27167.

3,3-Bis(3,5-dimethoxybenzyloxy)-2,4-bis(3,5-dimethoxy-
phenyl)tricyclo[3.3.0.024|octane (CPf). 'H NMR (500 MHz,
CgDg) 6 1.43-2.08 (m, 6H), 3.15 (d, J = 6.17 Hz, 2H), 3.30 (s,
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6H), 3.35 (s, 12H), 3.38 (s, 6H), 4.51 (s, 2H), 5.01 (s, 2H), 6.34
(d, J=2.36 Hz, 2H), 6.41 (t, J=2.36 Hz, 1H), 6.47 (t, J=2.28
Hz, 2H), 6.54 (t, J = 2.36 Hz, 1H), 6.80 (d, J = 2.36 Hz, 2H),
6.87 (d, J=2.28 Hz, 4H); 13C NMR (125 MHz, C¢Dg) & 25.46
(t, CHj, cyclopentane), 28.44 (t, CH;, cyclopentane), 41.80 (d,
CH, cyclopentane), 48.64 (s, C), 54.67 (q, OCHj3), 54.78 (q,
OCHj3), 54.89 (2xq, OCHj3), 67.29 (t, COCH,), 69.76 (t,
COCHy), 98.41 (s, C), 99.18 (2xd, CH), 100.12 (d, CH), 100.32
(d, CH), 104.93 (d, CH), 105.96 (d, CH), 108.89 (2xd, CH),
137.30 (2xs, C), 140.88 (s, C), 141.26 (s, C), 160.96 (2xs,
COCH3), 161.187 (s, COCH3), 161.59 (s, COCH3); ESIMS
(m/z): [M + Na]" caled for C4oHsg0;¢Na, 735.31397;
found,735.31415.

3,3-Dimethoxy-2,4-bis(3’,5’-dimethoxyphenyl)tri-
cyclo[3.3.0.024]octane (CPg). 'H NMR (500 MHz, C¢Dg) &
1.43-2.03 (m, 6H), 2.94 (s, 3H), 2.96 (d, J = 6.47 Hz, 2H), 3.37
(s, 12H), 3.48 (s, 3H), 6.51 (t, J = 2.28 Hz, 2H), 6.79 (d, J =
2.28 Hz, 4H); '3C NMR (125 MHz, C¢Dg) & 25.49 (t, CHa,
cyclopentane), 28.45 (t, CH,, cyclopentane), 41.83 (d, CH,
cyclopentane), 48.13 (s, C), 52.37 (q, OCH3), 54.01 (q, OCH3),
54.85 (2xq, OCH3), 98.61 (s, C), 99.05 (d, CH), 108.88 (d,
CH), 137.59 (s, COCH3), 161.07 (s, C); ESIMS (m/z): [M +
Na]* calcd for CyH3,04Na, 463.20911; found, 463.20844.
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NMR spectra of compounds 1-5, AZc—g, and CPc—g.
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A Bamberger rearrangement of N-phenylhydroxylamine, Ph—-N(OH)H, to p-aminophenol was investigated by DFT calculations for
the first time. The nitrenium ion, C¢Hs—NH™, suggested and seemingly established as an intermediate was calculated to be absent
owing to the high nucleophilicity of the water cluster around it. First, a reaction of the monoprotonated system, Ph—N(OH)H +

H30"(H,0),, (n = 4 and 14) was examined. However, the rate-determining transition states involving proton transfers were calcu-

lated to have much larger activation energies than the experimental one. Second, a reaction of the diprotonated system, Ph—N(OH)H

+ (H30%)(H,0)13, was traced. An activation energy similar to the experimental one was obtained. A new mechanism of the

rearrangement including the aniline dication-like transition state was proposed.

Introduction
The fundamental Bamberger rearrangement is defined in
Scheme 1 [1,2].

In the aqueous sulfuric acid, 4-aminophenol was afforded
exclusively by the rearrangement. On the other hand, the 2- and
4-chloro-amino derivatives were afforded when hydrochloric
acid was used. In spite of the classic and well-known reaction,

the mechanism of the Bamberger rearrangement is still unclear.

Heller et al. suggested that an Syy1 mechanism is more likely,
but the SN2 one cannot be ruled out [3]. The reaction was
proven to occur via the intermolecular rearrangement by the
180 exchange in Scheme 2 [4].

The intermolecular nature was also proven by a rearrangement

of N-ethyl-N-phenylhydroxylamine, Et~-N(OH)-Ph 3, in
methanol leading to p-(ethylamino)anisole 4 (Scheme 3) [5].
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Scheme 1: The Bamberger rearrangement. In the square bracket, the
apparent exchange of H and OH is shown.

Scheme 2: The reaction occurs through the intermolecular rearrange-
ment, on the basis that treatment of 1 in Hy['80]H,SO, provides an
['80J-incorporated p-aminophenol, 2a.

Through the kinetic measurement, the rearrangement was
claimed to occur by an Sy1 mechanism [6]. Also, it was
reported that the elimination of water from Ar-N"H,OH is rate
determining and a diprotonated species, Ar—N"H,OH,",
contributes significantly to the observed reaction rate at the
acid-catalyst concentration [H,SO4] > 0.50 mol/L. The acti-

H
H Y H_ _OH H [
\i_-OH N O—H
NG - N
®
- Mo
) | J 0
1 6
H
T A
LA L 6
: S+ -H
! O !
! © 'y, y
] ©H PeH
8b,d 8c H
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Catls, OH

OCH3

Scheme 3: A reaction of N-ethyl-N-phenylhydroxylamine, which
demonstrates that the Bamberger rearrangement does not take the
route of the direct [1,5]-OH shift.

vation energy of the rearrangement in Scheme 1 was measured
to be 24.8 kcal/mol. The Sy1 mechanism suggested by Heller et
al. [3] involves a nitrenium ion 7 as shown in Scheme 4.

In Scheme 4, a water molecule is taken off from the O-proto-
nated form 6, which leads to the nitrenium ion 7. To the para
position of the ion H,O is added, and the subsequent proton
removal and attack give the product 2H*. While the N-proto-
nated species 5 appears to be more favorable than the O-proto-
nated one 6, the former has been regarded as not being an inter-
mediate for the reaction progress. While the mechanism in
Scheme 4 appears to be established, there is a significant ques-
tion as to "...why in some cases, for example where the nucleo-
phile is water, only the 4-isomer product is formed from
phenylhydroxylamine, whereas in other cases, e.g., when
chloride ion is present, both 2- and 4-chloro isomers are
formed" [7]. This is a natural question in light of the ortho—para
orientation onto the cationic phenyl ring.

So far, there have been no theoretical studies of the rearrange-
ment, and in this study DFT calculations were carried out to

address the following three unsolved issues:

H H H H
N AN AN AN
N® N N N
@ =
7a 7b 7c 7d

H
H_ H H_ H H s H
N\, / ~. \i/
N N Ne
+H® @ -H® © +H® ©
OH H™ "OH OH OH
9 2 2H®

Scheme 4: A mechanism involving the nitrenium-ion intermediate 7. 8a is equal to 6.
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(a) Is the nitrenium ion 7 a plausible intermediate?

(b) How does the N-protonated species (5 in Scheme 4) partici-
pate in the rearrangement? The reverse route (5 — 1 + H'
needed for the reaction progress) seems to be unlikely.

(c) Why is the para-product afforded exclusively in the H,SOy4

aqueous media?

It will be shown that the size of the hydrogen-bond network of
water clusters in the diprotonated system controls the reactivity
of the rearrangement.

Theoretical calculations

The reacting systems were investigated by density functional
theory (DFT) calculations. The B3LYP [8,9] method was used
to trace the reaction path. The basis sets employed were
6-31G(d) and 6-311+G(d,p), where the latter was adopted for
the key (OH transfer) steps. For the Cl-containing model,
6-31(+)G(d) was used where the diffuse sp function is only the

chlorine atom.

Transition states (TSs) were sought first by partial optimiza-
tions at bond-interchange regions. Second, by the use of
Hessian matrices, TS geometries were optimized. They were
characterized by vibrational analyses, which checked whether
the obtained geometries have single imaginary frequencies
(v¥s). From TSs, reaction paths were traced by the intrinsic
reaction coordinate (IRC) method [10,11] to obtain the energy-
minimized geometries.

Relative energies (AEs) were obtained by single-point calcula-
tions of the B3LYP/6-311+G(d,p) method (SCRF = PCM,
solvent = water) [12-14] on the B3LYP/6-31G(d) and B3LYP/

Beilstein J. Org. Chem. 2013, 9, 1073-1082.

6-311+G(d,p) geometries and their zero-point vibrational ener-
gies (ZPEs).

All the calculations were carried out by using the Gaussian 09
[15] program package. The computations were performed at the
Research Center for Computational Science, Okazaki, Japan.

Results and Discussion

The monoprotonated reacting system

First, the possibility of the nitrenium intermediate 7 was exam-
ined by the use of a model of 7 + (H,0);g. Figure S1,
Supporting Information File 1 exhibits the assumed initial
geometry (a) and B3LYP/6-31G(d) and B3LYP/6-311+G(d,p)

optimized ones (b).

By both computational methods, the nitrenium ion disappeared,
and the 7 + (H,0)g model was converted to a geometry of
0-OH imine and H3;0%(H,0)14. The nitrenium ion was calcu-
lated to be inevitably subject to the nucleophilic attack of OH,.
This attack proceeds energetically downhill without the tran-
sition state, and the nitrenium ion was absent. Thus, there
should be a mechanism other than that in Scheme 4. Second, a
reaction model (Scheme 5) involving proton transfers was
investigated.

In the scheme, the N-protonated form Intl (i.e., 5 in Scheme 4)
undergoes the transfer via the water dimer (or trimer) at TS2.
The transfer pattern is drawn for the rearrangement to the para
position (apparently, a [1,5]-OH shift); that to the ortho one
would be a [1,3]-OH shift. Figure S2, Supporting Information
File 1 shows the three obtained TS2 geometries. Their presence
demonstrates that paths involving [1,5]- and [1,3]-shifts with
more water molecules than those in Figure S2 should be exam-
ined on an equal footing. Figure S3, Supporting Information

H\
.0,
o +2H,0 Heg'M H H
H—0 +H” H-O@ (or +3H,0) o ]#
P =
precursor, 1 H Int1, 5 H TS2
! 5
_H('D ,O\
y —2H,0 A\ H e
® _ _H
® O H (or 3H,0) 0
H™ 4 Ts4a H HY
H TS3 H

product, 2H®

Int3, 2

Int2,9 + (H50),

Scheme 5: A reaction scheme of the OH rearrangement containing one proton. Int is an intermediate. Species, 1, 2, 5, 2H* and 9, are defined in

Scheme 4.
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File 1 shows the path calculated by a model, called here tion system. TS2(I, 3H,0) and TS2(1, [1,3]-shift) were also

model(I), composed of Ph-NH(OH) and H30"(H,0),4. obtained and are shown at the end of Figure S3. Here, TS2(I,
2H,0), TS2(1, 3H,0) and TS2(I, [1,3]-shift) correspond to

The geometric changes expected in Scheme 5 were obtained: three TS2s in Figure S2, respectively.

Precursor(I) — TS1(I) — Int1(I) — TS2(I, 2H,0) — Int2(I),

Int2'(I) — TS3(I) — Int3(I) — Product(I). Here, Int2(I) and  Figure 1 shows the path calculated by a further extended reac-

Int2'(I) are isomers where the positions of water clusters are  tion system, Ph—-NH(OH) and H30%(H,0)4, called here

different. TS4(I) leading to the protonated p-aminophenol could  model(Il). This is constructed on the basis of the hydrogen-bond

not be obtained, probably owing to the limited size of the reac- network depicted in Figure 2. Again, the geometric changes

01-H2 1.790 01-H2 1383 h 01-H2 1.013
O1-H1 1.007 01-H11.405 01-H11.707
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Figure 1: Geometric changes in the reaction of model Il, (HO)HN-CgHs + H30*(H20)14 — H3N*—CgH4—OH + (H20)15.

1076



H, H
0] H H
i o-"
H/O
~H
H-0 T
H
H,o\H H O-H
O-H
H model Il

Figure 2: An assumed reaction system composed of Ph—-NHOH and
H30%(H,0)14. The green area represents the reaction region of TS2.
To protons of H30* and H,0 in the area, catalytic water molecules are
linked in the O—He+*OH, hydrogen-bond pattern.

expected in Scheme 5 were obtained: Precursor(Il) — TS1(II)
— Int1(II) — TS2(II, 2H,0) — Int2(II) — TS3(II) — Int3(1I)
— TS4(11) — Product(Il) along with TS(1I, 3H,0) and TS2(II,
[1,3]-shift). Thus, the reaction pattern predicted in Scheme 5
holds for the system Ph-NH(OH) and H;0*(H,0),, (n = 4 and
14).

Figure 3 shows the energy change of the reaction in Figure 1.
The reaction was calculated to be very exothermic

(Et + ZPE)
50 = (kcal/mol)

+43.13

TS2(11,3H20) 137 48

Beilstein J. Org. Chem. 2013, 9, 1073-1082.

(= —40.70 kcal/mol at Product(Il)). However, the activation
energies of the three TS2s, +38.59, +37.48 and
+43.13 kcal/mol, of the high-energy steps are much larger than
the experimental one, +24.8 kcal/mol [6]. Also, the three acti-
vation energies of model I in the broken box are large, +34.14,
+35.83 and 37.09 kcal/mol. Thus, although reasonable
geometric changes were obtained in Figure 1, these large ener-

gies demonstrate that the monoprotonated reaction is unlikely.

Diprotonated reacting systems

The large activation energies of TS2s in the monoprotonated
systems would arise from the poor proton-donating strength to
the oxygen of the N-O bond in the model of Scheme 5. In order
to enhance the donation, a dication system was constructed at
the left of Scheme 6. However, the bond-interchange transition
state could not be obtained in spite of many attempts. Attempts
including more water molecules also failed. An alternative
model was considered and is shown in Scheme 7. This model
was constructed in light of the results of preliminary calcula-
tions shown in Figure S4 and Figure S5, Supporting Informa-
tion File 1.

Figure S4a shows that a TS geometry was successfully obtained
in a model in which one H,O molecule is subtracted from that
in Scheme 7. However, when the size of the water cluster is

e N

OH

| +
d_H—N—H + HiO'(HO)

40 — +38.50__ . [+37.93] Precursor(lIl)
[+39.50] ;",’TSZ TS2 l
30 — (1L2H0)Y,  (IL[1,3]-shift) H
20 — HO—{_H—NE—H 4 (H,0)ss
+5.48 [ \
10 — TS1(Il) I
00 —— / W L Product(11)
0.0 . . ~
) 3
3 Int1(1l) —-14.97
10 — ¢ -0.33 TS3(N)
g | —18.25,=~—,
20 — 2 —
= Int2(1l) Y _33.31
________________ , ; .
30 — ' TS2(1,3H,0) = +37.091 \ TS4(Il)
| T82(1,2H,0) = +35.83, 38T 4070
—40 — :TSZ(I,[1,3]—shift)=+34.14: Int3(1l) Pd—t(”)
———————————————— roduc

Figure 3: Energy changes (in kcal/mol) of A(E+ZPE) by B3LYP/6-311+G(d,p) SCRF = PCM//B3LYP/6-31G(d) and by [B3LYP/6-311+G(d,p) SCRF =
PCM//B3LYP/6-311+G(d,p) at TS2] of model Il. The corresponding geometries are shown in Figure 1. In the broken box, three activation energies of
TS2(l, 2H20), TS2(1, 3H20) and TS2(l, [1,3]-shift) of Figure S3 are exhibited.
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Scheme 7: An alternative model for the OH [1,5]-rearrangement in the dication system.

enlarged, the TS structure cannot be obtained, as shown in
Figure S4b. On the other hand, a TS geometry following
Scheme 7 could be obtained as shown in Figure S5, Supporting
Information File 1. These results demonstrate that not
H30%(H,0) (in Figure S4) but H30"(H,0), (in Figure S5)
should participate in the reaction center.

On the basis of the result in Figure S5, paths in a reaction of
(HO)HN-C¢Hs + (H307),(H,0);3 — H3N*-C¢H4—OH +
(H30™)(H,0)14 were investigated and are shown in Figure 4.
This system is called here model III and is isoelectronic with
that in Figure 1.

Geometric changes similar to those in Figure 1 were obtained:
Precursor(IIT) — TS1(IIT) — Int1(III), Int1'(II) — TS2(II) —
Int2(111), Int2'(1I1) — TS3(I) — Int3(III) — TS4(I1I) — Prod-
uct(I1l) along with TS2(I11, [1,3]-shift). Geometries of TS2(III)
and TS2(III, [1,3]-shift) are like those of the aniline dication
and (H2O)16-

Figure 5 shows the energy change of the reaction in Figure 4.
The rate-determining step is TS2, and TS2(IIL,[1,3]-shift) =
+32.20 kcal/mol is much larger than TS2(IIl) =
+26.25 kcal/mol. The latter value is close to the experimental
one, +24.8 kcal/mol [6], and the superiority of the [1,5]-OH
shift over the [1,3]-OH one is clearly indicated. Thus, the dica-
tion system may be subject to the Bamberger rearrangement in
the para-orientation, which is in line with the experimental
suggestion [6].

The reaction pattern exhibited in Scheme 7 was examined
further by a large system composed of Ph—NH(OH) +
(H30™),(H»0),4 with the molecular formula of the system,
CgHgNO,72t. This is called here model IV. Geometries of
TS2(1V) and TS2(1V, [1,3]-shift) are shown in Figure 6. They
are similar to those of TS2(III) and TS2(III, [1,3]-shift) in
Figure 4, respectively. Again, the aniline dication-like struc-
tures were obtained. The proton-transfer pattern depicted in

Scheme 7 was confirmed. As for the activation energies of
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Figure 4: Geometric changes in the reaction of model Ill, (HO)HN-CgHs + (H30%)2(H20)13 — H3aN*—CgHs—OH + (H30*)(H20)14.

TS2(IV), A(Et + ZPE) = +27.58 kcal/mol by B3LYP/6-
311+G(d,p) SCRF = PCM//B3LYP/6-31G(d) and {+26.04 by
B3LYP/6-311+G(d,p) SCRF = PCM//B3LYP/6-311+G(d,p)}
are close to the experimental one (+24.8). These are much
smaller than +36.25 kcal/mol and {+35.28} of TS2(IV, [1,3]-
shift), respectively. Thus, the calculated results showed that the
para-orientation of the rearrangement is superior to the ortho
one.

The monoprotonated reacting system with
CI

In the Introduction, the experimental result that the rearrange-
ment gave the 2- and 4-chloro-amino derivatives in
hydrochloric acid was cited [1]. The nucleophile C1~ would be
free from the hydrogen-bond constraint depicted in Scheme 7.
Then, such less sterically congested trans substitution as that

shown in Scheme 6 becomes feasible. By the use of a model
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Figure 6: TS2(IV) and TS2(IV, [1,3]-shift) in the reaction (model IV), Ph—NH(OH) + (H30")(H20)24 — HO—CgH4—NH3* + H30*(H20)05.

(called here model V) of Ph-NH(OH) + (H30"),(H,0);3 + CI ™,
the trans-type substitution paths were traced. In fact, TS2(V)
and TS2(V, [1,3]-shift) geometries were obtained and are
shown in Figure 7. Their activation energies were calculated to
be +28.52 kca/mol and +29.57 kcal/mol relative to the energy of
Int1(V), respectively. These similar values indicate that both 2-
and 4-Cl-substituted anilines may be formed almost equally

according to the normal ortho- and para-orientation.

Conclusion

In this work, the Bamberger rearrangement was studied by
means of DFT calculations. In the Introduction, three questions
(a), (b), and (c) were raised:

1. The nitrenium ion 7 was calculated to be absent. It

cannot intervene owing to the high nucleophilicity of the

water cluster.
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Figure 7: TS2(V) and TS2(V, [1,3]-shift) in the reaction (model V), Ph-NH(OH) + (H30%),(H20)13 + CI~ — 0- and p-Cl-CgH4—NH3* + (H20)1s.

2. The N-protonated substrate (5 in Scheme 4) is in the
reaction route. By the protonation, the N—O bond
becomes directed to the m space of the phenyl ring. The Supporting Information File 1
direction is fit for the subsequent bond interchange of Figures S1-S5, Cartesian coordinates of TS geometries.

TS2 in the diprotonated system. [http://www beilstein-journals.org/bjoc/content/
3. Without good nucleophiles such as C17, a constrained supplementary/1860-5397-9-119-S1.pdf]

Supporting Information

hydrogen-bond network shown in Scheme 7 may give
the OH shift via bond interchanges. The ortho-position is
too close to the N-O bond and is not fit for the ACkﬂOWledgementS
constrained network. This work is financially supported by Grants-in-Aid from the
Ministry of Education, Culture, Science, Sport, and Tech-
On the basis of the calculated results, Scheme 4 may be revised  nology through Grants-in-Aid of Specially Promoted Science

to Scheme 8. and Technology (No. 22000009) and Grand Challenge Project
H
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Scheme 8: A mechanism of the Bamberger rearrangement based on the present results. 1, 2, 2H*, 5 and 9 are defined in Scheme 4. In parentheses,
our notations such as (Precursor) and (Int1) are shown. TS2 is regarded as the complex of the aniline di-cation and (H,0)s cluster.
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Although four-coordinate square-planar geometries, with a formally 16-electron counting, are absolutely dominant in isolated Pt(II)
complexes, three-coordinate, 14-electron Pt(II) complexes are believed to be key intermediates in a number of platinum-mediated
organometallic transformations. Although very few authenticated three-coordinate Pt(II) complexes have been characterized, a
much larger number of complexes can be described as operationally three-coordinate in a kinetic sense. In these compounds, which
we have called masked T-shaped complexes, the fourth position is occupied by a very weak ligand (agostic bond, solvent molecule
or counteranion), which can be easily displaced. This review summarizes the structural features of the true and masked T-shaped
Pt(II) complexes reported so far and describes synthetic strategies employed for their formation. Moreover, recent experimental and
theoretical reports are analyzed, which suggest the involvement of such intermediates in reaction mechanisms, particularly C—H
bond-activation processes.

Review
Scope of this review

Reaction intermediates are transient species able to undergo
transformations along chemical processes. Electron deficient
transition-metal complexes with vacant coordination sites are
well-suited to play such a role. Coordinatively and electroni-
cally unsaturated species have often been invoked as crucial

intermediates in reactions involving late transition-metal

complexes. Ligand dissociation, forming intermediates with
open coordination sites, has been proposed as the initial step in
many reactions involving square-planar d® organometallic
complexes [1]. Four-coordinate square-planar structures, with a
formally 16-electron counting, are absolutely dominant in

isolated Pt(II) complexes. However, three-coordinate, 14-elec-
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tron Pt(II) complexes are believed to be key intermediates in a
number of reactions, e.g., f-hydrogen elimination, thermal
decomposition of dialkyls, insertion of olefins into M—H bonds,
electrophilic attack at Pt—C bonds, and ligand cycloplatination
[2]. Likewise, related Pd(II) complexes [3,4] are relevant in
cross-coupling reactions and C—H bond-activation processes.
The accessibility of three-coordinate Pd(II) species have been

recently discussed [5].

Three-coordinate Pt(II) intermediates are the focus of this
review. Despite the kinetic perception of the intermediacy of
these coordinatively unsaturated species in important
organometallic processes, direct proofs of 14-electron Pt(II)
complexes have been difficult to find. The strong readiness to
alleviate the unsaturation makes them very reactive species but
hampers their isolation. Low-coordinate Pt(II) complexes have
been generated in gas-phase experiments [6,7] but have
remained elusive in solution. With a few exceptions the fourth
coordination site is occupied by a weak ligand, e.g., an agostic
interaction, a counteranion or a solvent molecule. However, if
this additional interaction is weak and labile enough, the three-
coordinate species is very accessible and the complex can be
considered as “operationally unsaturated” in a kinetic sense [8].
We will name these compounds “masked” three-coordinate
complexes to distinguish them from the true low-coordinate
complexes. In this review, we will summarize recent advances
in true and masked three-coordinate Pt(II) complexes, high-
lighting both their structural features and their possible partici-
pation as reaction intermediates. Computational studies have
become an invaluable tool for the investigation of short-lived
elusive intermediates and will be quoted throughout the article.
The review is organized as follows. First, a general picture of
the electronic and geometrical structure of three-coordinate
Pt(II) complexes will be presented. Then, the structural features
of the main families of these compounds will be summarized.
The next sections will be devoted to the spectroscopic tools for
their detection and the synthetic strategies employed to their
formation. Afterwards, the rearrangement processes exhibited
by the low-coordinate complexes in solution will be discussed.
Finally, participation of three-coordinate Pt(II) intermediates in
reactions, mainly C—H bond-activation processes and ligand
exchanges, will be analyzed. A thorough review on the bonding
and stereochemistry of three-coordinate transition-metal com-

pounds was published several years ago [9].

Electronic and geometrical structure

As we will discuss later on, three-coordinate, 14-electron Pt(II)
d® complexes display a T-shaped structure, i.e., a structure with
two ligands mutually trans and the third ligand trans to the
vacant position. A qualitative molecular orbital scheme of the d

block of a T-shaped d® metal complex can be easily derived

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

from that of a square-planar complex by removing one of the
ligands (Figure 1) [10,11]. The three nonbonding orbitals in
square-planar complexes (dx,, dxy and dy,) are not affected by
the removal of a ligand. The d,? orbital is slightly stabilized due
to the disappearance of a small antibonding interaction.

However, the most striking difference is observed in the lowest
dxzfy2
removing an antibonding interaction with one ligand and its

unoccupied orbital; its energy strongly decreases by
shape changes by mixing with the py orbital. This hybridization
takes place so that the orbital is directed away from the three
ligands toward the empty coordination site, making this posi-
tion suitable for the approach of an incoming ligand. This
simple picture has been corroborated by DFT calculations on
T-shaped [Pt(alkyl)(PMes),]" complexes [2].

The splitting of the d-block orbitals favors a singlet ground state
for T-shaped d® complexes and these species usually exhibit a
low-spin reactivity. Recent DFT calculations on the 14-electron
[Pt(FPNP)]" complex (FPNP = (4-F-2-(iPr,P)C¢H3),N) predict
a relatively small (10—12 kcal mol™1) separation between the
singlet and the triplet states of this intermediate [12]. It is worth
pointing out that a d® C,, ML; fragment is isolobal with CH,,
although the ordering of the two valence orbitals a; and b,
differs. For a singlet 14-electron T-shaped ML3, the two elec-
trons fill the by level (dy,), while for a singlet CH; fragment

they occupy the a; orbital (empty dxz,y2 in ML3, Figure 1) [13].

Energy

ZT ZT
e —M-o—
AT y

s

X

Figure 1: Qualitative orbital diagram for a d® metal in ML4 square-
planar and ML3 T-shaped complexes.

Steric reasons should favor trigonal-planar D3j-like structures

for three-coordinate Pt(II) complexes instead of the sterically
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unfavorable T-shaped structure. The preference of these Pt(1I)
compounds (with a low spin d® configuration) for T-shaped
structures is due to electronic effects and can be understood
from the Walsh diagram shown in Figure 2. The Walsh diagram
describes the variation of the L-M-L angle from a T-shaped
structure through D3, to a Y-shaped structure. A d8, 14-elec-
tron ML3 complex would have the lowest four levels filled in
Figure 2. In a D3, geometry, the degeneracy of e’ orbitals will
promote a Jahn—Teller distortion towards T or Y geometries
[10,14].

Energy
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Figure 2: Walsh diagram for the d-block of a d® ML3 complex upon
bending of one L-M-L angle.

DET calculations on asymmetric cis-[Pt(alkyl)(PMe3),]" show
that, in spite of the reduced symmetry, the bending energy
profile maintains the same basic features: the T-shaped configu-
rations of the 14-electron species are energy minima, and their
cis-like to trans-like interconversion occurs via transition states
with Y-shaped configurations [2].

The X-ray structure of the recently reported three-coordinate
platinum complex [Pt(SiMe,Ph),(IPr)] (IPr = 1,3-bis(2,6-diiso-
propylphenyl)imidazol-2-ylidene) shows a unique Y-shaped
geometry in which the Si—Pt-Si angle is very acute (80.9°) and
far from the ideal values for both trigonal-planar and T-shaped
structures (Y1, Figure 3) [15]. Computations on non-sterically
demanding models [Pt(R),(Im)] (R = SiMes3, Me; Im =
imidazol-2-ylidene) appealed to the trans influence of both
NHC and silyl ligands to explain the structure. However, a
recent DFT investigation concluded that Y1 is better described
as a Pt(0) o-disilane complex [16] than as a Pt(II) disilyl
species. Thorough geometrical and electronic analyses support a

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

Pt(0)---disilane coordination via donation and back-donation
interactions. This suggestion also explains the experimentally
observed 93Pt NMR chemical shift, which is closer to the Pt(0)
rather than the Pt(I) species.

137.3(pt) 141.7
A ()
PhMe,Si  SiMe,Ph [Si80.9 [Si]
Y1

Figure 3: Neutral Y-shaped Pt complex Y1 [15]. Angles are given in
degrees.

The nonequivalence of axial and equatorial positions in ML3
complexes raises the question of which positions are preferred
by the ligands in such compounds. Although in most of the
experimentally characterized systems the steric demands dictate
the disposition of the ligands, electronic effects are also at work,
and they were analyzed for simple model systems with theoreti-
cal methods. An early study based on perturbation theory
concluded that in T-shaped MLz d® complexes both axial and
equatorial bonds should have similar strength and that the most
electronegative atoms will substitute axially [17]. DFT calcula-
tions on [PtXY(PH3)] (X, Y = Cl, CH3, SiH3, Si(OH)3) demon-
strated the importance of the #rans influence in governing the
stability of T-shaped isomers. In the most stable isomer, the
ligand with the smaller trans influence is located trans to the
PHj; ligand [18].

Structurally characterized compounds

The T-shaped structure is easily recognized by the absence of
one ligand in a square-planar disposition. Nevertheless, the
number of well-characterized three-coordinate Pt(II) complexes
is very low. To achieve a true T-shaped structure, the vacancy
at the metal center must be blocked to avoid intra- and intermo-
lecular interactions, such as agostic bonds and counteranion or
solvent coordination. These interactions mask the T-shaped
structure, but due to their potential labile nature, the three-co-
ordinate species are still accessible.

In this section we will describe the main families of T-shaped
Pt(II) complexes, which are structurally characterized
(Figure 4). First, true T-shaped structures with no stabilization
at the vacant site are compiled. Then, complexes involving
agostic, counteranion and solvent interactions will be summa-
rized. From now on, true T-shaped complexes are labeled as T
complexes, while agostic, counteranion and solvent-stabilized

complexes are designated as A, C and S complexes, respective-

ly.
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Figure 4: General classification of T-shaped Pt(Il) structures according
to the fourth coordination site.

True T-shaped

The isolation and characterization of such highly electrophilic
species is challenging. Accordingly, the number of well-charac-
terized true T-shaped Pt(I) complexes is scarce. The empty site
should be blocked somehow to prevent undesirable contacts,
and in most cases, bulky ligands are required to protect the
empty coordination site. Strong electron-donor ligands also help
stabilizing the formally 14-electron compounds. It is worthy of
note that almost all of them are cationic.

The first true T-shaped complexes were prepared by using
phosphine ligands (Figure 5). In the 80s, Goel et al. proposed,
from nuclear magnetic resonance (NMR) data, a T-shaped
structure for the cationic hydride trans-[(-BusP),Pt(H)]"

containing bulky phosphine ligands [19]. However, it was not
until 2005 when Braunschweig et al. successfully characterized
a true 14-electron T-shaped Pt(II) boryl complex T2a by means
of X-ray studies [20]. By halide abstraction, the cationic trans-
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Figure 5: Hydride, boryl and borylene true T-shaped Pt(Il) complexes.

[Pt(B(Fc)Br)(PCys3),]" T2a (Fc = ferrocenyl; Cy = cyclohexyl)
could be obtained, in which the boryl ligand is located trans to
the empty site. No agostic interactions were detected, the
shortest Pt—H and Pt-C distances being 2.542 A and 3.117 A,
respectively. Inspired by this chemical template, the synthesis
of Pt-boryl derivatives of the type trans-[Pt(BRR”)(PCy3),]"
has been extended [21]. Even at extreme electronic conditions
in dicationic trans-[Pt(BR(4-picoline))(PCy3),]*" T3, the com-
plex remains truly T-shaped, although small Lewis donors such
as CO and acetonitrile can coordinate to the open coordination
site of T3 [22]. DFT-based electron localization function (ELF)
analyses [20] and geometry optimizations [22] supported the
lack of agostic interactions in these complexes. This absence
has been attributed to the strong #rans influence exerted by the

ligand in trans position with respect to the vacant site [23,24].

Moreover, in the past few years the synthesis of 14-electron
Pt(II) complexes was extended by using N-heterocyclic carbene
(NHC) ligands (Figure 6), which have been proven to be useful

R R e R R 19
Q’Y”Q dy“@ Q f Q
Me-Pt—] j’i—ﬂ O—Pt—
\@\NJ—\\N/O \Q\N/\N@/ \Q\ * /©/
R’ R R R
T4a: R =Me T5a: R =Me T6a: Ar = CgHsg
Tdb: H T5b: H m-Téb: m-CH3-CgHy
p-T6b: p-CH3-CgHg
Téc: CeFs
T6d: CGHF4

Figure 6: NHC-based true T-shaped Pt(Il) complexes.
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stabilizing electron-deficient transition-metal species [25-27]. In
this regard, recent studies state that the use of IMes* (4,5-
dimethyl-1,3-bis(2,4,6-trimethylphenyl)imidazol-2-ylidene) and
IMes (1,3-bis(2,4,6-trimethylphenyl)imidazol-2-ylidene)
ligands in [Pt(Me)(NHC),]* T4 and [Pt(NHC’)(NHC)]" T5
(NHC = IMes*, IMes; NHC’ = cyclometalated ligand) provides
pure T-shaped species with no agostic stabilization [28]. Addi-
tionally, the resulting [Pt(Ar)(IMes*),]* T6 formed after C-H
bond activation has also proven to be a three-coordinate species
with no agostic interactions according to the X-ray structure of
the derivative T6d, in which the closest Pt—H contact is located
at 3.117 A. The absence of agostic interactions has been attri-
buted to geometrical constraints, the limited flexibility of the
mesityl groups in IMes* and IMes hampering the approach of
the CH bond to the metal center. Once again, Lewis acids as
acetonitrile can access the empty site, which means that a poten-
tial reactant molecule can coordinate to the metal for further
reactions.

Masked T-shaped via agostic interaction

The agostic interaction [29,30] is usually explained as an
intramolecular 3-center-2-electron interaction between a metal
M and a C-H bond. This type of contact is a recurrent event in
unsaturated transition-metal complexes [31] and it can be char-
acterized by structural and spectroscopic techniques [29,30]
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together with computational tools [32,33]. The agostic inter-
action shows different behaviors. It can be a transient species
prior to the C—H bond breaking or stabilize low electron count
situations. In this section we will focus on the latter aspect.
Since this intramolecular interaction is difficult to avoid, even
in the presence of bulky ligands, it is the most common motif
for the stabilization of three-coordinate complexes.

Early works on T-shaped Pt(I) species are related to complexes
stabilized with phosphine ligands (Figure 7). Pioneering studies
on alkyl complexes from Orpen’s and Spencer’s research
groups reported the synthesis of cationic [Pt(norbornyl)(P-P)]*
complexes Ala—e (P—P = bidentate phosphine ligand) [34,35].
Further studies involved other alkyl ligands such as ethyl
(A2b-c), 3,3-dimethylbutyl (A3b—c) and 2,3,3-trimethylbutyl
(A4) [36-38]. NMR spectroscopic data and X-ray structures of
Ala [34] and A2b [36] demonstrate that these compounds
display a B-agostic interaction filling the fourth coordination
site. This interaction is strong enough to cleave the C—H bond,
creating a chemical equilibrium with the corresponding
hydrido—alkene derivatives. Indeed, the detected ground state of
the compounds in brackets (A2a, A2d, A2e and A3a in
Figure 7) is the hydrido—alkene isomer instead of the
agostic—alkyl one. Later, Baratta et al. succeeded in the isola-
tion of 14-electron Pt(II) complexes bearing bulky phosphine

t—/Bu e t-Bu 1@
X Fl,/t—Bu P//t-BU
| H |
S
t-Bu I—C\“t—Bu t-Bu |—C~t Bu
" \
(A3a): X= (CH2)2 A4
A3b: (CH,)3
A3c:  0-CgHa(CH2),
iPr e

Figure 7: Phosphine-based agostic T-shaped Pt(Il) complexes. Compounds in brackets correspond with hydrido—alkene ground states.
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ligands [39]. The usage of trans-[Pt(Me)CI(PR3);] as a starting
material, followed by halide removal and the release of methane
by intramolecular C—H bond activation provided the cationic
T-shaped cyclometalated complexes A5a—b. The X-ray struc-
ture of A5b shows that the platinum atom exhibits a §-agostic
interaction with one hydrogen atom of the methyl group of the
non-cyclometalated phosphine ligand. Subsequent hydrogena-
tion generates the corresponding hydride complexes A6a—b. On
the basis of NMR studies (lth,H values of ca. 2000 Hz, see next
section), a weak interaction frans to the hydride ligand, typi-
cally an agostic contact, is supposed to exist. Carmona and
co-workers also prepared quite similar complexes, A5¢ and
Ao6c, where R labels represent isopropyl groups [40]. Weller
and co-workers reported the formation of complex trans-
[Pt(Me)(PiPr3),]" A7 in which a y-agostic interaction is located
in the fourth coordination site [41]. The addition of tetrahydro-
furan (THF) rapidly forms the corresponding adduct. Braun-
schweig et al. obtained the agostic structure A8 by employing
BCat as a ligand (BCat = catecholatoboryl) in three-coordinate
Pt(II) complexes [21]. Unlike the previous pure T-shaped boryl
complexes T2 (Figure 5), the weaker frans influence of the
BCat ligand allows the formation of an agostic contact. Treat-
ment of A8 with Lewis bases also removes the agostic inter-
action, generating the adduct complex.

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

Natural Bond Orbital (NBO) and Atoms In Molecules (AIM)
calculations on complexes Al, A2b, ASb and A7 classified the
Pt---H—C contacts as agostic interactions for all the species with
the only exception being A7, in which a H-bond character can
also be ascribed [42].

Concerning other types of ligands (Figure 8), the phenylpyridyl
complex A9 reported by Rourke and co-workers exhibits a
bifurcated d-agostic interaction that has been determined by
X-ray studies [43]. This is one of the rare neutral T-shaped
Pt(II) complexes. Referring to NHC ligands, Rivada-
Wheelaghan et al. isolated the three-coordinate methyl
[Pt(Me)(IPr),]* (A10) and cyclometalated [Pt(NHC*)NHC]*
complexes (NHC = IPr Alla, [#-Bu (1,3-bis(zert-
butyl)imidazol-2-ylidene) A11b; NHC’ = cyclometalated
ligand) [44]. In sharp contrast with the analogous T5 and T6
(Figure 6) [28], 8- and (-agostic interactions at the fourth coor-
dination site were detected by X-ray and NMR studies for
complexes containing IPr (A11a) and I-Bu (A11b), respective-

ly.

Selected Pt--*H-C parameters from the X-ray structures of
agostic compounds are collected in Table 1. As it can be
expected, short Pt—H and Pt—C distances are observed for the

Table 1: Selected geometrical parameters of X-ray characterized agostic T-shaped Pt(Il) structures.

Complex Agostic length Pt—H distance/A
Ala B 1.895

A2b B —a

A5b e} 2.057

A7 Y 2.244

A8 Y 2.322

A9 d 2.151,2.138P
Al1a 4 2.017

aNot available. PBifurcated agostic interaction.

o

Me—Pt--\
) c
--HAm-C
" H N7 N
F Cl \—/
A9 A10

Pt—C distance/A Pt-H-C Reference
angle/degrees
2.309 91.2 [34]
2.282 —a [37]
2.432 102.5 [39]
2.855 124.2 [41]
2.923 118.2 [21]
2.472 96.5, 94.6° [42]
2.876 1451 [44]

)
=\ /o °
NN NN
Ly I

Figure 8: Phenylpyridine and NHC-based agostic T-shaped Pt(ll) complexes.
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B-agostic interactions in Ala and A2b. In addition, Pt-H-C
angles larger than 100° correlate with large Pt—C distances as
shown in A7, A8 and Alla. Although a remote contact is
described in Alla, the largest distances correspond with the
v-agostic A8. In other words, the strength of the agostic inter-
action is not only governed by geometrical constraints and the
surroundings of the CH group, but also by the frans influence of
the ligand in trans position with respect to the agostic inter-
action [23,24]. In this case, the boryl ligand in A8 exhibits a
higher trans influence than the alkyl group in Alla [45,46], and
therefore the agostic interaction in the former is weaker.

Masked T-shaped via counteranion inter-

action

Most of the T-shaped Pt(II) complexes are cationic. Thus, there
is the possibility of stabilizing the unsaturated structure by
nonbulky, weakly coordinating counteranions. Triflate (OTf =
SO3CF3) and tetrafluoroborate are the best candidates to play
such a role (Figure 9). All the well-characterized compounds
bear a coordinated triflate anion. In the 80s, Whitesides et al.
described the synthesis of trans-[Pt(Np)(OTf)(PMes);] (Np =
neopentyl) Cla. This compound reacts with benzene forming
trans-[Pt(Ph)(OTf)(PMes);] Clb through a mechanism that
involves trans-[Pt(Np)(PMes),]" as a reactive intermediate
[47]. The labile character of the coordinated triflate has been
alleged to justify the significant difference between the lth’p
found for [Pt(Me)(OTf)(dmpe)] C2 (dmpe = 1,2-
bis(dimethylphosphino)ethane) in CD,Cl, (4572 Hz) and in
acetone (4305 Hz). In the latter media one solvent molecule is
proposed to displace the triflate ligand, forming
[Pt(Me)(acetone)(dmpe)][OTf] [48]. The complex
[Pt(Me)(OTf)(dbbipy)] C3 (dbbipy = 4,4'-di-tert-butyl-2,2'-

t-Bu

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

bipyridine) was prepared by treatment of [PtCI(Me)(dbbipy)]
with AgOTTf [49]. Regarding tridentate ligands, the X-ray struc-
ture of the triflate complex [Pt(3,3'-iPr;-BQA)(OTf)] C4b
(BQA = bis(8-quinolinyl)amine) shows a coordinated OTf
ligand (Pt-O = 2.097 A) in trans position to the amido N-donor
of the pincer-like amido ligand. In solution, the labile triflate
ligand can be displaced, allowing a reaction with benzene [50].
Milstein and co-workers have reported a series of pincer-type
Pt(II) complexes C5-8 containing an XCX ligand core (X = N,
P), incorporating the anions OTf™ and BF; [51-53]. The struc-
ture of C5b was determined by X-ray crystallography [51]. The
Pt—O bond distance in this compound, in which the triflate
anion is coordinated to platinum in trans position with respect
to the aromatic ring, is considerably longer than in C4b (C4b:
2.097 A [50]; C5b: 2.249 A [51]). The weakly coordinating
character of triflate accounts for its sensitivity to the #rans influ-

ence.

Masked T-shaped via solvent coordination

In solution, a solvent molecule can occupy the vacant position
of a T-shaped three-coordinate Pt(II) compound via c-inter-
action. A number of phosphine-based complexes with different
solvent molecules coordinated to the T-shaped frame have been
characterized (Figure 10). In this regard, Kubas and co-workers
prepared a set of hydride trans-[PtH(PiPr3),(solv)]" com-
pounds where “solv” stands for n!-CICH,Cl (S1a), OEt, (S1b)
and THF (S1c¢) solvent molecules [54]. Interestingly, the closely
related species T1 (Figure 5) does not include any solvent mole-
cule filling the vacancy [19]. Moreover, the structures of S1a
and Slc were fully confirmed by X-ray studies. The similar
dichloromethane adduct S1d was later detected by NMR spec-

troscopy [55]. This work was extended to methyl complexes
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Figure 9: Counteranion coordination in T-shaped Pt(Il) complexes.
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Figure 10: Phosphine-based solvento Pt(Il) complexes.

with the formula trans-[Pt(Me)(PR3),(solv)] (S2) [56,57].
Similar structures have been obtained by the use of chelating
phosphine ligands in diethylether (S3) [58]. In this line, Peters
and co-workers developed several bidentate phosphine ligands
to yield complexes S4 in which one THF molecule is coordinat-
ed to the metal center [59,60]. Romeo’s group was actively
working on solvento Pt(Il) complexes S5. For instance, they
employed an extended series of phosphine ligands to obtain cis
and trans-solvento complexes containing methanol [61]. The
formation of acetonitrile-d3 adducts with triethylphosphine
ligands was also reported [2,62].

Several examples involving chelating nitrogen-based ligands
have also been reported (Figure 11). Bercaw and co-workers
developed cationic solvento Pt(II) complexes S6 bearing
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Séc: NCsF » 23
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solv = H,0, TFE, NCCH;3
TFE = 2,2,2-trifluoroethanol

Figure 11: Nitrogen-based solvento Pt(Il) complexes.

tetramethylethylenediamine (tmeda) [63]. X-ray crystallog-
raphy of S6a-BArF and S6¢-BArF verified the solvent coordina-
tion [64]. Diimine analogues, valuable in C—H bond-activation
processes, have been extensively reported elsewhere (S7) [65-
72]. Later, Tilset’s group prepared and characterized a set of
solvento tolyl complexes of the type [Pt(Tol)(N-N)(CH3CN)]
S8 by means of 'H and 'F NMR [73]. The formation of
p-xylene derivates S9 containing a molecule of the weakly
coordinating 2,2,2-trifluoroethanol (TFE) has also been reported
[69,74]. Unsaturated bipyridyl compounds S10 have been
isolated in which the presence of solvent molecules has been
detected [75,76]. The stabilizing role of the solvent molecule is
quite relevant. For instance, the removal of the THF molecule in
S10b provokes the decomposition of the complex [75]. The
facile displacement of the solvent ligand allows the use of these

1@ _ | 1®
Ar—N" N—Ar NN P
Pt
Pt Z\ \solv
R solv S |

$8: solv = NCCHj3; R = tolyl S10a: solv = NCCH3
S9: solv=TFE; R =xylyl S10b: THF
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compounds as catalysts in hydrophenylation reactions [76].

Other related complexes have been prepared elsewhere [77-81].

Pincer ligands [82,83] naturally define a three-coordinate envi-
ronment and, in this way, they are well-suited as ligands in
T-shaped compounds. Accordingly, a number of T-shaped
Pt(IT) pincer complexes with an additional solvent molecule as a
fourth ligand have been reported (S11-19, Figure 12). Van
Eldik and co-workers studied the aquo complexes S11 by using
several tridentate nitrogen-based ligands (NNN) [84]. Peters
and co-workers isolated [Pt(OTf)(NNN)] species, though NMR
data were collected in acetonitrile-d3 solution, in which the
solvento adduct S12 is favored [50]. Extensive work carried out
by van Koten and co-workers [85,86] concerned NCN aquo
compounds such as S13. Unsaturated complexes bearing NCP
ligands were characterized by Milstein and co-workers,
including water (S14a) [51] and acetone (S14b) [87] solvent
molecules. Isolation of compound S15 in acetone/pyridine solu-
tion provided suitable crystals for X-ray studies, which showed
that a pyridine molecule has been added [87]. Other investi-
gations have been devoted to complexes with PCP ligands. For
instance, Bullock and co-workers prepared a dihydrogen adduct
of the type [PtH,(PCP)]" in dichloromethane, but NMR data
suggest a mixture of the former compound and the corres-
ponding solvento complex S16a [88]. Milstein et al. proposed
that the closely related complex S16b exists in THF solution,
since an interaction with the BF4~ counteranion is not observed,
although the elemental analysis evidences the lack of the THF
molecule in the solid state [89]. Contrarily, the naphthyl deriva-

N/_Pt— < N— Pt N ;

N—Pt—N
OH NCCD3 OH2
S11 $12 s13

=

t-Bum-P—Pt—PR:ut_By t-Bu""'P_Pt_P'\""t-Bu
t-Bu solv t-Bu t-Bu  THF t-Bu
S16a: solv = CH,Cl, $17

S16b: THF

Figure 12: Pincer-based solvento Pt(ll) complexes.
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tive S17 was found together with the BF4~ adduct C8 (Figure 9)
[53]. For silicon-related ligands, Turculet and co-workers
successfully crystallized S18 in a diethylether solution at low
temperature, showing one diethylether molecule directly coordi-
nated to the platinum center [90]. A set of dicationic complexes
based on carbene groups have been developed by Limbach and
co-workers, forming pyridine S19a and acetonitrile S19b,c
adducts [91].

The relevance of solvent-stabilized T-shaped Pt(II) complexes
extends beyond the organometallic field. Their presence in
cisplatin—protein adducts has also been proposed concerning the
bovine Cu, Zn superoxide dismutase [92] and the hen egg white
lysozyme [93]. The corresponding crystallographic structures
show the platinum coordinated to a histidine residue of the
protein and two ligands (CI™ [92] or NHj3 [93]). However, in
both situations the fourth ligand was not fully detectable, so that
the authors suggested the participation of a coordinating water
molecule. Indeed, quantum mechanics/molecular mechanics
(QM/MM) calculations on the cisplatin—-hen egg white
lysozyme adduct confirmed the facile inclusion of a solvent
water molecule in the first coordination shell of the platinum
complex (Figure 13) [94].

NMR coupling constants to '9°Pt as sensi-
tive probes for coordinatively unsaturated

Pt(ll) complexes
NMR spectroscopy has provided additional evidence for the
existence of low electron-count Pt(II) complexes not only
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Figure 13: Structure of the QM/MM optimized cisplatin—protein adduct
[94].

through the observation (in some cases) of NMR signals for the
C-H bonds involved in agostic interactions, but also by the
magnitude of the coupling constant of some of the ligands
around the metal center with the NMR active !?°Pt nuclei
(33.7% natural abundance). This is actually not the case with
31p NMR, for which the Jpi,p values seem to be virtually insen-
sitive to the nature of the complex. As an example, in the boryl
derivatives reported by Braunschweig et al. [21] the Jp¢p
coupling constant is almost the same both in the starting ma-
terial, [Pt(BR,)Br(PCy3),], and in the three-coordinate Pt(II)
species, [Pt(BR,)(PCy3),][BArF] T2. On the other hand, the
coupling constants of the proton and carbon atoms of alkyl and
hydride ligands with 93Pt are very sensitive to the presence of
coordinating ligands frans to them (Figure 14).

2JptH
o
H-Pt H~Pt
L R JL
UptH Upic

Figure 14: NMR coupling constants used for the characterization of
three-coordinate Pt(ll) species.

A nice example is illustrated in the hydride, T-shaped Pt(II)
complex trans-[PtH(P#-Bu3),][X] T1 (X = PFg, BFy4, ClOy4,
SO3CF3) reported by Goel and Srivastava [19]. The magnitude
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of the 1th,H coupling constant of the hydride ligand in its
precursor trans-[PtHCI(P#-Bus),] is 1070 Hz, but in the 14-elec-
tron derivative trans-[PtH(Pt-Bus),][X] T1 it increases to ca.
2600 Hz, the largest lth’H reported in the literature. A decrease
of this coupling constant to 2050—2070 Hz was observed in the
related hydride Pt(II) complexes trans-[PtH(PR,(2,6-
Me,CgH3)),]" (Figure 7, R = Ph A6a, Cy A6b, iPr A6c), which
are stabilized by agostic interactions involving the methyl
groups of the aryl fragments. In the same vein, weakly coordi-
nating ligands such as the solvent stabilized Pt(II) derivatives
trans-[PtH(CICH,CI)(PR3),][BArF] (Figure 10, R = iPr Sla,
Cy S1d) exhibit a smaller Jp; iy of 1480 (R = Cy) or 1852 Hz (R
= iPr) in agreement with the presence of a ligand frans to the
hydride. With regard to Pt—-H two-bond and Pt—C one-bond
coupling constants in Pt-Cy|ky; complexes (Figure 15 and
Table 2), Weller et al. reported that the methyl group in the
complex trans-[Pt(Me)(PiPr3),]" A7 exhibits a 2Jpg yy value of
106 Hz. This value is almost identical to those reported for the
NHC derivatives trans-[Pt(Me)(NHC),]" (NHC = IMes* T4a,
IMes T4b; 110 and 103 Hz, respectively). The lth’C is also
very large for these methyl derivatives, ranging from 755 to
780 Hz (Table 2). Cyclometalated phosphine [39,40] and NHC
[28,44] Pt(I1I) compounds were also shown to have very large
2th’H coupling constants (slightly larger than those for the non-
cyclometalated versions) spanning from 107 Hz to ca. 135 Hz
(average) and lth’C values between 805 and 975 Hz.

Table 2: NMR coupling constants of selected three-coordinate Pt(Il)
complexes.

Complex 2JptpiHz "Upt,c/Hz Reference
A7 106 755 [41]
T4a 103 —a [28]
T4b 110 —a [28]
A10 —a 780 [44]
Ab5a 109 840 [39]
A5b 107 806 [39]
A5c 107 _a [40]
T5a 132 (av.) _a 28]
T5b 135 _a 28]

Al1a 113 (av.) 860 [44]
A11b 120 975 [44]

2Not available.

In those cases where solvent molecules (THF, acetonitrile) have
been reported to coordinate to some of the complexes shown in
Figure 15, smaller values of both the 2th,H and the lth’C
coupling constant are observed. For example, the 2th,H of the
methyl ligand decreases to 98 Hz in the THF adduct of deriva-
tive A7, whereas the acetonitrile adduct of complex Allb
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(A11b-NCMe) shows resonances for the Pt—~CH, fragment with
ZJPLH and lth,C values of 87 and 798 Hz, respectively [28].
L L 1®Y®
Synthetic routes to stable, solvent-stabilized R—F|>t—X MY R_ét
. . [ - MX [
and transient 14-electron Pt(Il) species L
True and agostic T-shaped Pt(ll) complexes 1 T1-5, A5a, A5b,

Several methods have been described to prepare coordinatively
unsaturated Pt(II) complexes with a T-shaped geometry.
Although the number of species that have been authenticated by
crystallographic or spectroscopic methods is still very limited,
the best and most general method for obtaining them is by
removing a halogen ligand (Cl, Br, 1) from the platinum coordi-
nation center in 1 by using a halogen abstractor with a poor
coordinating anion, such as tetrakis[3,5-(trifluoromethyl)phe-
nyl]borate or hexafluoroantimonate (Scheme 1) [19-
21,28,39,44].

This procedure has been successfully employed for the genera-
tion of complexes stabilized by two phosphine PR3 or two NHC
ligands, in which the third coordination site is occupied by
alkyl, hydride or boryl ligands. Therefore, high trans-influence
ligands are present in all these cases, favoring the dissociation
of the Pt—X bond. The generality of this method is so powerful
that it has provided access to an intriguing dicationic borylene
Pt(II) complex T3 which is not stabilized by agostic interac-
tions (Scheme 2) [22].

A10, A11a, A11b
MY = NaBArF, AgSbFg, BF,4
L =PR3, NHC
R = alkyl, H, boryl

Scheme 1: Halogen abstraction from 1.

[BAF] [BArF,
R PCYs ] R FI’CY3
B= Pt Br NaBAr B=Pt
=N PCy3 — NaBr =N pcy,
\ 7/ \ 7/
2 3

Scheme 2: Halogen abstraction from 2 forming the dicationic complex
T3 [22].
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A stable T-shaped structure trans-[Pt(Me)(PiPr3),]" (A7) has
also been generated [41] by methide abstraction from the
neutral derivative cis-[Pt(Me),(PiPr3);] by using highly electro-
philic Lewis acids such as B(CgF5)3 or [CPh3][1-H-closo-
CB1Mej ] (with the concomitant formation of MeB(C¢F5)3~ or
MeCPhj, respectively). This synthetic route uses the same
procedure described by Goldberg et al. for the generation of a
transient, neutral Pt(Il) derivative [Pt(Me)(Kz-TpMez)] from the
anionic Pt(II) complex K[Pt(Me),(x2-TpM¢2)] [95]. Alter-
natively, the cationic compound [Pt(Me)(PiPr3),]* was synthe-
sized by homolytic cleavage of the Pt—-Me bond by using the
neutral radical [1-H-closo-CB|1Mej]" as a reagent.

Hj addition across Pt—Cyjiy| bonds can also lead to electron-
deficient Pt(I) species stabilized by agostic interactions. Baratta
and co-workers studied the addition of H; to preformed
T-shaped Pt(II) complexes ASa,b to prepare Pt(II) hydrides
A6a,b (Scheme 3) [39].

PR Hy PR2(Xyl)
H20—p|t — H—Plt
R.P —H: RoP
Ab5a: R =Ph A6a: R = Ph
A5Db: Cy A6b: Cy

Scheme 3: Hydrogenation of complexes A5a and A5b [39].

Alternatively, Carmona and co-workers have recently described
that the hydrogenation of the 16-electron Pt(II) carbene 3
bearing a cyclometalated phosphine ligand (Scheme 4) resulted
in the formation of the cyclometalated complex AS5c, which can
be further hydrogenated to give the Pt(Il) hydride Aéc [40],
similar to those reported by Baratta [39].

1@

Me
:_:
N

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

i i PiPry(Xyl
Fl’lPrz H, IT‘lPrz H, o ra(Xyl)
HC=Pt—CH, ——= HC-Pt... ~~=—= H-Pt..
iPr,P, iPryP —Hz ipr,p
3 ASc A6c

Scheme 4: Hydrogenation of complexes 3 and A5c [40].

Low electron-count species can also be prepared by C—H bond-
activation reactions from coordinatively unsaturated com-
pounds in a way similar to the addition of Hj to Pt~Cjjiy| bonds
mentioned above. The cyclometalated complex TSa shown in
Scheme 5 reacts with aromatic compounds to yield the corres-
ponding aryl complexes while keeping the unsaturated nature at
the platinum atom. The complexes thus synthesized are not
stabilized by agostic interactions according to spectroscopic
(NMR), crystallographic and theoretical methods [28].

Spencer et al. reported that the formation of stable electron-defi-
cient Pt(II) complexes stabilized by strong B-agostic interac-
tions can be accessible by protonation of electron-rich alkene
Pt(0) compounds 4 (Scheme 6) [35,36].

(ol - (N
o’ o Vo
4 A1, A2

N
P P =diphosphine

Scheme 6: Protonation of complexes 4 [35,36].

Finally, Rourke et al. isolated a neutral Pt(II) derivative A9 by a
direct and simple approach that involves a cyclometalation
process of the 2-substituted bulky pyridine 5 when it is reacted
with the platinum salt K,PtCly (Scheme 7) [43].

Me Me 1@

Me
N

Bt Ar-H m-T6b: m-CH3-CeH4

J\ A ji_A’ p-Téb:  p-CH3-CgHg

A\ Téc: CeFs

@\N N/@ A
\—{ \Q\N B N/O Téd: p-CgHF,4
Me Me Me Me
T5a

Scheme 5: Intermolecular C—H bond activation from T5a [28].
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K,PtCl,

Scheme 7: Cyclometalation of 5 [43].

Pt(Il) complexes stabilized by solvent molecules

Although some of these compounds have been prepared by
halogen [58] or methide [74] abstraction as described above, the
vast majority of the Pt(II) derivatives stabilized by solvent
molecules have been obtained by protonation of neutral alkyl,
aryl or hydride Pt(Il), as shown in Scheme 8 (see for example:
[55,59,60,63,67,69,72,77-81]), or Pt(IV) complexes [96-98].
Nonetheless, this method has not yet been exploited for the

preparation of true 14-electron species or agostic stabilized

derivatives.
L L
I H*/solv | ®
L—Pt—R L—Pt—solv
| -RH I
L L
S1d, S4, S6-8

solv = solvent
R = alkyl, aryl, H

Scheme 8: Protonation of 6.

Transient electron-deficient Pi(ll) complexes from
six- and five-coordinate Pt(IV) derivatives

In some cases, transient, highly reactive 14-electron Pt(II) com-
pounds have been generated by thermal decomposition of
trimethyl, five-coordinate Pt(IV) complexes 7. These latter
compounds are in some cases sufficiently stable to be isolated
and characterized by X-ray diffraction studies, but thermally
unstable at moderate to high temperatures releasing ethane and
a three-coordinate Pt(II) intermediate [Pt(Me)L,]* (Scheme 9).
The coordinatively unsaturated complexes [Pt(Me)L,]" thus
generated undergo subsequent reactivity with appropriate
reagents [99-102].

CHs
N ®
N\P|t/CH3 A < >Pt\
- C2Hg
7 8

Scheme 9: Reductive elimination of ethane from 7.

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

Similarly, methane reductive elimination from Pt(IV)
complexes [PtH(Me)(R)(n3-N3)]"" 9 (R = Me, H; N3 = tris-
pyridine[2.1.1]-(2,6)-pyridinophane or tris(pyrazolyl)borate; n =
0, 1) produces a transient three-coordinate Pt(II) complex
[Pt(R)(n%-N3)]"* 10 (Scheme 10), which is able to activate C—H
bonds of hydrocarbons or form solvent adducts [103-105].

CHy
N RIN®
A (e
N _CH, N~
N _ N
n=01
9 R = CHa, H 10

Scheme 10: Reductive elimination of methane from six-coordinate
Pt(1V) complexes.

Solution behavior

In masked three-coordinate d® complexes, the fourth coordina-
tion site is occupied by a weakly bound ligand, which can be
easily displaced. In this way, in solution the ligands of these
compounds are opened to conformational events that will be
discussed in this section. The empty site can also be available
for incoming substrates, allowing the participation of these
complexes as reaction intermediates. This aspect will be

discussed in the next section.

Most of the reports of fluxional processes correspond to agostic
bonded complexes. The equivalence of 'H and 13C chemical
shifts observed in solution for the y-, 8- and remote-agostic
contacts is a common feature of the complexes collected in
Figure 15 and arises from the rapid intramolecular exchange of
the C—H bond involved in the agostic interaction. In several
cases, such as Alla [44], the overlapping of the proton signals
and signal averaging of the ligands avoid drawing a conclusion
about the nature of the agostic interaction at work in solution.
Recently, ab initio molecular dynamics (AIMD) simulations of
some representative T-shaped Pt(II) complexes (TSb, A2b and
Alla), performed in explicit dichloromethane solvent, have
provided a detailed description of the mechanism by which the
equivalence of signals takes place [106]. Simulations showed
that the dynamics of the agostic interaction in solution strongly
depends on the complex. Contingent upon the strength of the
agostic interaction and the flexibility of the ligand, several
events related with the occupation of the fourth coordination
site by an agostic bond could happen: (i) the same C—H bond
maintains the agostic interaction with the platinum atom for the
entire simulation (A2b); (ii) an agostic interaction is present
throughout the simulation, though the C—H bond changes by a
rotation of alkyl groups (A11b); (iii) the agostic interaction
moves on and off (Alla) [106].
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There are indirect evidences that agostic bonds, solvent and
weakly coordinating counteranions could easily exchange their
role of stabilizing the unsaturated complex by placement at the
vacant site. Although no kinetic studies on exchanges of these
kinds of ligands have been reported, the detection of the agostic
and solvent complexes for the same system and, for pincer
complexes, of the counteranion and solvent forms, suggests that
the exchange can take place. For instance, in trans-
[Pt(Me)(PiPr3),]* (A7) a y-agostic interaction can be displaced
by addition of THF, forming the corresponding adduct [41].
NMR data in CD3CN of the triflate complex [Pt(BQA)(OTf)]
(C4a) leads to its formulation as [Pt(BQA)(NCCD3)][OT(]
(S12) [50]. Similar behavior has been observed for other pincer
complexes. The naphthyl-based PCP-Pt(II) complex was found
in THF as a 1:2 mixture of the counteranion (BF4~, C8) and
solvent (S17) forms [53].

Energetically accessible T-shaped species can also be inter-
mediates in the site exchange of bidentate ligands of square-
planar complexes. Fluxional motions of the 2,9-dimethyl-1,10-
phenanthroline ligand (dmphen) have been observed in cationic
complexes as [Pt(Me)(NN)(L)]* (NN = dmphen; L = SOR(R”),
PR3) [107-111]. The driving force of these flipping processes is
the distortion of the dmphen ligand with respect to the coordina-
tion plane, which is caused by the methyl groups. Indeed, the
fluxional motion is not detected when the unhindered 1,10-
phenanthroline ligand is used. Interestingly, the mechanism can
be switchable between associative and dissociative [107-109].
For the latter scenario, 14-electron T-shaped species involving
phosphine ligands can be envisaged as feasible intermediates.
The dissociative pathway fully prevails when overcrowded PR3

Na ; 7~ Na
o (0) Ng lo
NB—PIt—CH3 Pa— F|‘t—CH3
R’f\R R’E\R
R  11a R 11b
12a 12b
(iii)
N
A 7 Ng
® (if) Na e
NB—F|>t—CH3 — P|t—CH3
PR r7ES
R 11¢' R 11b'
12¢' 12b'

11: R = o-methoxyphenyl
12: R = o-tolyl

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

ligands are employed, where R stands for o-methoxyphenyl 11
[110] and o-tolyl 12 [111]. The detailed mechanism
(Scheme 11) is described as follows: (i) dissociative nitrogen
decomplexation, (ii) isomerization between two nonequivalent
exchanging sites, and (iii) nitrogen coordination recovering the
initial chelating situation. The fluxional motion of dmphen is
not affected by the counteranion, solvent, or the presence of
weak nucleophiles deliberately added. In addition, for 11a and
12a both flipping of dmphen and phosphine rotation motions
are synchronized, behaving as molecular gears. The calculated
activation barriers are ca. 13.3 and 16.4 kcal mol™! for the
motions involving 11 and 12, respectively.

Concerning 14-electron intermediates b and b’, the assistance
of methoxy groups in 11b,b’ [110] as well as the presence of
agostic interactions in 12b,b> [111] can be postulated
(Figure 16). Indeed, 12a easily undergoes a cyclometalation
process, probably assisted by an agostic contact via intermedi-
ate 12b.

Nll\l Nl|\l
® H <]
’,—Pt_CH3 /—-—'Pt_CH3
~o T HoC |
P P

S R Pl

R R
R = 0-methoxyphenyl R = o-tolyl

NN = dmphen

Figure 16: Feasible interactions for unsaturated intermediates 11b
(left) and 12b (right) during fluxional motions [110,111].

Ng
(i) ® (i) N-dissociation
— NA*'Tt_CHs (ii) isomerization
P (iii) N-coordination
. ~
(i)

Scheme 11: Proposed dissociative mechanism for the fluxional motion of dmphen in [Pt(Me)(dmphen)(PR3)]* complexes.
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Three-coordinate Pt(Il) species as reaction

intermediates

Coordinatively unsaturated Pt(II) species are considered as
intermediates in many organometallic processes. Early studies
by Whitesides and co-workers dealing with the thermal decom-
position of [Pt(R),L,] complexes demonstrated that the dissoci-
ation of a phosphine ligand is a preliminary requisite for the
reaction to occur [112]. Since then, T-shaped three-coordinate
14-electron intermediates have been proposed in a large number
of reaction mechanisms. A review concerning dissociative path-

ways in Pt(II) complexes was published in 1990 [113].

Due to both the low electron count and the presence of a vacant
site in the coordination sphere, T-shaped Pt(II) species are suit-
able intermediates in ligand-exchange and bond-breaking
processes of unreactive bonds, such as C—H bond activations. A
selection of results from the past few years regarding these two
issues are collected in this section to illustrate the growing
importance of three-coordinate Pt(Il) species as reaction inter-
mediates.

Intramolecular C—H bond activation

Intramolecular C—H bond activation is a common reaction of
unsaturated Pt(II) complexes. Cyclometalation processes, some-
times involving agostic situations [114], have been thoroughly

reviewed recently [115].

According to Baratta and co-workers, the abstraction of Cl from
13a,b with Na[BArf] directly generates the cyclometalated
products ASa,b and methane (Scheme 12) [39]. Unsaturated
intermediates such as [Pt(Me)(PR3),]", probably stabilized by

agostic contacts, might be considered.

Weller et al. reported some reactivity features of complex A7
[41]. Although it shows an agostic interaction, no cyclometala-
tion via C-H bond activation is observed in CD,Cl, (40 °C,
7 days). However, the addition of THF rapidly traps the
T-shaped complex forming the adduct 14 (Scheme 13). This
species does undergo cyclometalation in the presence of trace

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

19 BArF,]©
R R
R\ Reb
! Na[BArF !
HC—Pt—c AT pte- |+ Ot
R/F CH2C|2, rt R\R + NaCl
R R
13a: R =Ph Ab5a: R =Ph
13b: Cy A5b: Cy

Scheme 12: Halogen abstraction from 13a,b and subsequent
cyclometalation to yield complexes A5a,b [39].

amounts of acids to yield 16 [116]. The unsaturated agostic
species 15 has been proposed as a reaction intermediate.

Goldberg and co-workers put forward the participation of
T-shaped Pt(II) species in processes, implying the five-co-
ordinate Pt(IV) complex 7a (Scheme 14) [102]. This compound
undergoes reductive elimination in benzene-dg solvent with the
concomitant formation of ethane. The resulting three-co-
ordinate 8a is supposed to be stabilized by an agostic inter-
action or solvent coordination. Indeed, two possible scenarios
related to these interactions are envisaged. Firstly, 8a evolves to
17 through a cyclometalation process ((i) in Scheme 14) which
involves one #-Bu group of the bidentate ligand. On the other
hand, 8a can also activate the C—D bonds of benzene-dg mole-
cules forming 18 ((ii) in Scheme 14). Since both 17 and 18 ex-
hibit potential empty coordination sites, benzene activation
from 17 and cyclometalation from 18 are plausible scenarios.
Nevertheless, the three-coordinate intermediate 17 is not
isolable and reacts further with a molecule of the starting ma-
terial 7a leading to the dinuclear species 19. The inclusion of
deuterium atoms in the #-Bu groups of 19 suggests that both
intra- and intermolecular C—H bond activations are competitive
pathways. The transient formation of derivative 17 was

confirmed by trapping experiments with ethylene.

iPr 1@ iPr . T1® iPr 120 H* pr @
) iPr\\P/'Pr iPr\\P/'Pr H* |Pr\\P/'Pr iPr\\P/'Pr

40°C | H 5-10 equiv THF | | H Z I
Me-Pt-- Me-Pt—0 - 0—Pt-- Co—Pt
CD2C|2 CD,CI 3H |
iPr/lla\% 2 iPr-Fipr ipr-F iprh
iPr iPr iPr iPr
A7 14 15 16

Scheme 13: Proposed mechanism for the acid-catalyzed cyclometalation of 14 via intermediate 15 [41].
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(i) Cyclometalation

CH3zH
S
Xy CH | y
I —N ' %H /N\ ,CHs
\Pt/ 3 /Pt
t-Bu~ N/ \CH3 i t-Bu /_N N
— CzHﬁ C:S‘O
t-Bu t-Bu %6
7a 8a
CH3D
(ii) Benzene
activation

Scheme 14: Proposed mechanism for the formation of 19 [102].

Examples of cyclometalation processes preceded by ligand
dissociation have been described by Romeo and co-workers
[111,117,118]. For instance, [Pt,(Hbph)4(u-SEt;);] 20 (Hbph =
n!-biphenyl monoanion) undergoes cyclometalation to form
[Pto(bph),(p-SEty),] 22 and biphenyl Hybph (Scheme 15)
[117]. Intramolecular C—H bond activation seems to be driven
by thioether dissociation via 21, a process previously reported
for the complex [Pty(Me)4(p-SMes),] [119].

Marrone et al. computed the cyclometalation process of
[Pt(Me),(PR3)(DMSO)] 23 to yield [Pt(Me)(PR,R’)(DMSO)]
28 (R = o-tolyl, R’ = cyclometalated group; DMSO = dimethyl-
sulfoxide) [120] as experimentally reported in [118]. They
demonstrated that the reaction involves coordinatively unsatu-
rated 14-electron T-shaped complexes through (i) DMSO disso-
ciation, (it) C—H bond activation, (iii) methane release, and (iv)
DMSO association (Figure 17). Starting from 23, initial ligand
dissociation generates the T-shaped intermediate 24, in which
one o-tolyl group of the phosphine ligand establishes an agostic
interaction with the platinum center. This agostic interaction
weakens the C—H bond inducing an oxidative-addition (OA)
process. The resulting five-coordinate Pt(IV) hydride complex

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

25, located at 26.0 kcal mol~! above reactants, quickly under-
goes reductive elimination (RE) providing the methane adduct
26. After methane releasing, the cyclometalated T-shaped struc-
ture 27 is obtained, once again stabilized by an agostic inter-
action. The corresponding transition states for OA and RE
processes are isoenergetic with respect to 25. Finally, the
agostic coordination mode in 27 is displaced by a DMSO mole-
cule forming the cyclometalated product 28. Moreover, they
showed that the reaction mechanism starting from the four-co-
ordinate 16-electron complex 23 does not provide low-energy
paths for OA, demonstrating the kinetic inertness of these types
of compounds.

Three-coordinate species have been invoked by Nolan and
co-workers to account for the reaction of cis-[Pt(NO3),L,] 29
with tetramethylthiourea (tmtu) (Scheme 16) [121]. The sulfur
atom of tmtu displaces one nitrate ligand of 29 forming 30,
which eventually evolves to the cyclometalated product 33 via
C-H bond activation. The increase of nitrate concentration as
well as the addition of coordinating agents, such as triethyl-
amine and triphenylphosphine, clearly retard the process.

Therefore, a dissociative mechanism has been proposed to

{ {
Hbph._._-S<._._Hbph Hbph._..~S<__._Hbph O /\( O
Hbph™ >s~ “Hbph Hoph™ g Hbph PPt *+ 2Habph
J) g ) ~
20 21 22

Scheme 15: Cyclometalation of 20 via thioether dissociation [117].
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| Hy

(o-tol)oP< ,/(C

AG(CHCI;)/kcal mol-1

23 -14.8

Reaction coordinate

Figure 17: Gibbs energy profile (in chloroform solvent) for the cyclometalation of 23 [120].

L.__ONO, L =P(p-F-Ph);
L~ ONO, pios
29 s L-L = PhyP(CHy)3PPh,
\NJ\N/ (tmtu)
NO® | I
L. _ONO, T1® o L 20 Hecp. 12 NOg

H3C—P|t—DMSO DMSO—FI’t
(o-tol),P ’ (o-tol),P
(o-tol)

TN AN / HNO3
30 31 32 33
Scheme 16: Coordination of tmtu to 29 and subsequent C—H bond activation via three-coordinate species 31 and 32 [121].
generate the unsaturated species 31. Then, one methyl group of
the coordinated tmtu can stabilize the open coordination site via
agostic interaction, 32, inducing an intramolecular C—H bond
o , NHC NHC 1@ NHC 1®
activation process to yield 33. It was also observed that less | NaBArF, A |
o-donor phosphine ligands increase the reaction rate. Less-elec- H3C_F|’t_| \| H3C_F|’t N F|)t
tron-donating ligands may not stabilize 31, favoring an agostic NHC 1© NHC CHy NHC
contact in 32, which, consequently, accelerates the cyclometala- 34a A10a: 40 °C Al1a: IPr
tion reaction. Indeed, the presence of stronger 5-donors such as 34b - -70°C A11b: It-Bu
ICy ligand (1,3-biscyclohexylimidazol-2-ylidene) inhibits the 35a Tda: 60°C  T5a: IMes*
35b T4b: ° :
process. 60 °C T5b: IMes
T-shaped Pt(II) complexes bearing NHC ligands can be
prepared starting from the pertinent iodo-precursors by halide Scheme 17: Cyclometalation process of NHC-based Pt(Il) complexes
[28,44].

removal (Scheme 17) [44]. For IPr [44], IMes* and IMes
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Scheme 18: Cyclometalation process of complex A9 [43].

ligands [28], the corresponding methyl complexes A10a and
T4a,b can be isolated. Interestingly, cyclometalation involving
a methyl group of the carbene arm was observed upon heating
these methyl derivatives. It is noteworthy that the process barely
depends on the nature of the fourth coordination site, either
agostic A10a or pure empty site T4a,b. In the case of [-Bu
ligand [44], a similar cyclometalation reaction is observed even
at low temperatures (—70 °C), but the putative methyl inter-
mediate could not be detected.

The agostic complex A9 can exchange the site of cyclometala-
tion by C(sp3)-H bond activation (Scheme 18) [43]. The addi-
tion of one equivalent of L (L = DMSO, PPh3 or pyridine) to
A9 in chloroform or acetone at room temperature yields the
products 37, in which one methyl group (previously agostic) has
been cyclometalated, and L has entered into the coordination

sphere of the platinum atom. The authors reasonably propose a

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

| A
1 equivL N 37a: L = DMSO
| i
CHClI; F Cl-Pt 37b_. PP.h3.
or acetone Il_ 37c: pyridine

rt

c-bond metathesis (6-CAM) mechanism via intermediate 36
invoking the well-known capacity of agostic interactions to
facilitate the C—H bond cleavage.

The “rollover” process is a class of cyclometalation, in which a
heteroaryl ligand undergoes decoordination and bond-rotation
processes prior to C—H bond activation. A recent review on this
topic collects the most important features of this reaction [122].
Early work by Young and co-workers [123] proposes the for-
mation of coordinately unsaturated species 39 and 39’ as inter-
mediates in the “rollover” reactions of 38, leading to polymeric
species (Scheme 19).

Zucca and co-workers reported the synthesis of several
cyclometalated compounds 44 by means of substitution and
“rollover” processes (Scheme 20) [124]. Starting from deriva-
tive 41, DMSO displacement by 6-substituted 2,2’-bipyridines

g ] 7 |
H NS N\ /Ar N\ /AI’ N\ N\
H /Pt\ H /Pt — Pt Pt
AN A A N AN A N
. | ArH ~ | “ | ArH ~
38 39 l 39 l 40
polymeric polymeric
species species
Scheme 19: “Rollover” reaction of 38 and subsequent oligomerization [123].
R R R
NN = | 74 H C = |
H
DMSO\ CHjs \ HN N\ CHs N\ 3 Na CHs
Pt Pt +2 DMSO Pt
7N\ /7 N\ /N
DMSO CHs Z "N CHg Z>N DMSO
| CH3H |
N NS
41 42 44
R = alkyl, phenyl

Scheme 20: Proposed mechanism for the formation of cyclometalated species 44 [124].
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NPA = N-(2'-pyridyl)-7-azaindole
N, C,N-NPA = cyclometalated NPA

Scheme 21: Self-assembling process of 45 by “rollover” reaction [126].

(NN ligands) yields the corresponding bidentate derivatives 42.
Due to the steric congestion between the R group of the bipyri-
dine and the methyl ligand 42 becomes unstable promoting the
decoordination of the nitrogen atom. Subsequent C—H bond ac-
tivation is proposed to take place through an agostic intermedi-
ate 43 generated by rotation around the 2,2°-C—C bond of the
bipyridine ligand. After the release of methane, the vacant site
is easily occupied by one DMSO ligand yielding 44. Interest-
ingly, from 44 (R = ¢-Bu, Ph) the corresponding hydride com-
pounds can be prepared [125]. It is worth pointing out that,
depending on the ligand present in solution, both 16-electron
and 14-electron species are obtained, though the latter are not
stable, and only oligomers with bridging hydrides can be
detected [125].

Wang and co-workers disclosed the spontaneous self-assem-
bling of [Pt(Me),(NPA)] 45 by a “rollover” cyclometalation
process (Scheme 21) [126]. The suggested mechanism begins

cis-51
E (DMSO)= -1.4
E (CHCl3) = +2.6

Scheme 22: “Rollover” reaction of A9. Energies (solvent) in kcal mol= [127].

-

N\ oY _cH S ) N\ H_ s

H/Pt\CH N~ “CH
7N\ 3 7\ ®

\

\ N H

N Pt/CHS + solv N‘ Fl’t/CH3
AN

Y dw oy
X 49 X 48

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

solv = THF,CH,Cl,, benzene

with a C-N bond rotation by chelating ligand dissociation
forming species 46, which is stabilized by solvent coordination.
Eventually, an agostic interaction in 47 prior to the rate-deter-
mining C—H bond cleavage should displace the solvent mole-
cule. An oxidative addition and reductive elimination (OA/RE)
scenario via hydride Pt(IV) 48 and subsequent methane release
yield the corresponding solvent adduct 49, from which self-
association generates the cyclic tetramer 50. Indeed, when good
coordinating agents such as acetonitrile are added, the reaction
slows down.

A “rollover” process has been observed for the already
cyclometalated compound A9 in DMSO providing two
zwitterionic products, cis- and trans-51 (Scheme 22) [127].
On the other hand, by switching the DMSO solvent
to the less polar chloroform the expected cyclometalated
37a (Scheme 18) is DFT
calculations correctly explain the relative stabilities

product obtained.

®
HN™ | A
= CHCl5 NG
p-Cl |
- I-Pt
F . pmso oA
O\ O//S\\
trans-51 37a
2.9 .- 0.0
+1.0 S 0.0
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Scheme 23: Proposed mechanisms for the “rollover” cyclometalation of 52 in gas-phase ion-molecule reactions [128].

of 51 with respect to 37a depending on the polarity of the
solvent [127].

This kind of reactivity has also attracted attention in gas-phase
conditions [122]. The gas-phase behavior of cationic species 52
has been analyzed by means of combined experimental and
computational studies (Scheme 23) [128]. DFT calculations
discourage the initial loss of dimethylsulfide. Instead, decom-
plexation and C—C bond rotation processes starting from the
four-coordinate complex 52 are favored. The resulting isomeric
compounds exhibit an empty coordination site that is filled by
an agostic interaction prior to the C—H bond activation. Inter-
mediate 53 evolves through a 6-CAM process, whereas inter-
mediate 54 undergoes oxidative addition and reductive elimina-
tion processes. The release of methane and dimethylsulfide
yields 55. Further studies including labeling experiments
support the reversibility of these “rollover” reactions. The
highly unsaturated species 55 is still reactive and can co-
ordinate and decompose XMe, molecules (X =S [128] and O
[129]) and dehydrogenate alkanes [130]. Finally, other
cyclometalation processes including “rollover” reactions have
also been observed for the complex [Pt(Me)L(SMe,)] bearing a
diimine ligand instead of the ubiquitous bipyridyl backbone
[131].

B-H elimination

As previously noted, the agostic complexes A1-4 (Figure 7) are
in equilibrium with the hydrido—alkene isomers [34-38]. Experi-
mental evidence points out that substituted alkyls and large
chelate ring-size diphosphine ligands favor the B-agostic
isomer. As a representative example, Scheme 24 shows the $-H
elimination for Ald together with the reverse 1,2-insertion for
56. Interestingly, upon crystallization in dichloromethane
solvent, Ald eliminates norbornene from 56 and generates the
dinuclear complex 57 [35]. The presence of chloride as a
bridging ligand suggests that solvent molecules are involved in
the reaction. Therefore, the participation of T-shaped intermedi-
ates, probably stabilized as solvento adducts, might be relevant
in the overall process.

Although B-elimination should be easily accomplished,
Goldberg and co-workers realized that other reactions
can compete. The thermolysis of five-coordinate
Pt(IV) complexes 7 containing nacnac ([{(o-
iPr,C¢H3)NC(CH3)},CH] ™, 7b) [99,101] and AnIM ([o-CeHy-
{N(CgH3iPr,) } (CH=NCcH3iPr,)]", 7¢) [101] ligands produces
D-59 in benzene-dg (Scheme 25). The first step in this reaction
seems to be the direct reductive elimination of 7 liberating
ethane. The resulting intermediate 8 undergoes cyclometalation

cy 19 Ccy 1@ 20 °C Cy cy  cy cy 1%®
P=Cy p-H elimination R-Cy CH,Cl, 4 HO ¥
P—Pt--H — _P—Pt—H Cop e )
Sy 1,2-insertion od | 4 ~or” il
y % % Cy/ Cy Cy Cy
A1d 56 57

Scheme 24: 3-H elimination and 1,2-insertion equilibrium involving A1d and the subsequent generation of 57 [35].

1371



N
N._ _CHj ( ~
P_H =
Pt ~ P —
<N N\_)/
CH,
8 58
6O°CI/'C2H6 “R- DN+RD
T
N_ | _CHs
( R ( >Pt/ —
N~ CHs N__ D
7 60

R = CgDs, CgD11

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

Scheme 25: Proposed mechanism for thermolysis of 7b and 7c¢ in benzene-dg and cyclohexane-dq, solvents [101].

to give the complex 58. The subsequent $-H elimination process
shall provide the expected hydride complex 59. However,
solvent molecules come into play, so that the unsaturated inter-
mediate 58 activates the C—D bond of benzene-dg forming 60.
Cyclometalation and subsequent B-H elimination processes
generate D-59, which has fully incorporated the corresponding
deuterium atoms. This latter evidence suggests that the intermo-
lecular C-D bond activation of benzene-dg is indeed faster than
the B-elimination. On the other hand, when the reaction is
conducted in a cyclohexane-di; solution, D-59 is hardly
obtained and 59 prevails. It means that, in sharp contrast to the
arene solvent, the intermolecular C—D bond activation of

alkanes becomes slower than the -elimination.

This type of reaction has also been observed for the agostic
complex Alla [28], although the CH group of the agostic
contact is not involved. Upon heating or under UV irradiation
(Scheme 26), one hydrogen of the cyclometalated isopropyl
group in Alla undergoes a -H elimination process yielding 61,
in which the alkene and the hydride ligands are located mutu-

ally trans.

Intermolecular C—H bond activation
Three-coordinate T-shaped Pt(II) complexes have been postu-

lated in hydrocarbon C—H bond activations, particularly in the

1o

/(Q\‘(\ \pt/CH3

(N\Pt/H
SN ) )
N iPr iPr IPr iPr
59 —N No
NN=  (°
*—N =N
N 5 iPr iPr iPr iPr
( /Pt/\
4
nacnac Anlm
D-59 b c
1®
/ \ 1/ - \
N \_/ N—~
H
Pt-. aorhy ~-Pt-H

o

[>>—

{3 =

Scheme 26: B-H elimination process of A11a [28].

o

Shilov system for the functionalization of methane. A number

A11a

of excellent reviews about C—H bond activation have been
published [132-137].

Labile ligands in masked T-shaped compounds allow further re-
activity. Although some solvent complexes exhibit associative
pathways eluding 14-electron species [73,138], the participa-
tion of such coordinatively unsaturated intermediates should be
taken into account for other systems [135,136]. A good example
is the investigation reported by Wick and Goldberg
(Scheme 27) [95]. From the anionic species [Pt(Me),Tp’]™ 62,
they attempted to generate the unsaturated species 63 through
the abstraction of one methyl ligand. Indeed, the treatment of 62
with B(CgFs)3 in benzene, cyclohexane and n-pentane provides

B(CeFs)3 (~pt
‘QN/ “CHs RH solvent @N/ ~CHa ‘QN/ | cH
\J \J Y Vb
H/B\BD H/B\:@ H/B\N;
62 63 64a: R = CgHs
64b: CeH11 (Cy)
64c: n-C5H11

Scheme 27: Intermolecular C—H bond activation from 62 [95].
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the products 64 arising from the C—H bond activation of solvent
molecules. Interestingly, the activation of pentane molecules

only occurs at the primary carbon atom.

A similar situation has been observed for the reductive elimina-
tion of methane in the complex 65 (Scheme 28) [105]. Experi-
mental evidence is consistent with a dissociative methane loss
from 66 as the rate-determining step. Therefore, as shown in
Scheme 27, the unsaturated intermediate 63 is supposed to
operate again. When the reaction is carried out in CD3CN/CgFg
mixtures, acetonitrile binds the transient 63 forming the corres-
ponding adduct 67. On the other hand, when benzene-dg and
toluene-dg are used as solvents, intermolecular C—D bond acti-

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

vations occur with the formation of 68. In cyclohexane-d;,
solution, the observation of deuterated methane isotopomers
indicates C—D bond-activation processes, though the corres-
ponding alkyl Pt(IV) product could not be characterized.

Nevertheless, the participation of one arm of the Tp’ ligand
stabilizing the open coordination site in 63 should be consid-
ered. As pointed out by Keinan and co-workers [139], the inter-
mediate [Pt(Me)Tp] can adopt two different structures; the
bidentate 2 coordination mode (69) provides a T-shaped struc-
ture (Figure 18 left) whereas the «3-complex (69°) exhibits a
see-saw geometry (Figure 18 right). The former is slightly
favored by only 1.8 kcal mol™!.

Vo ST
Ne("~pt_ 3
5o
\

CD4CN
CeF /
/(—( Ho /(—( 6Fe B
ﬂ~\ _CHj Q~\ ~"CHs QN\ H :@
Pt \ /Pt\ \ Pt 67
L — e N
L : I S o
LD —~ -
A= ey o S kL
~
2
65 66

R= CGDS,
m- and/or p-CD 3-CgDy4

Scheme 28: Reductive elimination of methane from 65 followed by CD3CN coordination or C-D bond-activation processes [105].

>
P -N(cis)=  93.3°
t-N (trans)=177.4°
N Pt N (cis)=  89.2°
N-Pt-N (trans)= -

AGogq (kcal mol=1)= 0.0

1.8

Figure 18: DFT-optimized structures describing the k2 (69, left) and k3 (69", right) coordination modes of [Pt(Me)Tp] [139]. Bond distances in

angstroms, angles in degrees and Gibbs energies in kcal mol™!.
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Recently, arene activation has been reported regarding true
T-shaped species with NHC ligands [28]. The cyclometalated
complexes Alla, Al11b, T5a and T5b were tested toward C—H
bond-activation processes by using benzene as a solvent
(Scheme 29). No reaction was observed for Alla and Al1lb
even under drastic conditions (high temperatures and long reac-
tion times). On the other hand, T5a yields the phenyl product
T6a, whereas T5b barely reacts.

H

Curcj@ \Nll-iC e
e
NHC Cele, 120 °C NHC

A11a: - - IPr
A11b: - — It-Bu
T5a: 1:4 T6a: IMes*
T5b: 50:1 T7:IMes

Scheme 29: Intermolecular arene C—H bond activation from NHC-
based complexes [28].

DFT calculations suggest an oxidative addition and reductive
elimination scenario via Pt(IV) hydride intermediates 70
(Figure 19). The steric environment of the agostic complexes
Alla and A11b complicates the reaction, which is reflected in
the high energy barriers (more than 40 kcal mol™!, red line). In

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

sharp contrast, the true T-shaped species T5a and T5b, with no
agostic bonds, show lower energy profiles (ca. 30 kcal mol™!,
blue line) and the reaction thermodynamics (AE; values,
Figure 19) accounts for the observation of T6a and the poor
detection of T7.

Other arenes can also be activated by the use of TSa to afford
T6 (Figure 6). In toluene solvent, only the two products m-T6b
and p-T6b corresponding to meta- and para-site activations are
observed in a 5:1 molar ratio. Neither ortho- nor benzylic C-H
bond activations are detected. Once again, DFT calculations
provide reasonable AE* for both meta and para-routes (ca.
30 kcal molfl), and the thermodynamic effects, i.e., that only
m-T6b and p-T6b are slightly more stable than T5a, explain the

experimental evidence.

Some pincer complexes can indeed activate the C—H bonds of
benzene, though the mechanism is not fully understood
[50,140]. In this line, Ozerov and co-workers have attempted to
access unsaturated species by means of abstraction of triflate
ligand from 71 (Scheme 30) [12]. The presumable generation of
the low electron-count intermediate 72, results in the intermo-
lecular C-H bond activation of several arene solvents. Phenyl
73a and phenyl-ds 73b together with o-fluoro 73¢ and
o-chlorophenyl 73d are obtained. The toluene solvent also
reacts forming a mixture of o-, m- and p-tolyl complexes (8%
0-73e and 92% m-73e and p-73e). Additional experiments
proved that the reverse processes are not kinetically accessible.

IPr = 1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene

1t-Bu = 1,3-bis( tert-butyl)imidazol-2-ylidene

IMes* = 4,5-dimethyl-1,3-bis(2,4,6-trimethylphenyl)imidazol-2-ylidene
IMes = 1,3-bis(2,4,6-trimethylphenyl)imidazol-2-ylidene

NHC =
IPr A11a
1t-Bu A11b

Oxidative
addition

NHC =
IMes* T5a
IMes T5b

AE (CgHg)/kcal mol™!

IMes 70b

IMes* 70a

Reductive
elimination

AE, =+2.2 IMes T7
mmmmm AE, =-0.4 IMes* T6a

Reaction coordinate

Figure 19: Energy profiles (in benzene solvent) for the benzene C—H bond activation from A11a, A11b, T5a and T5b [28].
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F
B iPr 1BCsF)l®
P
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Scheme 30: Intermolecular arene C—H bond activation from PNP-based complex 71 [12].

In some cases, C—X bond-activation processes involving PhBr

and CH,Cl, molecules have also been registered.

Complexes of the type [Pt(Me)(NN)]" 74 (Scheme 31) have
shown reactivity toward the C—H bond activation of benzene in
gas-phase ion-molecule reactions [7]. Suitable labeling experi-
ments disclose the reversibility of the C—H bond activation.
Interestingly, the relative rate constants reveal that 74d reacts
slower than 74a—c. In the absence of solvent, both reactants
74a—c and phenyl products 76a—c are believed to exhibit true
T-shaped structures. On the other hand, the lower reactivity of
74d has been attributed to an interaction of the empty site of the
platinum with one ortho-chlorine atom of the (o0,0’-
Cl,C¢H3)N=C(CH3)-C(CH3)=N(0,0’-Cl,C¢H3) (MEDABPCP)
ligand [141], which blocks the approach of a benzene molecule.
Oxidative addition and reductive elimination (OA/RE) as well
as 6-CAM scenarios have been evaluated for 74b, but unfortu-
nately the results are functional-dependent. B3LYP cannot

¢-CAM
/\
<N\Pt/CH3 <N\P(,tg + CHzH
N @ +RH S~ 7 N O R
H
74 OA (N\V/CHg RE 76
Pt
/@\
N 75 R Cl
= 7
| | m N Ci
NN = I N Cl
= |N Z\| N >N
UG
(phen) (bipy)  (bipyrm) (MeDABDCP)
a b c d
R= Ph a: Ph Ph Ph
b: Tol
c: Me

Scheme 31: Intermolecular C—H bond-activation by gas-phase ion-
molecule reactions of 74 [7,142].

reproduce the experimental evidences, mPW1K and
mPWI1PW9I1 favor the 6-CAM mechanism, and M05-2X
considers both of them [7]. The bipyridyl complex 74b can also
activate toluene and methane molecules forming 74bb and
74bc, respectively [142]. Concerning the toluene activation,
meta-, para- and benzylic positions can be activated forming
m-76bb, p-76bb and Bn-76bb, respectively. BP86 calculations
suggest that OA/RE and 6-CAM are competitive pathways.

H, activation

Some agostic complexes previously reported can activate small
molecules such as Hy (Scheme 32). For instance, the complexes
ASa and ASb react with dihydrogen (1 atm Hj, 20 °C) in
dichloromethane solution to yield the corresponding agostic
hydride products Aéa and A6b [39]. Both species were found in
equilibrium, exhibiting AS5/A6 ratios of 4:1 and 1:2 for species
a and b, respectively. A similar behavior is observed for the

1® mlc)
R R
R\\ \
R
I:I) + H, FI)
Pt--- . H—Pt---
P. - F2
R R—P
R CH20|2 R
A5a: R = Ph 4:1 A6a: R =Ph
A5b: Cy 1:2 A6b: Cy
A5c: iPr 1:3 Aéc: iPr
iPraP e iPrP H—l@ iPrsP 1@
H-Pt-Ci—, e | H-Pt—] == H-Pt—|
iPrsP 2 iPrsP iPrsP
CH,Cl,
S1a 77

Scheme 32: Dihydrogen activation through complexes A5a, A5b [39],
A5c [40] and S1a [54].
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analogous reaction of ASc (1 bar Hy, =30 °C to room tempera-
ture), in which A6c is obtained in a 1:3 ratio [40]. These results
suggest that hydride species seem to be favored according to the
basicity of the phosphine ligand. In previous works, the
dichloromethane molecule in the solvento complex Sla was
labile enough to allow Hj activation but, unlike A6, the corres-
ponding dihydrogen adduct 77 was observed (Scheme 32) [54].
The latter undergoes a fluxional process which can be slowed

down by cooling at —60 °C.

Weller and co-workers reported an alternative procedure to
obtain 77 from A7 by addition of dihydrogen in CD,Cl, solu-
tion (Scheme 33) [41

supposed to be displaced by one dihydrogen molecule forming

]. The agostic interaction in A7 is

the putative intermediate 78. The concomitant release of
methane may be the driving force of the reaction, thus the
entropic factors together with the nature of the phosphine
ligands should be taken into account. Additionally, the related
compound 16 (Scheme 13) can also activate dihydrogen mole-

|Pr ® o
iPr |Pr3P H Fl’iPr3
Me- Pt"' Me- Pt—| I—Pt—H

\% H H I'l"P
iPr P IFr3
"o T Do
77
la
ipr o 1® ipr 19
iPr\\'?/IPr iPr\\T/IPr
CO—PIt —2. 0—Pt—H
iPr/T iPr~ l\
iPr iPr
16 S1c

Scheme 33: Dihydrogen activation through complexes A7 and 16 [41].
For a: see Scheme 13.
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cules; the cyclometalated ring is opened and the corresponding
hydride complex Slc is obtained [54].

Xo activation

The cyclometalated compounds Alla and T5a can activate X,
molecules (X = Br, I) in dichloromethane solution affording 79
and 80 in which one C(sp3)fX bond is constructed (Scheme 34)
[143]. It is noteworthy that the reaction occurs in the presence
(A11a) or the absence (TS5a) of agostic interactions in the

starting materials.

1@
NI|-|C X, (-NII-IC 1@
Pt---L e ---Pt—X
.y, CH,Cly, rt |
NHC NHC
A11a: NHC = IPr 79a: X = Br; NHC = IPr
L = agostic 80a: IMes™
NHC = IMes* 79b: X =1; NHC = IPr
T5a:L = empty 80b: IMes*

Scheme 34: Bry and I bond activations through complexes A11a and
T5a [143].

Interestingly, during the reaction of Alla with Br, at low
temperature (—78 °C) a paramagnetic, see-saw Pt(III) alkyl
intermediate 81a could be isolated and characterized
(Scheme 35), although the iodo-analogue 81b could not.
DFT calculations correctly predicted the feasibility of 81a
(-9.5 keal mol™! below reactants) and explained the nondetec-
tion of 81b (+4.5 kcal mol™! above reactants) in terms of higher

relative energies.

A related Cl, activation process involving unsaturated species
has been recently reported by Rourke and co-workers
(Scheme 36) [144]. Under certain conditions, the reaction of 82
with PhI-Cl, yields 83. Although suitable crystals of 83 could
not be obtained, the structure was elucidated by NMR studies
showing the formation of one C(sp>)~Cl bond. Similarly to the

mcy 1@

/_\
N \JN

\./

T 1/2 BI’2 1/2 BI’2

Pt Br Br---Pt—Br
/L -78°C -78°Ctort
7N CH2C|2 N /‘\ N CH2C|2
\—/
A11a 81a

Scheme 35: Detection and isolation of the Pt(lll) complex 81a [143].
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N7 PhI-Cl,

Scheme 36: Cl, bond activation through complexes 82 and 83 [144].

agostic species A9, the resulting CH,Cl group is interacting
with the open coordination site. Further reaction of 83 with
PhI-Cl, forms the oxidation product 84.

cis—trans |somerization

The cis—trans isomerization of several solvento species S5 has
been studied and the formation of low electron-count Pt(II)
complexes 85 through dissociative pathways accounts for the
experimental observations [2,61]. The general mechanism is
depicted as follows: (i) rate-determining dissociation step of a
solvent molecule, (ii) isomerization process, and (iii) fast

association of a solvent molecule (Scheme 37).

As shown in Scheme 37, the 14-electron structures 85 are
involved in the process. Due to their high tendency to fulfill the
empty coordination site, these species strongly favor intramole-
cular contacts. Indeed, it has been experimentally observed that
the complexes S5 bearing R = Et, n-Pr and n-Bu groups react
much faster than other derivatives with R groups without

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

PhI-Cl,
-40 °C
83 84
R @) R R (iii)
| ® - solv o (ii | ® | @
L—Plt—solv —— L—Pt ﬁ, L—Pt— +S_°|V, L_th_L
L L solv
cis-S5 cis-85 trans-85 trans-S5

Scheme 37: cis—trans Isomerization mechanism of the solvento Pt(Il)
complexes S5 [2,61].

B-hydrogen atoms [61]. This phenomenon has been called the
B-hydrogen kinetic effect [2]. It is defined by an incipient
B-agostic interaction that can stabilize transient T-shaped inter-
mediates and transition states, and therefore, an increase of the
reaction rate would be expected. Further computational studies
were performed on complexes [Pt(R)(PMe3),(solv)]" 85
describing the isomerization process in different solvents [2].
The B-hydrogen kinetic effect can be detected during the first
steps of the isomerization energy profiles (Figure 20) for both
the methyl (85a, red line) and the ethyl (85b, blue line)

R . TS85a —
1 cis-85a C|:H3
o) -
2 CHy Me;P Pt@PM
T MeP-Pt® €s
£ PMe; 27.9
1]
P 25.6 “®
Me3P-Pt-PM93
trans-85
16.2
Cl:lz
! .- H I
Me3P—FI>t@soIv Me3P(—9FI’t’ TS85b Me3P—F|’t@PMe3
PMej PMe; solv
cis-S5 cis-85b trans-S5
55
-5.8
solv = NCMe Reaction coordinate

Figure 20: Energy profiles for the isomerization of complexes [Pt(R)(PMe3)>(NCMe)]* where R means Me (85a, red line) and Et (85b, blue line) [2].
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complexes in acetonitrile. Note that the agostic contact in cis-
85b decreases the overall energy requirement with respect to
cis-85a, but at the same time, it increases the relative energy
barrier to reach the Y-shaped transition state TS85, i.e., 4.3 kcal
mol ™! for the ethyl (TS85b) and 2.3 kcal mol™! for the methyl
(TS85a) derivatives. By removal of the agostic interaction in
cis-85b (through a rotation of the C—C bond of the ethyl ligand),
this energy stabilization was estimated to be 5.9 kcal mol ™!
Other solvents such as methanol, dimethylsulfoxide and
benzene were also considered. The donor ability strongly
affects the dissociation step, although it has a little impact on
the strength of the agostic interaction.

In the presence of benzyl ligands, a similar cis—trans isomeriza-
tion via the unsaturated species [Pt(R)(PEt3),]" (Scheme 37)
has been claimed [62]. DFT calculations on the model deriva-
tive [Pt(Bn)(PMes),]" predict a Pt--n2-benzyl coordination
mode in 86 involving the ipso-carbon of the benzyl ligand
(Figure 21). This stabilization accounts for 7.6 kcal mol !, ie.,
1.7 kecal mol™! stronger than the above-mentioned agostic
contact for the same family of compounds (5.9 kcal mol ™1, [2]).
The interaction is favored by electron-donating groups on the
phenyl ring and, as a consequence, the reaction rate is
enhanced.

Figure 21: DFT-optimized structure of intermediate 86 [62]. Bond
distances in angstrom and angles in degrees.

Dissociative ligand substitution

Experimental evidences obtained in poorly coordinating
solvents strongly support that neutral complexes of the type cis-
[Pt(R)>S;] (87) undergo ligand substitutions through dissocia-
tive pathways as depicted in Scheme 38: (i) sulfur ligand disso-
ciation/reassociation via transient 14-electron structures (88),

Beilstein J. Org. Chem. 2013, 9, 1352-1382.

(ii) subsequent ligand addition (89), and (iii) displacement of
the sulfur ligand (90) [117,119]. The electron-rich metal, the
Pt—S bond weakening due to the trans-influence of the
R groups, and the stabilization of T-shaped intermediates favor
this dissociative pathway. Interestingly, for the complex cis-
[Pt(Ph),(CO)(SMe»)], in which one thioether ligand has been
replaced by CO, the operating mechanism becomes associative
[145]. Steric and B-hydrogen kinetic effects [2] have been
invoked to explain the fast reaction of [Pt(Hbph),(DMSO),]
(Hbph = n!-biphenyl monoanion) compared to species
containing other R groups [117].

(i) s (ii) S (iii) N

R—P:t®—S ;:s R—F:>t@ *NN R—P:t?NN =S, REF:‘t)N
R R R
87 88 89 90
R = alkyl, aryl

S = sulfur ligand

Scheme 38: Proposed dissociative ligand-substitution mechanism of
cis-[Pt(R)2S] complexes (87) [117].

Puddephatt and co-workers have demonstrated that, depending
on the nature of the R group, dissociative mechanisms can also
facilitate the substitution of dimethylsulfide by phthalazine in
the dinuclear species 91 (Scheme 39) [146]. When alkyl deriva-
tives are employed, kinetic evidence mainly points to an asso-
ciative mechanism via 92, although a minor part of the reaction
has been related to a dissociative pathway. The inclusion of
phenyl and p-tolyl ligands in 91 completely changes the mecha-
nism. A first-order reaction is observed and large negative
entropies of activation are collected. The proposed mechanism
involves the dissociation of dimethylsulfide generating the puta-

associative N

R:CH3 N
Ro=(CH: | f R R

P{_ Pt
‘//' ™ \

F R /N
e 92 SR PR R
7/
sNg” t\R Pt Pt”
/\ Voo~ +N-N /\N—N/ "R
e T8RN
S "
dissociative /\ |\? ~S(CHa),
R:CBHE,
R = p-CH3CgH, 93
N
P P=PhP” “PPh, NN={(
N-N

Scheme 39: Proposed mechanisms for the ligand substitution of the
dinuclear species 91 [146].
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tive unsaturated intermediate 93. This species is supposed to be
stabilized by a donor—aceptor Pt-Pt bond, i.e., the electron-rich
four-coordinate platinum atom interacts with the electron-defi-
cient three-coordinate counterpart. Consequently, the electron
density of the former platinum atom decreases, thereby favoring
the subsequent attack of the N-N ligand to yield 94.

Conclusion

There are only a very few authenticated three-coordinate Pt(II)
complexes. Yet, T-shaped intermediates play an important role
in a number of organometallic transformations. Given the elec-
tronic and coordinative unsaturated nature of such compounds,
they can only be isolated when the vacant coordination site is
blocked to avoid intra- and intermolecular interactions. Steric
effects are important in preventing the coordination of a fourth
external ligand. The use of bulky species, which hamper the
entry of ligands into the platinum coordination sphere, is a good
strategy toward this goal. The presence of shorter or less flex-
ible alkyl chains in bulky ligands could avoid agostic interac-
tions. Electronic effects, as well as the involvement of strong
electron-donating ligands, also have a stabilizing impact.
Overall, the number of true T-shaped complexes that are well-
characterized is still very low. Nevertheless, a much larger
number of Pt(II) complexes can be described as operationally
three-coordinate in a kinetic sense. This happens when the
fourth position in a square-planar complex is occupied by a very
weak ligand, which can be easily displaced. We have named
these compounds masked T-shaped complexes. An intramolec-
ular agostic interaction, a weakly coordinated solvent molecule
or a counteranion can play such a role. Whether or not the inter-
action of the platinum atom with the fourth ligand is very weak,
the three-coordinate complex should be very close in energy to
the square-planar ground state. Consequently, in practice the
masked T-shaped complexes can be devised as a resting state of
the three-coordinate species.

The accessibility of three-coordinate complexes makes them
suitable intermediates in Pt(II) chemistry. In spite of the diffi-
culty in detecting these intermediates, this review gathers a
number of recent experimental and theoretical reports, which
claim the involvement of T-shaped Pt(Il) intermediates in reac-
tion mechanisms. In the near future, the acquired knowledge on
the synthetic routes and structural features, as well as the
advances in the detection techniques and computational
methods, should lead to an improved design of such com-
pounds and to a wider recognition of the role they play in chem-

ical transformations.
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Electron transfer between the title compounds and their radical cations, which were generated by photoinduced electron transfer

from the sulfides to excited 2,4,6-triphenylpyrylium cations, was investigated by time-resolved measurements of chemically

induced dynamic nuclear polarization (CIDNP) in acetonitrile. The strongly negative activation entropies provide evidence for an

associative—dissociative electron exchange involving dimeric radical cations. Despite this mechanistic complication, the free ener-

gies of activation were found to be well reproduced by the Marcus theory of electron transfer, with the activation barrier still

dominated by solvent reorganization.

Introduction

Single-electron transfer is probably the simplest chemical
process of an organic molecule, because usually no full bonds
are broken or formed. For this reaction type, the relationship
between its thermodynamic driving force and its rate is well
understood [1,2]; it only depends on a single parameter for each
reagent involved, namely, the activation barrier AGSF of its self-
exchange, e.g.,

(M

AG]

D+D*t Dt +D

Observing these key reactions is complicated by the fact that
they involve no change of the sample composition. To make the
two sides of the reaction equation distinguishable, it is manda-
tory to label the reagents; then one can measure the transfer rate
of the labels to the other species. For fast reactions, nuclear or
electron spins are the only labels that can be applied without
disturbing the energetics and kinetics. NMR exchange spec-
troscopy [3] or EPR line broadening experiments [4] employ
radiofrequency pulse schemes to generate a suitable magnetiza-

tion or coherence for this purpose; however, as all such self-

1448

O


http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:martin.goez@chemie.uni-halle.de
http://dx.doi.org/10.3762%2Fbjoc.9.164

exchanges by necessity involve radical species, an “automatic”
labeling with nonequilibrium magnetizations is also feasible by
utilizing the CIDNP [5-10] effect (chemically induced dynamic

nuclear polarization).

CIDNP arises through a complex interplay of nuclear-spin-
selective intersystem crossing and electron-spin-selective re-
activity. Its key intermediates are radical pairs ﬁ, i.e., two
radicals possessing a correlation of their electron spins, which
originates from the electron spin multiplicity of their precursor.
The two radicals of each spin-correlated pair undergo diffusive
separations and may reencounter at a later time. During their
excursions, the differential precession of their electron spins
causes intersystem crossing with a rate that depends on the spin
states of their nuclei through the hyperfine interactions; upon
reencounter, a chemical reaction serves to distinguish between
singlet and triplet pairs (usually, a geminate reaction, i.c., a
reaction of the two radicals with each other, is only feasible in
the singlet state, whereas the radicals of the triplet pairs escape
and ultimately react with other molecules in the sample, i.c.,
individually). In conjunction, these two processes sort the
nuclear spins within the life of the pairs (typically, less than
1 ns) such that polarizations, i.e., nonequilibrium magnetiza-
tions, of exactly equal magnitudes but opposite signs are gener-
ated in the products from the singlet and triplet exit channels.
These experiments are normally carried out in the magnet of an
NMR spectrometer, so the polarizations in the diamagnetic
products can be directly sampled by a radiofrequency pulse and
manifest themselves as anomalous line intensities in the NMR
spectrum.

Given an appropriate acceptor/donor combination A/D,
photoinduced electron transfer [11] is an expedient route to
radical pairs A*"D** by laser flash photolysis. Without further
action on the part of the experimenter, the radical pair mecha-
nism then creates opposite polarizations in the geminate prod-
ucts, i.e., in the starting materials A and D regenerated by
reverse electron transfer, and in the escaping free radicals A™~
and D**, in other words, labels all four species with their
respective polarizations, e.g., Dy and Dl+. As was first recog-
nized by Closs [12], the self-exchange leads to a gradual cance-
lation of the opposite polarizations in each substrate and its
corresponding radical ion, e.g.,

Dy +D]" > D" +D @)

on a timescale of 1...100 microseconds for suitably chosen sub-
strate concentrations. A radiofrequency pulse (typical duration:

microseconds for protons) applied at a certain point of time
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after the laser flash converts the polarizations present in D at
that precise moment into observable coherences and isolates
them from the further cancelation, which only operates for
magnetizations. Hence, a series of such time-resolved CIDNP
experiments [13-16] with different delays between laser flash
and observation pulse provides a direct way of measuring the
self-exchange rates [17-20]. Practically all published studies of
electron self-exchange — apart from indirect determinations
based on the Marcus cross relationship [2] — have been carried
out on aromatic or olefinic substrates. All known aliphatic
radical cations are heteroatom-centered, which considerably
increases the mechanistic intricacies. The main complication
arises from fast deprotonation of D*" at the o carbon to give a
neutral radical D® iy, which can occur at the radical-pair stage in
a direct reaction (base, A*") or even at any stage of the reaction
by a relayed proton transfer (relay base, D) [21-23] and turns

—e D** -H*

abstraction. In a previous report on two aliphatic amines [20],

the gross reaction D D’y into a hydrogen
we have used time-resolved CIDNP experiments to distinguish
between the ensuing electron and hydrogen self-exchanges of
D" and D’y . In the present work, we investigate two struc-
turally similar aliphatic sulfides, diethyl sulfide DES and
tetrahydrothiophene THTP, for which we have barred the direct
deprotonation at C,, by the choice of a suitable sensitizer; for
these substrates, a relayed deprotonation is also impossible
because they are not sufficiently basic; however, D** can stabi-
lize by dimer formation with surplus D to give (D .. D)" [24].
Except for an order-of-magnitude estimate of the exchange rate
from EPR line broadening [25] and a brief remark in an earlier
communication by us [26], this is the first report on direct
measurements of the electron self-exchange of such sulfur-
centered aliphatic radical cations. As we will show, the acti-
vation parameters provide evidence that the observed exchange
indeed takes place between dimeric radical cations and D.

Results and Discussion

On the AMI1 level, the heats of formation of D and D:H are
—92 kJ/mol and —14 kJ/mol for diethyl sulfide DES as opposed
to —69 kJ/mol and +85 kJ/mol for triethylamine, the quencher
used in our earlier work [21-23], so for any sensitizer the radical
pair containing D®yy lies about 75 kJ/mol higher above the
reactants in the case of the amine. From the oxidation poten-
tials in the literature (DES, 1.65 V [27]; triethylamine, 0.96 V
[21]; both in acetonitrile versus SCE) the opposite order, even
with a numerically similar difference, is calculated for the
radical pair with D**, although observations [28,29] that for
bifunctional donors comprising both an amine and a sulfide
moiety photoinduced electron transfer occurs exclusively from
S, not N, cast some doubt on whether these reported potentials
are the true equilibrium potentials for these irreversible redox

systems. In any case, a sensitizer that is a potent electron
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acceptor but has no hydrogen-abstracting power is mandatory to
shift the energetics so as to stop the photoreaction after the

stage of the electron transfer.

Two other demands on the sensitizer are imposed by the neces-
sity of maximizing the CIDNP effects, because intrinsically low
enhancement factors are expected in consequence [6] of the
very high g values of sulfur-centered radical cations. First, to
suppress instant electron return and thereby maximize the
number of radical pairs available for generating polarizations, a
triplet sensitizer should be used [11]; the long life of a triplet
excited state is also the only way to meet the conflicting
requirements of bringing the self-exchange rates into the
observable kinetic range by correspondingly low donor concen-
trations while still retaining a sufficient amount of quenching.
Second, that sensitizer should be positively charged, because
this removes the Coulombic attraction between the radicals of
the pair, so they can easily separate to a distance where spin
mixing becomes effective [30].

All these conditions are fulfilled by the 2,4,6-triphenylpyrylium
cation TTP*. Compared to typical carbonyl sensitizers such as
benzophenone or xanthone, its reduction potential (—0.29 V in
acetonitrile versus SCE [31]) is more favorable by more than
2V, yet its triplet energy (222 kJ/mol [32]) is only lower by less
than 90 kJ/mol. Its first excited singlet state has a lifetime of
2.9 ns [32], so reacts only marginally with the millimolar
sulfide concentrations used in our experiments, but its triplet
state (intrinsic intersystem-crossing efficiency, 0.48 [32], with
evidence for a noticeable increase in the presence of DES by an
intermolecular heavy-atom effect [33]) is quenched [34]
quantitatively (lifetime, 10 ps [32]; diffusion-controlled elec-
tron transfer from DES [35]) under our experimental condi-
tions. Protonation of the pyranyl radical TPP® is unknown.

The CIDNP effects observed in the photoreaction of DES sensi-
tized by TPP" in acetonitrile are typical [12] for a self-
exchange: Only the starting materials exhibit CIDNP, i.e., no
other spin-polarized products are formed; hence, the radicals
must ultimately stabilize by reverse electron transfer. In spectra
with continuous illumination, the polarizations are only weak
whereas time-resolved experiments (Figure 1) reveal that
they are much stronger initially but quickly decay to a low
residual level; this cancelation is clear evidence for an
exchange between the sulfide-derived radical and its parent
compound.

Which sulfide-derived intermediate is the source of CIDNP can
be concluded from the the polarization pattern, i.e., from the
relative polarization intensities of the different protons; ethyl

groups are very convenient for this type of analysis [36]. In an
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Figure 1: Time-resolved CIDNP measurements on a sample of

5 x 1073 M DES in acetonitrile-d3 sensitized by 2 x 1074 M TPP*;
temperature, 278 K.The main plot shows the relative CIDNP inten-
sities (integrals) /;¢(H%) of the a protons of the starting sulfide as func-
tions of the delay t between the laser flash (wavelength, 308 nm) and
the NMR observation pulse (width, 1 ps; tip angle, 22.5°).The fit func-
tion is given by Equation 4, in conjunction with Equation 5 and Equa-
tion 6. Best-fit kinetic parameters: kg, 8.80 x 106 s™1, corresponding to
a quenching rate constant of 1.8 x 109 M™" s77; ke, 5.37 x 107 M~"
s~1; T4, 36.5 ps.The inset displays the actual CIDNP signals of the
and B protons of DES (H?%, 2.51 ppm; HP, 1.20 ppm) at a delay of O ps.
Further explanation, see text.

ethyl-substituted heteroatom-centered radical cation, such as
DES"", only the o protons experience an appreciable hyperfine
coupling, so only these protons can acquire polarizations. In
contrast, for an a (heteroatom) substituted ethyl radical, e.g.,
DES®;, both the a and the B protons possess large hyperfine
coupling constants, which are negative and positive, respective-
ly. This would translate into a very different polarization
pattern, namely, CIDNP signals of similar magnitude but oppo-
site sign for those two types of protons. As the inset of Figure 1
reveals, only the o protons are polarized in our system, which is
thus incontrovertible evidence for the intermediacy of a radical

pair containing DES™".
A more complete analysis can be given with Kaptein’s rule [37]

for the polarization phase I'; of nucleus i in a reaction product
(I'; = +1, absorption; I'; = —1, emission),

r, = ngxsign(Ag)xsign(ai) (3)

In Equation 3, the parameters p and € characterize the reaction
pathway (i, precursor multiplicity leading to the radical pair:
w = +1, triplet, p = —1, singlet; ¢, radical-pair multiplicity from
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which the product is formed: € = +1, singlet, ¢ = —1, triplet), and
Ag and q; are the pertinent magnetic properties of the radical
pair (Ag, g-value difference of the two radicals, with the one
containing nucleus i taken first; a;, hyperfine coupling constant
of that nucleus in the radical). Together with the fact that the
absolute CIDNP intensity of nucleus i is approximately propor-
tional to a; [7], this sign rule forms the basis for identifying a
paramagnetic intermediate through the resulting polarization

pattern.

The g value of DES®*, regardless of whether it is present as a
monomeric radical cation (g = 2.017 [38]) or in its dimeric form
(g =2.011 [25]), is much larger than that of the pyranyl radical
TPP* (g = 2.0031 [39]), so Ag must be positive for the sulfide
protons; as stated above, the hyperfine coupling constant of H*
is also positive. For the radical pair, reverse electron transfer is
only possible in its singlet state (¢ = +1), because the triplet
state of DES (281 kJ/mol [40]) lies even higher in energy than
the initial excited singlet state of TPP* (272 kJ/mol [32]). The
absorptive polarization for H* thus confirms the precursor
multiplicity expected on the basis of the thermodynamic and
photophysical data, i.e., triplet (un = +1).

The absence of polarizations in the sensitizer is easily rational-
ized by the low hyperfine coupling constants in its radical TPP*
(between 2.5 G and 0.4 G [39], as opposed to 18-20 G for H* in
the monomeric [38] and 6.8 G in the dimeric [25] radical cation
of the sulfide) in conjunction with its complicated spectral
habit, which causes the polarizations to be distributed among
many resonances, with concomitant decrease in intensity of the
individual peaks.

For tetrahydrothiophene THTP, the same polarization pattern
(polarizations for H* only, i.e., CIDNP originating from radical
pairs THTP™ TTP") and kinetic behavior of the polarizations
was found, which is not surprising given the very similar ther-
modynamics (ionization potentials of DES and THTP, 8.42 eV
and 8.62 eV, respectively [41]) and magnetic parameters
(monomeric THTP** [38], g = 2.014, ago. = 20...40 G; dimeric
radical cation [25], g = 2.010, aga = 9.5 G). The main differ-
ence between DES and THTP is a faster decay of the polariza-
tions by the self-exchange in the case of the cyclic sulfide.

For the general reaction mechanism of electron-transfer-induced
radical pair formation followed by exchange cancelation, the
integrated rate law for the polarization /| of the regenerated
donor as a function of the time ¢ after the laser flash is biexpo-
nential [17,19],
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The fast component kg in Equation 4 is the decay rate of the

excited state whereas the slow component k,

K = key Do +1/T; )

comprises the effects of self-exchange (rate constant, key; donor
concentration, D) and nuclear spin relaxation in the free radi-
cals (relaxation time, 7). The latter spoils a perfect cancelation
of geminate and escape polarizations, so is responsible for the
residual magnetization at long times after the flash. Bimolec-
ular recombination of the free radicals, which would lead to an
additional term in Equation 5 [17], usually is of marginal
importance only [19], and was neglected in our analysis because
no dependence of k on the laser intensity, and hence on the
radical concentration, was observed.

Owing to technical reasons, NMR pulses often cannot be made
infinitely short on the timescale of the polarization changes, and
sampling time-dependent CIDNP with such ”long” pulses
(duration, t) then results in a convolution of pulse action and
kinetics [42]. Under our experimental conditions, this convolu-
tion is tantamount to simply multiplying each exponential term
exp(—kt) in Equation 4, where k is ky or k, with a constant
factor,

1- exp(—kt)

exp (—kt) - .

exp (—kt) (6)

The changing of the weights of the two exponentials in Equa-
tion 4 by Equation 6 is the reason why the polarizations seen in
Figure 1 do not start from zero at time zero after the laser flash.

Eyring plots of the exchange rate constants so obtained for DES
and THTP can be found in Figure 2, and Table 1 lists the acti-
vation parameters resulting from these plots. With DES, experi-
ments at different concentrations gave slight systematic
displacements of the regression lines, corresponding to about
20% lower apparent values of k.y when the amount of sulfide
was halved. We tentatively ascribe this to the dimerization of
the radical cations discussed below; because of our high radical
concentrations, the apparent depletion of DES by this com-
plexation is higher for smaller substrate concentrations. On
these grounds, we regard the intercept in Figure 2, and thus the
activation entropy in Table 1, as a lower limit in the case of
DES.

The activation enthalpies are unusually small, but much more
striking are the strongly negative activation entropies because it

Lt = A| (1=1/(x 1) )exp(=sct) = (1=1/ (ko Ty ) exp(~kot)+ (ko = ) (ko T3 | @)
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Figure 2: Eyring plots of the self-exchange rate constants key for DES
(open circles and broken line; linear regression, 15.08 — 775/T,

r2 = 0.94) and THTP (filled circles and solid line; linear regression,
15.24 — 349/T, r2 = 0.88) in acetonitrile-d3; sensitizer TTP*. For all
other experimental parameters and further explanation, see Figure 1
and text.

Table 1: Activation parameters (enthalpy AH(T, entropy ASSF, and
free energy at room temperature AG(T (298K)) for the self-exchange
reactions of diethyl sulfide DES and tetrahydrothiophene THTP with
their respective radical cations in acetonitrile.

Sulfide AHG ASy AG{ (298 K)
(kJ/mol) (J K" mol™) (kJ/mol)

DES 6.4 -72.1 27.9

THTP 29 -70.9 24.0

is well known that outer-sphere electron transfer of organic
substrates in polar solvents is usually accompanied by small
positive activation entropies [43] (e.g., our recent study on
triisopropylamine [20] gave an activation entropy of
+7.6 JK~! mol™!). Our experimental values indicate transitions
states that are much more ordered than usual, which is strong
evidence that in these systems the self-exchange does not
involve the monomeric radical cations D** but the dimeric ones
(D..D)", for which the formation of the new two—center
three—electron bond greatly restricts the number of possible

orientations of the reacting molecules.

Because of the considerable thermodynamic driving force [24],
the initial formation of the dimeric cations must be much faster
than the self-exchange, so cannot be captured by our time-
resolved CIDNP experiments. It might even occur during the

spin-correlated life of the radical pairs without being detectable
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by the polarization pattern because neither the g-value differ-
ence nor the distribution of unpaired spin density between the a

and P protons changes in it, as discussed above.

Despite the obvious deviation of such an associative—dissocia-
tive process from a simple outer-sphere electron transfer, its
experimental free energy of activation AGSF seems to be well
reproduced by the Marcus theory in our case. That theory [1,2]
predicts AGSF to be one quarter of the reorganization energy 2,
which is the hypothetical energy needed for all the geometrical
changes occurring in the reaction, but without actually transfer-
ring the electron. This includes converting the geometry of the
nonradical species into that of the radical species, and vice
versa (inner reorganization energy A;), as well as rearranging the
solvent shell to accommodate the charge distribution of the
respective other side of the reaction equation (outer reorganiza-
tion energy Ag).

In the majority of cases, Aj, which is usually calculated from the
force constants and geometry differences of the reactants [1,2],
constitutes but a small correction to the total reorganization
energy, on the order of 10% [44]. At first glance, one would
expect the situation to differ for our associative—dissociative
electron transfers. For DES, however, all bond lengths and
angles in the radical cation, regardless of monomeric or dimeric
(except, of course, for the bond between the two sulfur atoms,
which is only present in the dimer), and in the parent com-
pound are extremely similar, with the maximum changes during
the reaction lying well below 0.01 A [45]; using the known
valence force field for DES [46], one thus arrives at utterly
negligible effects on A; from all these bonds. As regards the
sulfur—sulfur bond, from the shape of its associated optical
absorption band its potential energy curve was concluded [24]
to be quite broad and shallow, so it seems reasonable to iden-
tify its contribution to A; with the free energy of the
monomer—dimer equilibrium, which can in turn be estimated
from the reported equilibrium constants [24] to lie around
20 kJ/mol. Because that is only about a fifth of the experi-
mental total reorganization energy, the uncertainties of the
approximation cannot play an important role; on the other hand,
Ao obviously also remains the dominant term by far, also for this
reaction type.

The solvent dependence of AGSF would allow a separation of A;
and X, as only the latter is polarity dependent. Unfortunately,
however, a variation of the solvent proved infeasible. In very
nonpolar media, TPP? is not adequately soluble; in protic or
nucleophilic solvents, the samples developed a brownish color
after only a few laser shots and the CIDNP intensity decreased
drastically, so time-resolved measurements could not be

performed; in yet further solvents, such as DMSO, the
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residual signal of the solvent interfered with an exact
determination of the polarization intensities, which are
rather small in these systems owing to the large g-value differ-

ences.
Modeling the reacting molecules as spheres with diameters a;
and a, and a distance d between them, Marcus [1,2] has derived

an expression describing A for the self-exchange between a

neutral molecule and an ion of charge z,
n2 € aq a, d

with N4, e, and gy being Avogadro’s number, the electron

B Ny (26)2
- 4me

A

(0]

charge, and the vacuum permittivity. The second term of the
product in Equation 7, the so-called polarity factor, character-
izes the ability of the solvent to follow the charge redistribution
during the exchange (n, refractive index; ¢, relative
permittivity); for acetonitrile, its value is 0.527 at room
temperature. Several groups [47,48] including ours [49] have
extended Equation 7 to multisphere models to take into account
the charge distribution in the molecules.

In the associative—dissociative self-exchange between D and
(D..D)*, the charge distribution on one half of the dimer
remains unchanged, so effectively z amounts to 1/2 only.
Furthermore, there is no delocalization in our aliphatic
substrates; hence, it seems natural to assume the exchanged
charge to be basically localized on two of the three sulfur
atoms. In this limit, the multisphere model again turns into
Equation 7, with a; and a, being identical and representing the
diameter of the charge cloud around each sulfur. There exists no
clear criterion for deciding the value of aj 5, but choosing the
length of the sulfur—sulfur bond in the dimer (2.9 A [45]) as a
reasonable approximation of this quantity and using the data of
Table 1 as well as A; estimated above, one arrives at physically
very reasonable distances d of 5.3 A and 3.7 A for DES and
THTP. In the latter case, a closer approach is in line with
expectation because the restricted geometric freedom and more
compact configuration of the aliphatic substituents leave the
sulfur atom more accessible; furthermore, the obtained reaction
distance is practically equal to twice the van-der-Waals radius
of sulfur [50], so is also very plausible.

Conclusion

The present study has shed light on an unusual variant of elec-
tron self-exchange, namely, an associative—dissociative mecha-
nism involving dimeric radical cations and monomeric parent
compounds. It serves to illustrate the power of CIDNP to isolate

certain steps within a complex reaction scheme and investigate
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their kinetics. Not only does it permit the identification of early,
short-lived paramagnetic intermediates by freezing their spin-
density distribution as a pattern of nuclear spin polarizations,
but those polarizations then provide convenient labels that
establish a connection with subsequent species on the reaction
coordinate and, specific to this work, make the two sides of a
self-exchange reaction distinguishable, as to allow one to
measure its rate.

Experimental

All chemicals were commercially available. DES was purified
by distillation, TPP* and THTP were used as received, the
solvent acetonitrile-d3 was dried to a water content below
5 x 107 M in a dedicated apparatus [51]. Oxygen was removed
by bubbling nitrogen through the ice-cooled (to reduce losses of
sulfide and solvent) solutions; the samples were then sealed.
The final concentration of the sulfide in the samples was deter-
mined by NMR spectroscopy. Time-resolved 'H (250 MHz)
CIDNP measurements were performed on a Bruker WM 250
NMR spectrometer with a special probe [17] that provided illu-
mination of the samples from the side. All unchanging back-
ground magnetization was removed by presaturation pulse
sequences [52]. Excitation was done with a Lambda Physik
EMG 101 excimer laser (medium, XeCl; wavelength, 308 nm;
pulse width, 15 ns) triggered by the computer of the spectro-
meter. The probe was thermostated to £0.3 K. Quantum
mechanical calculations were carried out with the Gaussian 09

package [53] using the AM1 Hamiltonian.
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In the context of palladium-catalyzed guanylation of anilines herein, we have been able to characterize and isolate bis(anilino) and

bis(guanidino)Pd(II) complexes using reaction conditions under which stoichiometric amounts of palladium salts are used. Charac-

terization of these palladium complexes strongly supports a mechanistic proposal for the catalytic guanylation of anilines using

PdCl,(NCCHj3); as catalyst that involves the intermediacy of these Pd(II) complexes.

Introduction

N-Arylguanidines are important compounds with interesting
biological activities [1,2] such as fungicides [3] and also in
supramolecular chemistry as complementary partners of
carboxylate and nitro groups [4-7]. Some of these guanidines
are commercially used as antifouling agents in marine paints
and in the formulation of protective surface coatings [8-10].
N-Arylguanidines can be obtained by aniline insertion into the
corresponding carbodiimide [11-18]. This nucleophilic addition
can be efficiently catalyzed by palladium salts [19], such as
PdCl; or Pd(OAc), in homogenous phase. Also recently we
have reported that palladium nanoparticles supported on

magnesia can be a solid catalyst for this process [20]. Working
with PdC1,(NCCH3); in dichloromethane we were able to
isolate two types of palladium complexes with iodoaniline and
guanidine, respectively, (see Scheme 1) that give some clue

about the reaction mechanism of the catalytic process.

Results and Discussion

In order to provide further support to the mechanistic proposal
for the C—N insertion promoted by palladium(Il) suggested by
us [20], in the present report we describe the study of palla-
dium-catalyzed guanylation of three additional anilines (1a—c)
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Scheme 1: Isolation of trans-dichlorobis(4-iodoanilino-kN)palladium(ll) and trans-dichlorobis[1,3-diisopropyl-2-(4-iodophenyl)guanidino-«N(aryl)]palla-
dium(ll) complexes formed by reaction of PdCly(MeCN), with 4-iodoaniline (upper row) or with 4-iodoaniline and N,N'-diisopropylcarbodiimide (lower

reaction).

with N,N’-diisopropylcarbodiimide (2). For these reactions
we have been able to characterize three palladium complexes
of the type of bis(anilino)Pd(II) (3a—c) as well as three palla-
dium complexes of the type of bis(guanidino)Pd(Il) (4a—c)
(Scheme 2) whose structures have been characterized by single-
crystal X-ray structural analysis, as well as to obtain evidence
for the intermediacy of these complexes in the catalytic process.
Overall the present data reinforce the previous proposal for the

mechanism of aniline guanylation.

When a stoichiometric (2:2:1) mixture of anilines 1a—c and
carbodiimide 2 with PdCIl,(MeCN), is stirred at 60 °C in

cl /~
. Neg CHZCI2, 60 °C ey N
MeCN-Pd-NCMe + RS NH, \r N H_/<N—E>d—N
" so70n N cl
~

CH,Cl,, evolution at initial reaction times of a solid precipitate
is observed (Scheme 2). Filtration of these precipitates and
subsequent washing with CH,Cl, renders three solids whose
combustion analysis is in accordance with the percentages
expected for dichlorobis(anilino-xN)palladium(II) (3a—c) (see
Supporting Information File 1, experimental section). IR spectra
of complexes 3a—c show the characteristic absorption peaks due
to the coordinated anilines 1a—c (see Supporting Information
File 1, Figures S1-S3); these are compatible with the proposed
structure for these intermediates. Complex 3a derived from 1a
has been recently characterized by single-crystal X-ray diffrac-
tion [21] showing similar coordination to trans-dichlorobis(4-

R R?
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Scheme 2: Isolation of trans-dichlorobis|[1,3-diisopropyl-2-(aryl)guanidino-«N(aryl)]palladium(ll) complexes (4a—c) by reaction of PdCly(MeCN), with
anilines 1a—c and N,N'-diisopropylcarbodiimide (2). Dashed lines indicate the formation of trans-dichlorobis(anilino-kN)palladium(ll) complexes (3a—c)
as primary intermediates during the reaction, and their subsequent reaction with 2 to led 4a—c.
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iodoaniline-xN)palladium(Il) complex recently published by us
[20]. Compounds 3a—c¢ were also characterized by solid state
13C NMR spectroscopy that gave spectra showing carbon peaks
compatible with the proposed structure (see Supporting Infor-
mation File 1, Figures S4-S6).

After prolonging the reaction time, the initially evolved precipi-
tate undergoes dissolution indicating that it has been trans-
formed under the reaction conditions. At this stage, filtering of
the transparent orange-red (4a,b) and red (4¢) solutions fol-
lowed by subsequent addition of ethyl ether or toluene and slow
solvent evaporation at ambient temperature allows the forma-
tion of crystals with suitable quality for a crystallographic
diffraction study. The structures of these intermediates solved
by X-ray analysis showed that these compounds corresponding
to trans-dichlorobis[arylguanidino-xN(aryl)]palladium(II).
Figure 1, Figure 2 and Figure 3 present ORTEP views of com-
plexes 4a—c as well as selected views along some crystallo-
graphic axes (see Tables S1-S3 and also Figures S7, S11 and
S15 in Supporting Information File 1, and for full details of the
crystallographic data see Supporting Information File 2).

Beilstein J. Org. Chem. 2013, 9, 1455-1462.

Besides X-ray crystal structure analysis, palladium complexes
4a—c were also characterized by NMR spectroscopy, ESIMS
and combustion analysis (see experimental section in
Supporting Information File 1). 'H, '3C and '°F NMR spec-
troscopy of 4a—c in CD,Cl, solution provides evidence showing
that under the reaction conditions the starting reagents
(PdCly(MeCN),, 1a—c and 2) including intermediates bis(ani-
lino-xN)palladium(II) (3a—c) are completely converted into the
corresponding bis(guanidino-xN)palladium(II) (4a—c) (see
Supporting Information File 1, Figures S8 and S9 for 4a,
Figures S12 and S13 for 4b and Figures S16-S18 for 4c).
ESIMS of a solution obtained after dissolving complexes 4a—c
in CH,CIl,/CH3CN (1:1) shows single positive MS peaks at
639.3, 667.2 and 867.1 attributable, respectively, to the com-
plexes [C28H46C12N602Pd (43) - Cl_]+, [C28H42C12N604Pd
(4b) — CI7]* and [CycH3gC1,F21,NgPd (4¢) — CI7]T. Also
negative MS shows single peaks at 711.2, 739.1 and 938.9
attributable, respectively, to the complexes [CrgHy6C1NgO,Pd
(4a) + CI'], [CpgH42CIy;NgO4Pd (4b) + CI7]™ and
[Co6H38ClF2IhNgPd (4¢) + CI7]™ (see Supporting Information
File 1, Figures S10, S14 and S19).

Figure 1: (Top) ORTEP view of the centrosymmetric molecule 4a. (Bottom) Crystal packing detail of 4a viewed along the a-axis showing the pres-
ence of inter- and intramolecular hydrogen bonds between Cl and H (NH groups) atoms.
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Figure 2: (Left) ORTEP representation of 4b. (Right) Crystal packing detail of 4b viewed along the a-axis showing the presence of intermolecular
hydrogen bonds between O (from the dioxole moieties) and N (NH groups) atoms.

Figure 3: (Left) ORTEP representation of 4c. (Right) Crystal-packing detail of 4c viewed along the a-axis showing the presence of intermolecular

hydrogen bonds between Cl and N (NH groups) atoms.

Similar reactions were carried out mixing anilines 1a—c and
N,N’-diisopropylcarbodiimide (2), but in this case in the pres-
ence of only a catalytic amount of PdCl,(NCCHj3), (4 mol %)
(Scheme 3). Under these conditions no evidence for the forma-
tion of palladium complexes (3a—c) and (4a—c) could be
obtained due to the low amount of palladium and no solid

precipitates were observed. In contrast, in the presence of
catalytic amounts of palladium, formation of the corresponding
N-arylguanidines was observed in almost quantitative yield.
These guanidines Sa—c¢ formed by nucleophilic attack of
anilines 1a—c to N,N’-diisopropylcarbodiimide (2) catalyzed by
palladium were fully characterized by analytical and spectro-
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Scheme 3: Guanylation reactions of anilines 1a—c by N,N'-diisopropylcarbodiimide (2) catalyzed by Pd(ll) salt.

scopic data (see Supporting Information File 1, experimental
section).

Structure of guanidine Sa was confirmed by single-crystal
X-ray analysis, Figure 4 shows the corresponding ORTEP for
compound 5a as well as some views of the crystal packing (see
also Supporting Information File 1, Table S4 and Figure S20
and for full details of crystallographic data see Supporting
Information File 2). Beside X-ray crystal analysis of guanidine
5a, guanidines 5a—c were also characterized by 'H, !3C and
I9F NMR spectroscopy and combustion analysis (see Figures
S21 and S22 for 5a, Figures S24 and S25 for Sb, our recent
published work for 5¢ [20] and experimental section in
Supporting Information File 1). ESIMS and GC-MS of
solutions obtained respectively after dissolving guanidines 5a
and 5b in CH,Cl,/MeOH (1:1) and CH,Cl, shows a single
positive MS peak at 250.2 and 263.2 Da attributable, respective-
ly, to the complexes [C14H,3N30 (5a) + H*]™ and C14H» N30,
(5b) (see Figure S23 and Figure S26 in Supporting Information
File 1).

Overall the information obtained from the experiments

performed in the presence of a large palladium excess, in which

two kinds of palladium complexes have been detected and
isolated, with the formation of guanidines under conditions in
which a catalytic amount of palladium is present, allows us to
make reasonable mechanistic proposals. Thus, upon contacting
anilines 1a—c and PdCI,(MeCN),, a rapid formation of di-
chlorobis(anilino-xN)palladium(II) (3a—c¢) complexes should
take place. These palladium complexes will interact with
the N,N’-diisopropylcarbodiimide (2) giving rise to the di-
chlorobis(guanidino-xN)palladium(II) (4a—c) complexes.
When Pd is used in catalytic amounts, cleavage of this
bis(guanidino-xN) complex by aniline will form another di-
chlorobis(anilino-xN)palladium(II) (3a—c) completing one cycle
and liberating guanidines Sa—c as free products of this catalytic
reaction with high yields and selectivities (see Scheme 4). In
this mechanism the rate determining step will be the attack of
dichlorobis(anilino-xN)palladium(II) (3a—c) to the N,N’-diiso-
propylcarbodiimide (2) (Scheme 4).

In this process, coordination of nitrogen to palladium should
strongly reduce the nucleophilicity of the corresponding
nitrogen atom and, therefore, the attack at the carbodiimide
would be significantly slowed down compared to free uncoordi-

nated aniline. However, this negative effect of palladium coor-

Figure 4: (Left) ORTEP representation of 5a. (Right) Crystal packing details of 5a viewed along the a-axis showing the presence of intermolecular

hydrogen bonds between N atoms.
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Concerted protonation and nucleophilic attack in presumed intermediates 6a-c
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Scheme 4: Possible mechanisms for the C—N coupling catalyzed by PdCIx(NCMe), in homogeneous phase.

dination to aniline should be overcompensated by coordination and difficult to isolate under the reaction conditions due the
of carbodiimide to palladium in close proximity to aniline in  presence of an aniline excess, and for this reason we have been
fixed geometry as indicated in the presumed intermediates unable to isolate labile intermediates 6a—c. This preassociation
6a—c. There are precedents in the literature [22] showing that  between complexes 3a—c¢ and carbodiimide 2 to form intermedi-
palladium(II) can interact weakly with accumulated carbodi- ates 6a—c would make easier the key step of C=N insertion

imide bonds, but this type of complex is typically very labile leading to guanidines (Scheme 4).
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Alternatively, it can be also envisioned that the acidity of
hydrogen atoms bonded to nitrogen in intermediates 3a—c
increases sufficiently to protonate the nitrogen atom of the
carbodiimide that subsequently would be activated to accept the
nucleophilic attack of the resulting anilide anion or aniline (see
Scheme 4). This mechanism would be similar to that accepted
for peptide-bond formation mediated by carbodiimides [23-26].
It can also be possible that these two steps, i.e., protonation and
nucleophilic attack occur in a quasi-concerted manner around

the intermediates 6a—c.

Conclusion

In conclusion, we show the possibility to isolate and charac-
terize palladium complexes by performing some reactions using
large amounts of palladium salts. The structures of these com-
plexes shed light onto the reaction mechanism of the palladium-
catalyzed reaction. In this case, we have applied this method-
ology to isolate and characterize bis(anilino)- and bis(guani-
dino)palladium complexes that are proposed to be reaction
intermediates, together with the still not isolated aniline—carbo-
diimide palladium complex 6, in the mechanism of the guanyl-
ation of anilines. Our study opens the way to apply a similar
methodology to study the reaction mechanism of other catalytic
reactions.

Supporting Information

Supporting Information File 1

Experimental details of preparation, isolation and full
characterization of new palladium compounds 3a—c, 4a—c
as well as guanidine compounds 5a,b, including IR, NMR,
ESIMS and GC-MS spectra for new compounds.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-165-S1.pdf]

Supporting Information File 2

X-Ray structure analysis data for 4a (CCDC-931786, 4b
(CCDC-931787), 4¢ (CCDC-931788) and 5a
(CCDC-931789) are given. These data can also be
obtained free of charge from The Cambridge
Crystallographic Data Centre via
http://www.ccdc.cam.ac.uk/data_request/cif.
[http://www.beilstein-journals.org/bjoc/content/
supplementary/1860-5397-9-165-S2.cif]
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Abstract

Coarctate reactions are defined as reactions that include atoms at which two bonds are made and two bonds are broken simulta-
neously. In the pursuit of the discovery of new coarctate reactions we investigate the fragmentation reactions of cyclic ketals. Three
ketals with different ring sizes derived from indan-2-one were decomposed by photolysis and pyrolysis. Particularly clean is the
photolysis of the indan-2-one ketal 1, which gives o-quinodimethane, carbon dioxide and ethylene. The mechanism formally corre-
sponds to a photochemically allowed coarctate fragmentation. Pyrolysis of the five-ring ketal yields a number of products. This is in
agreement with the fact that coarctate fragmentation observed upon irradiation would be thermochemically forbidden, although this
exclusion principle does not hold for chelotropic reactions. In contrast, fragmentation of the seven-ring ketal 3 is thermochemically
allowed and photochemically forbidden. Upon pyrolysis of 3 several products were isolated that could be explained by a coarctate

fragmentation. However, the reaction is less clean and stepwise mechanisms may compete.

Introduction

Pericyclic reactions, according to the original definition, are  is made and one bond is broken. However, there are a number
characterized by a cyclic array of bond making and bond of reactions that include a linear system of atoms, or at least one
breaking [1-3]. At each atom, involved in the reaction, one bond  atom, at which two bonds are made and frwo bonds broken sim-
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ultaneously. Nevertheless, their transition states exhibit a cyclic
overlap of basis orbitals. The orbital basis can be derived from
the orbital basis of pericyclic transition states by constriction
(coarctation, Figure 1). Hence, these reactions have been coined
“coarctate” reactions [4,5].

Figure 1: Formal, topological approach to derive coarctate reactions
from pericyclic reactions; p, g: number of atoms or basis orbitals in the
terminator groups T and T’; n: number of orthogonal pairs of basis
orbitals in the transition state of coarctate reactions.

Similar to pericyclic reactions [6], rules were derived to predict
their stereochemistry, and whether they would be thermochemi-
cally or photochemically allowed. The atom (or the linear
system of atoms) at which two bonds are made and broken,
each contribute two basis orbitals to the transition state
(Figure 1, bottom, right). A cyclic array of orbitals is attained if
the linear system of orbital overlap at each end is bound by
terminating groups, e.g. a lone pair, or two atoms to form a
three-ring, or four atoms to a five-ring, etc. Similar to peri-
cyclic reactions, thermochemical coarctate reactions proceed via
Hiickel transition states, if the number of delocalized electrons
in the transition state is 4n + 2, and they exhibit Mdbius tran-
sition states with 4n electrons. If in a formal, topological trans-
formation a closed ribbon is transformed into a coarctate band,
the two loops T and T’ that are formed are coplanar. The analo-
gous transformation of a Mobius ribbon leads to a band whose
loops are orthogonal with respect to each other (Figure 2).
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Figure 2: Stereochemistry of coarctate reactions derived from a
Hickel (top) and a Moébius band (bottom). The terminator loops T and

T’ are coplanar in the coarctate Hiickel system and orthogonal in the
coarctate Mobius transition state.
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Following the above principle we developed a number of novel
coarctate reactions [7-11], several of which provide synthetic
access to a broad range of heterocycles [12-21]. Synthetically
probably less useful, but suitable to check the coarctate stereo-
chemical rules, is a peculiar fragmentation reaction that we
discovered 15 years ago (Scheme 1) [9,10].

The reaction proceeds spontaneously at temperatures below
—80 °C. Quantum chemical calculations of the parent reaction
predict an activation barrier of 11.3 kcal/mol and a concerted
mechanism. This is in agreement with the stereochemical rule
that a coarctate reaction with eight (4n) electrons should
proceed via a Mobius transition state, with the two terminating
groups orthogonal with respect to each other. The orthogonal
arrangement is provided by the spiro connection of the three-
and the five-membered rings. Following these rules, a Mbius
type coarctate fragmentation with two five-ring terminators
(10 electrons) should proceed as a photochemical reaction, and
a corresponding fragmentation with a seven- and a five-ring
(12 electrons) should be thermochemically activated
(Scheme 2) [22].

To test the above hypothesis, we now investigate the thermo-
chemistry and the photochemistry of the ketals 1 and 3, derived
from indan-2-one and ethylene glycol, and cis-2-butene-1,4-diol
(Scheme 3). The ketal 2, derived from 1,3-propanediol, was
chosen as a reference system that cannot undergo a coarctate
fragmentation.
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Scheme 1: Coarctate fragmentation of the spiroozonide derived from methylenecyclopropane.
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Scheme 2: Photochemically and thermally allowed coarctate fragmentations of spiroketals.
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Scheme 3: Precursors used in this study.

Results 1467.4, 873.1, 776.2, 738.7 cm™ ') [23], ethylene (ET,
Photolysis and pyrolysis of the ketals. Photolysis (Aexc = v = 1438.1, 953.8 cm™!) and indan-2-one (IN, v = 1761.0
254 nm, Hg low-pressure lamp) of indan-2-one ethylene ketal cm™!). Some weak product bands could not be assigned. A
(1), matrix-isolated in Ar at 10 K, leads to the formation of CO, difference IR spectrum (product bands at a very early stage of
(vs, v=2342.1 cm™ '), o-xylylene (XY, v = 1550.4, 1470.8, the photolysis minus precursor bands) is given in Figure 3.

N COZ
S
© XY
g Ny o//ET
3 S Lo AN
Q5
§ o‘“,J
£
o -
2
< o H,O
o
-
e0]
(@)
S
2000 1500 1000 500

«——— Wavenumber [cm™]

Figure 3: Difference infrared spectrum, showing the changes in the IR spectrum after photolysis (Aexc = 254 nm, 20 min) of 1 in Ar matrix. Except for
the water band, all IR bands pointing downwards belong to 1. Product bands pointing upwards are labelled according to their assignment (XY =
o-xylylene, ET = ethylene, IN = indan-2-one). The intense band pointing upwards at 1109 cm™" is an artefact due to a subtraction error of a very
intense precursor band.
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Figure 3 clearly shows that at least at this early stage of photo-
lysis, practically no CO (v =2138.4 cm 1) is formed. At a later
stage of photolysis (20 h, A = 254 nm), CO is also detected, and
the relative integrals of the CO, and CO bands yield an esti-
mated ratio of CO, and CO of 2.5:1. It is noted, however, that
the formation of CO may well be due to photolysis of CO, due
to hard UV radiation (A = 185 nm) also emitted by the Hg low-

pressure lamp used [24].

In contrast to the very clean photochemistry of 1, flash vacuum
pyrolysis FVP (T = 870 °C) of 1, followed by trapping of the
reaction products in solid argon, yielded a variety of products
whose identity could only partially be elucidated. The ratio of
CO,/CO being formed in the pyrolysis reaction was different
from the photochemical decomposition of 1. Based on the
integrals of the CO, and CO bands, it can be estimated as 1:27.
Figure 4 shows an infrared spectrum of the pyrolysis products.

The organic products include formaldehyde (FA), acetaldehyde
(AA), ethene (ET), o-xylylene (XY), benzocyclobutene (BC),
styrene (ST), and indan-2-one (IN). Some peaks could not be
assigned. The assignment of the pyrolysis products is based on
a comparison with literature data (XY) [21], as well as refer-
ence spectra of authentic samples (ET, BC, IN, AA, FA, ST).
By calibrating IR band integrals to calculated (B3LYP/6-
31G(d,p)) IR band intensities of selected bands, a crude
measure of product ratios could be obtained. Relative to
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[CO,] = 1.0, the concentrations of the other pyrolysis products
are as follows: [CO] = 27.2, [IN] = 3.8, [ET] = 15.9,
[BC] = 11.4, [XY] = 1.3, [AA] = 3.9 [25]. Formaldehyde is
formed as a minor product only.

The photochemistry of ketals 2 and 3 was investigated as well
by matrix isolation spectroscopy. Unfortunately no product
could be unambiguously identified. The FVP of 2 yielded the
product spectrum shown in Figure 5. Again, both carbon
monoxide and carbon dioxide were formed along with the
organic products. Carbon monoxide was formed in large excess
over carbon dioxide (CO/CO, = 13.5:1). Organic products
include mostly FA, ET, and IN, as well as BC and XY, but
many peaks have to remain unassigned. Propene was not
formed. Compared to the FVP of 1, the FVP of 2 yields signifi-
cantly increased amounts of 2-indanone and formaldehyde.
Relative to [CO,] = 1.0, the concentrations of the other pyro-
lysis products are as follows: [CO] = 13.5, [IN] = 9.1,
[ET] = 15.4, [BC] = 19.4, [XY] = 1.2, [FA] = 12.2.

Flash vacuum pyrolysis of indan-2-one cis-2-butene-1,4-diol
ketal (3) again gave rise to a complex mixture of products
(Figure 6). Among them, the two conformers of 1,3-butadiene
(tBD and ¢BD) could be assigned based on a comparison with
literature data [26]. Further products include o-xylylene (XY),
benzocyclobutene (BC), indan-2-one (IN), and formaldehyde
(FA). Again, a number of IR peaks have to remain unassigned.
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Figure 4: Infrared spectrum obtained upon FVP of 1 at T = 1143 K and trapping the pyrolysate in solid argon at T = 10 K.
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Figure 5: Infrared spectrum obtained upon FVP of 2 at T =963 K and trapping the pyrolysate in solid argon at 7= 10 K.
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Figure 6: Infrared spectrum obtained upon FVP of 3 at T = 1043 K and trapping the pyrolysate in solid argon at 7= 10 K.
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CO; and CO are formed in a ratio of 1:2.6 in this pyrolysis reac-
tion. Relative to [CO,] = 1.0, the concentrations of the pyro-
lysis products are as follows: [CO] = 2.6, [IN] = 1.0, [tBD] =
7.4, [eBD] = 1.5, [BC] = 6.3, [XY] =

Discussion

Flash vacuum pyrolysis of 1 yields a complex mixture, which
contains a variety of fragmentation products derived from both
sides of the spiroketal linkage. The relative ratio of carbon
dioxide and carbon monoxide being formed (CO,/CO = 1:27)
indicates that a coarctate fragmentation of 1 can play a minor
role only, if any. The composition of the product mixture is best
rationalized by a series of stepwise processes, which starts with
either a C—C cleavage (pathway A, more favourable) or a C—O
cleavage (pathways B or C, less favourable). In principle, a
chelotropic elimination of 1,3-dioxol-2-ylidene is also conceiv-
able (pathway D). Scheme 4 shows a possible mechanistic
scenario. While it is questionable whether the biradical inter-
mediates shown in Scheme 4 are in fact true minima or not, we
note that they will be exceedingly short-lived at 7= 1143 K in

any event.

As the C—C bond being broken in mechanism A is significantly
weaker than the C—O bonds that need to be cleaved in mecha-
nisms B and C, pathway A is expected to be the most facile
decay mechanism for 1. The primarily formed benzyl-

dialkoxymethyl biradical 4 should undergo a very facile

Beilstein J. Org. Chem. 2013, 9, 1668—1676.

ring-opening reaction to yield an ester biradical 7, which can
either cleave into ethylene, carbon dioxide and o-xylylene
(XY), or eliminate acetaldehyde (AA) to yield an acyl-benzyl
diradical 9 [27]. The latter can then either undergo ring closure
to form indan-2-one (IN), or decarbonylate to give o-xylylene
(XY). The equilibrium of XY and benzocyclobutene (BC) is
established in the literature [28], as well as the formation of
styrene ST from BC [29]. An alternative mechanism, the
chelotropic elimination of 1,3-dioxolan-2-ylidene is not likely.
This carbene has been generated from a norbornadiene spiro
ketal, and it cleanly fragmented into CO, and ethylene [30].
Theoretical calculations support the low barrier for fragmenta-
tion [31]. We explain the different reaction behaviour of our
spiroketal 1 by the fact that two energetically unfavourable
products would have to be formed (a quinodimethane and a
carbene), whereas the fragmentation of the norbornadiene ketal
gives benzene and a carbene. The mechanism for the thermal
decomposition of 2 is likely to be similar. The high yield of
formaldehyde in the pyrolysis of 2 is readily explained by the
fact that the ester biradical 13 formed can lose one equivalent of
ethene and formaldehyde to yield the acyl-benzyl type biradical
15 (Scheme 5).

In the FVP of 1 and 2, CO is formed in large excess over CO».
This excess is far less pronounced in the FVP of 3. This could
possibly indicate that a coarctate fragmentation of 3 (which

would be a concerted version of pathway C in Scheme 3) could

%OH ET w\
O~ @Qw OO0 X

//

XY

+CH3CHO

+CH3CHO BC l
X
+ C02 + =
ET ST

@@ZJ == (L ¢

Scheme 4: Possible fragmentation pathways in the FVP of 1.
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Scheme 5: Possible fragmentation pathways in the FVP of 2.
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possibly also contribute to the product distribution (Scheme 6).
A chelotropic reaction forming 4,7-dihydro-1,3-dioxepine-2-
ylidene as discussed in the fragmentation of 5-ring spiroketal 1
cannot be excluded. It is known that the sulfur analogue
4,7-dihydro-1,3-dithiepine-2-yldidene cleanly fragments into
carbon disulfide and butadiene [32]; however, 4,7-dihydro-1,3-
dioxepine-2-ylidene does not give carbon dioxide and buta-
diene [33].

Scheme 6: Possible fragmentation pathways in the FVP of 3.
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Conclusion

In agreement with predictions, spiroketals derived from indan-
2-one undergo photochemical coarctate fragmentation, if both
terminators are S-membered rings, and thermal coarctate frag-
mentation, if both a 5-ring and a 7-ring terminator are present.
In the latter case, the experimental evidence suggests that the
thermal coarctate fragmentation competes with stepwise
processes.
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Experimental

General: Matrix-isolation experiments were performed using
standard matrix-isolation techniques [34]. For sample deposi-
tion, the slow-spray-on technique was used. Sample tempera-
tures for deposition were ambient temperature (1), ca. 40 °C (2),
and ca. 60 °C (3). The argon used was of 99.999% purity. In
pyrolysis experiments, the length of the pyrolysis zone was ca.
5 cm. Reference IR spectra of benzocyclobutene, styrene,
indan-2-one, acetaldehyde, formaldehyde, ethene and propene
in Ar matrices were independently measured. IR spectra were
recorded with a resolution of 0.5 cm™!. The outer matrix
window used for photolysis was from Suprasil quartz specified
for transmission down to A = 190 nm.

Ketal 1 was synthesized according to a published procedure
[35]. Ketals 2 and 3 were prepared analogously, starting from
indan-2-one and propane-1,3-diol and cis-2-butene-1,4-diol,
respectively.

Indan-2-one ethylene ketal (1): IR (Ar, 10 K) v: 3109.2 (vw),
3084.4 (vw), 3057.7 (vw), 3034.8 (w), 2993.3 (w), 2989.6 (w),
2962.3 (w), 2928.9 (vw), 2898.5 (w), 2894.8 (w), 2878.1 (w),
2834.1 (vw), 1598.6 (vw), 1485.5 (m), 1472.5 (vw), 1465.1
(vw), 1421.1 (vw), 1342.4 (vw), 1331.9 (m), 1305.9 (vw),
1292.9 (s), 1233.4 (m), 1222.9 (w), 1200.0 (w), 1160.9 (vw),
1136.8 (m), 1110.3 (vs), 1074.2 (w), 1051.9 (vw), 1033.3 (s),
1027.8 (m), 1019.7 (w), 944.4 (w), 867.0 (vw), 785.9 (vw),
741.7 (s), 715.7 (m), 597.7 (vw), 590.5 (vw), 536.8 (vw) cm L.

Synthesis of 2: Indan-2-one propane-1,3-diol ketal (2) was
prepared as described for the synthesis of 1, with the exception
of the use of toluene rather than benzene as solvent. Indan-2-
one (2.0 g, 0.015 mol) and 1,3-propanediol (1.4 g, 0.018 mol)
were heated under reflux in 100 mL toluene together with
20 mg p-toluenesulfonic acid. The mixture was heated under
reflux for 12 h, during which time the water formed was
distilled off as an azeotrope with toluene. The toluenic solution
was then washed twice with aqg NaHCO3 and once with water.
After drying over anhydrous Na;SQOy, the toluene was removed
on a rotary evaporator. Purification of the crude product thus
obtained was achieved by distillation in high vacuum. Yield
1.2 g (42%) after distillation. bp 93-97 °C (0.01 mbar); mp
44 °C; 'TH NMR (CDCls, 400 MHz) & 7.14 (m, 4H), 3.97 (t, J =
5.5 Hz, 4H), 3.28 (s, 4H), 1.78 (m, 2H) ppm; '3C NMR
(CDCl3, 100 MHz) & 139.68, 126.65, 124.71, 109.23, 61.52,
42.54, 25.56 ppm; IR (Ar, 10 K) v: 3111.7 (vw), 3084.8 (vw),
3076.7 (vw), 3060.8 (vw), 3050.1 (w), 3039.8 (w), 3035.7 (w),
2993.7 (w), 2983.8 (m), 2980.1 (m), 2972.7 (m), 2962.7 (m),
2949.8 (m), 2943.1 (m), 2930.7 (m), 2908.2 (w), 2899.4 (w),
2891.9 (w), 2884.6 (m), 2879.0 (m), 2876.1 (m), 2858.9 (m),
2849.9 (w), 2727.6 (vw), 2717.7 (vw), 1620.4 (w), 1612.1 (vw),
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1592.5 (vw), 1572.9 (vw), 1488.3 (m), 1477.1 (w), 1464.8 (w),
1433.4 (w), 1425.9 (w), 1381.5 (w), 1369.9 (w), 1333.7 (m),
1305.7 (vw), 1298.5 (w), 1284.5 (vs), 1254.1 (m), 1237.4 (w),
1215.2 (w), 1170.3 (vw), 1150.9 (vs), 1135.6 (vs), 1133.0 (vs),
1117.7 (s), 1111.0 (vs), 1081.2 (w), 1045.9 (s), 1032.9 (s),
1024.0 (m), 966.3 (w), 937.6 (w), 868.8 (w), 734.8 (s), 678.9
(vw), 607.2 (vw), 594.3 (vw), 555.4 (vw) cm | EIMS m/z: M"
190 (100), 176, 161, 132 (68), 104 (80), 91, 77, 51; Anal. calcd
for C;,H40,: C, 75.8; H, 7.4; found: C, 75.3; H, 7.2.

Indan-2-one cis-2-butene-1,4-diol ketal (3) was prepared analo-
gously. Due to the limited thermal stability of 3, benzene had to
be used as solvent, and the product could not be distilled.
Instead, a sample of the solid dark brown crude product was
purified by sublimation in ultra-high vacuum (10~® mbar), using
matrix-isolation equipment. Colourless crystals, mp 78 °C;
TH NMR (CDCl3, 400 MHz) & 7.16 (m, 4H), 5.73 (t,J = 1.5 Hz,
2H), 4.31 (d, J = 1.5 Hz, 4H), 3.25 (s, 4H) ppm; '3C NMR
(CDCl3, 100 MHz) 6 139.84, 129.53, 126.63, 124.64, 113.31,
62.93, 44.07 ppm; IR (Ar, 10 K) v: 3078.6 (vw), 3058.5 (vw),
3046.1 (w), 2986.4 (vw), 2966.8 (vw), 2952.9 (w), 2949.1 (w),
2945.8 (w), 2926.2 (w), 2920.9 (w), 2912.3 (w), 2908.0 (w),
2865.0 (w), 2838.8 (vw), 2718.3 (vw), 1622.9 (w), 1612.3 (vw),
1607.9 (vw), 1592.9 (vw), 1589.4 (vw), 1573.0 (vw), 1487.9
(m), 1465.8 (w), 1449.2 (w), 1425.2 (w), 1390.2 (w), 1363.3
(w), 1330.3 (m), 1306.4 (w), 1284.9 (s), 1227.6 (m), 1220.9
(w), 1201.7 (m), 1167.6 (w), 1155.8 (w), 1123.8 (vs), 1115.4
(w), 1102.2 (vw), 1090.2 (s), 1078.3 (m), 1044.6 (s), 1026.9
(m), 1009.9 (m), 951.9 (vw), 946.6 (vw), 920.8 (vw), 879.4
(vw), 872.8 (vw), 817.4 (vw), 732.5 (s), 684.8 (vw), 667.8 (Vw),
641.8 (m), 619.4 (m), 617.4 (m), 595.8 (W), 559.1 (vw), 527.5
(vw) cm™L; EIMS m/z: M* 202 (55), 176, 161, 149, 148, 147,
132, 104 (100), 91, 78, 54 (95), 51, 39; Anal. calcd for for
C13H140,: C, 77.2; H, 7.0; found: C, 77.5; H, 7.0; HRMS-ESI
(m/z): [M]" caled for Cj3H 40,Na, 225.0898; found, 225.0891.
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