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As a continuation of the first two Thematic Series in the

Beilstein Journal of Organic Chemistry on natural products in

2011 and 2013 [1,2], it is my pleasure to present the third issue

on this topic. Natural products continue to be an inspiring field

of research and an important source of potent biologically

active compounds. This was recently highlighted by the fact

that last year’s Nobel Prize in Physiology and Medicine for the

discovery of important drugs from natural sources that revolu-

tionised the clinical treatment of parasite-borne infectious

diseases was awarded to three natural product researchers:

Youyou Tu (Academy of Chinese Medical Sciences) for the

discovery of the terpenoid antimalaria drug artemisinin that is

produced by the plant Artemisia annua [3], and to Satoshi

Õmura and William C. Campbell for the discovery of aver-

mectins isolated from the actinobacterium Streptomyces avermi-

tilis at the famous Kitasato Institute and for the development of

derivatives that are used as highly potent anthelmintics both for

animal and human welfare [4]. Currently, also in the pharma-

ceutical industry, natural products are experiencing a revival as

viable drug candidates, which is a pleasing development since

many infectious diseases continue to threaten human health.

From the numerous articles in daily newspapers, it is obvious

that politicians have also realised the urgent need for new drugs

and the potential associated with natural products and their de-

rivatives. Certainly, the recent technological advances in many

fields related to natural products (including synthetic methodol-

ogy, as exemplified by a review article by Thomas Magauer and

co-workers in this Thematic Series [5]), analytical chemistry

[6], gene synthesis, and genome sequencing and editing [7]

offer an efficient toolbox to natural products chemists. In addi-

tion, classical methods such as isotopic labelling experiments

[8] continue to be important.

I thank all contributors that participated in this third Thematic

Series on natural product chemistry in the Beilstein Journal of

Organic Chemistry and also the whole team at the Beilstein-

Institut for their professional work. I wish the readers of the

present Thematic Series joyful reading and hopefully new inspi-

ration for their own research.

Jeroen S. Dickschat

Bonn, February 2016
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Abstract
The long and successful history of isotopic labeling experiments within natural products research has both changed and deepened

our understanding of biosynthesis. As demonstrated in this article, the usage of isotopes is not at all old-fashioned, but continues to

give important insights into biosynthetic pathways of secondary metabolites. This review with 85 cited references is structured by

separate discussions of compounds from different classes including polyketides, non-ribosomal peptides, their hybrids, terpenoids,

and aromatic compounds formed via the shikimate pathway. The text does not aim at a comprehensive overview, but instead a

selection of recent important examples of isotope usage within biosynthetic studies is presented, with a special emphasis on mecha-

nistic surprises.
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Introduction
This year may be seen as the 80th anniversary of using isotopes

in biosynthetical and biochemical research. Since the first

experiments performed by Schoenheimer and Rittenberg in

1935 using deuterated fatty acids and sterols to follow their fate

in a living organism [1], a lot of new synthetic and analytical

methods for the detection of isotopes have been developed that

today allow for nearly unlimited applications in biosynthesis

research. The basic principle of labeling an organic molecule in

a way that is incognito for metabolism, but easy to follow for

the researcher still remains the same. The first application of

this idea probably was the investigation on fatty acid degrad-

ation by Knoop in 1904, even long before isotopes were discov-

ered. He used “chemically labeled” fatty acids with a phenyl

residue in ω-position bearing an odd or an even number of

carbon atoms in the chain and fed it to dogs [2] to draw impor-

tant conclusions on the β-oxidation of fatty acids [3] from the

reisolated material. However, changing the chemical nature of

the metabolite did not prove to be suitable for broader applica-

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
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tions, and therefore, after the discovery of the isotopes by

Frederick Soddy, for which he was awarded the Nobel prize in

1921, the first labeling experiments using isotopes quickly

changed the way of investigating metabolic pathways and

promoted a new dynamic view on biosynthesis research [4],

leading to numerous breakthroughs such as the discovery of

cholesterol biosynthesis [5]. With the rise of NMR and MS

methods the usage of radioactive nuclei such as 14C and 3H

shifted towards stable isotopes such as 13C and 2H [6], with the

consequence that chemical degradation methods in natural

products chemistry are almost vanished today. The usage of

isotopically labeled precursors depends on careful interpreta-

tions of the incorporation pattern, which sometimes may lead to

errors if unknown metabolic pathways are involved, as in the

prominent example of the deoxyxylulose phosphate way in

terpene biosynthesis [7,8]. Thus, a critical analysis of labeling

experiments is required and may hint towards undiscovered

metabolic pathways or enzyme functions [9]. As demonstrated

in this article, the isotopic labeling technique continues to be an

inspiring source of useful information in biosynthesis research.

Isotopes have also found their way to many other applications,

e.g., in systems biology including proteomics [10], lipidomics

[11] and metabolomics [12], or for mapping isotopic finger-

prints of whole organisms in metabolic flux studies [13], but

these aspects will not be discussed here. Instead, this review

highlights recent biosynthetic studies using isotopes from major

classes of natural products including polyketides, non-ribo-

somal peptides, hybrids thereof, isoprenoids and a few aromatic

compounds that arise via the shikimate pathway. It does not

provide a comprehensive overview of all the work conducted,

but tries to create a diversified picture of isotope usage in the

study of selected interesting natural products. IUPAC nomen-

clature allows to distinguish isotopically substituted (every

molecule in a sample is labeled at the designated position) and

isotopically labeled compounds (a fraction of the molecules in a

sample is labeled) by use of round or square brackets, respec-

tively [14]. The assignments used in this article are based on the

presentations in the original publications, even if the nomencla-

ture in the original work may not precisely follow the IUPAC

rules.

Review
Polyketides
Polyketide synthases (PKS) are multidomain enzymes that

catalyze the formation of natural products via reaction steps

similar to fatty acid biosynthesis, in which C2-units are fused in

Claisen condensations and modified in an iterative or modular

fashion [15]. In contrast to fatty acid synthases (FAS), PKSs do

not necessarily process the initially formed 3-keto functions

through a complete reductive cycle, which leads to structurally

diverse products as shown in Figure 1 for lovastatin (1), an

inhibitor of 3-hydroxy-3-methylglutaryl CoA reductase [16],

aflatoxin B1 (2) [17] and the potent antifungal agent ampho-

tericin B (3) [18], which affects membrane integrity.

Figure 1: Structures of lovastatin (1), aflatoxin B1 (2) and ampho-
tericin B (3).

The products of polyketide synthases (PKS) belong to the

first secondary metabolites that were investigated using isotopi-

cally labeled compounds [19]. Feeding experiments using

(1,2-13C2)acetate and (1-13C) or (2-13C)acetate are a conveni-

ent and simple source of information on intact acetate units,

chain direction and modifications of PKS derived natural prod-

ucts. Sensu stricto, polyketides (i.e., polymers of the “ketide”

group –CH2–CO–) are structurally made of malonyl-CoA

building blocks leading to a linear chain assembly. However,

many examples deviate from this rule, and the biological activi-

ties shown by these polyketides may in many cases especially

depend on their branched side chains silhouetting them against

the bulk of other PKS products [20]. Known reasons for

branched polyketides at the α-position of the growing chain

include the usage of different elongation units such as methyl-

malonyl-CoA, or methylation of the nucleophilic α-position by

S-adenosyl methionine (SAM) [21]. Branching in the β-posi-

tion is less common and proceeds through a β-aldol attack of an

acetyl nucleophile at the growing chain. This mechanism is

similar to the formation of hydroxymethylglutaryl-CoA along

the mevalonate pathway in isoprenoid biosynthesis [22].

Recently, a different additional mechanism of β-branching was

reported, in which a special PKS module is catalyzing the reac-

tion [20]. It was investigated in the biosynthesis of the phyto-

toxin rhizoxin (4, Scheme 1), a potent antimitotic agent binding
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Scheme 1: a) Structure of rhizoxin (4). b) Two possible mechanisms of chain branching catalysed by a branching module. The 13C-labeled carbons
are annotated with black dots. KS: keto-synthase; B: branching domain; ACP: acyl carrier protein.

to β-tubulin from the bacterium Burkholderia rhizoxinica,

which lives in symbiosis with the fungus Rhizopus microsporus

[23]. The mechanism includes a Michael addition of a malonyl

moiety to the α,β-unsaturated thioester bound to the keto-

synthase domain (KS).

After this reaction, the polyketide chain is bound to the KS and

the acyl carrier protein (ACP). The following lactonization to

generate the δ-lactone structure in 4 can either proceed via

nucleophilic attack of the δ-hydroxy function at the KS-bound

(A) or at the ACP-bound thioester (B) with subsequent loading

of the polyketide onto the ACP. To distinguish both mecha-

nisms, 13C-labeled malonyl-CoA and an N-acetylcysteamine

(SNAC) thioester as synthetic analogon were used as substrates

for an in vitro construct of the branching module. NMR experi-

ments on the ACP-bound product unambiguously showed the

labeled 13C signals in the linear polyketide chain and not in the

lactone ring, thus supporting mechanism A. Therefore, this

labeling experiment took an important role on the road to a

better understanding of this unusual mechanism.

An interesting feeding experiment was performed for the eluci-

dation of both absolute configuration and biosynthesis of the

polyketid alkaloid coelimycin P1 (8, Scheme 2). The com-

pound was isolated from Streptomyces coelicolor M145 after

genetically engineered increase of the metabolic flux and is the

product of a polyketide biosynthetic gene cluster [24].

To test whether N-acetylcysteine could be a biosynthetic

precursor of the unusual 1,5-oxathiocane structure, feeding

experiments using both (2S)- and (2R)-N-((2H3)acetyl)cysteine

Scheme 2: Structure of coelimycin P1 (8) and proposed biosynthetic
formation from the putative PKS produced aldehyde 5 via cyclized
bisepoxide 7.

were performed. The deuterium atoms of both precursors were

incorporated into 8, showing the direct biosynthetic relation-

ship of the amino acid derivative and indicating that the addi-

tion of N-acetylcysteine might not be catalyzed by an enzyme.

Exploiting the only stereocenter of 8 being located in the incor-

porated residue, also the absolute configuration of 8 could be
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Scheme 3: Structure of trioxacarcin A (9) with highlighted carbon
origins of the polyketide core from acetate (bold) and L-isoleucine (red)
as deduced from labeling experiments. Labels introduced into the
carbohydrates and methyl groups are omitted.

deduced from these labeling experiments as (2’R) via compari-

son of the retention times of both compounds to naturally occur-

ring 8 on a homochiral stationary LC phase.

To investigate the proposed structure of 7, which likely exhibits

the antibiotic properties connected to the bacterial strain as a

highly reactive bisepoxide, S. coelicolor M1157 was grown in

an 18O2 atmosphere. MS/MS measurements indicated a direct

incorporation of 18O at the C-9 carbonyl group. This result

supports the activity of putative epoxidases processing the

linear unsaturated PKS precursor 5 to amine 6. Oxidation of the

hydroxy function and subsequent ring closure would then lead

to the proposed antibiotic 7. The other oxygen atom is lost

during biosynthesis und is therefore undetectable. This example

shows how well-designed labeling experiments can support

biosynthetic investigations especially on highly derivatized and

altered polyketide products.

Emphasizing the same principle, the biosynthesis of triox-

acarcin A (9, Scheme 3), a complex aromatic natural product

originally isolated from Streptomyces bottropensis DO-45 and

showing remarkable antibacterial and antitumor properties [25],

was investigated using isotopically labeled precursors to gain

insight into the used building blocks for the unusual polyketide

core [26]. Compound 9 features a trisketal structure in addition

to the spiro-epoxide at C-14, which is believed to be the active

part of the molecule for interaction with DNA. This was

supported by the isolation of gutingimycin, a guanine-adduct of

9 [27]. However, very little was known about the biosynthetic

assembly of the complex antibiotic. Feeding of [1-13C]-,

[2-13C]- and [1,2-13C2]acetate to S. bottropensis and analysis of

the produced 9 via 13C NMR yielded the carbon origins of the

polyketide core. The regular incorporation pattern in the

tricyclic aromatic moiety suggests a normal PKS assembly line.

Moreover, a decarboxylation step is indicated by incorporation

of the acetate methyl carbon atom into C-18. In contrast, the

origins of C-13 to C-17 remained unclear because of low

incorporation of acetate into this part of the molecule.

The location of these five carbons at the end of the proposed

linear PKS chain indicated the use of an unusual starter unit,

most likely isoleucine-derived 2-methylbutyryl-CoA. Indeed,

feeding of [U-13C6]-L-isoleucine resulted in a mass shift of

+5 m/z compared to the unlabeled compound. In conclusion,

these feeding experiments using isotopically labeled precursors

supported the biosynthetic assembly from an unusual PKS

starter unit which results in the remarkable scaffold for the

bioactivity-generating functionalities.

A similar study showing the enduring significance of labeled

acetate in PKS research deals with the fusion of the polycyclic

aromatic pigment clostrubin A (12) from Clostridium beijer-

inckii, a strictly anaerobic bacterium [28]. The purple colored

compound features a benzo[a]tetraphene skeleton, which is

unique in known polyphenolic natural products. Moreover,

feeding experiments using [1-13C]- or [1,2-13C2]acetate

revealed the PKS chain to build up an angucyclic scaffold (in

11) first, which then probably fuses the fifth ring via reaction

with acetoacetyl-CoA (Scheme 4), with folding of the linear

PKS chain 10 downwards with respect to the D ring. For the

A ring, C-9 and C-14 are connected. This folding differs from

the biosynthesis of all known angucyclic cores, which are fused

in an upwards folding connecting C-7 and C-12 for the forma-

tion of the A ring [29].

Despite the fact that the biosynthesis of this polyphenol cannot

be deduced completely from labeled acetate feeding experi-

ments, the results laid the ground for the discovery of the

unusual chain folding and the loss of one carbon atom through

the singly labeled C-2 position. These recent findings of

Hertweck and co-workers are an interesting extension of the

pioneering work by Bringmann et al. on the anthraquinone

crysophanol, for which different folding modes in fungi (F type

folding) and in bacteria (S type, “Streptomyces” type) were

found by isotopic labeling experiments for one and the same

compound [30].
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Scheme 4: Proposed biosynthetic assembly of clostrubin A (12). Bold bonds show intact acetate units.

As an additional concluding remark of this chapter, the role of

isotopic labeling in the structure elucidation of complex polyke-

tide natural products will be discussed. Especially in combina-

tion with two-dimensional NMR spectroscopic techniques,

several powerful tools are becoming more interesting to natural

products research. Production of new compounds in a labeled

medium and analyzing the 13C,13C-COSY spectrum of the

resulting fully 13C-labeled natural product as in case of forazo-

line A (13) can easily determine the carbon skeleton (Figure 2).

This technique was also used for the elucidation of marine

aromatic acids [31]. Even the nitrogen–carbon connectivities

can be investigated by fermentation in a 15N-labeled medium

and analysis of the resulting product with 13C,15N-HMQC [32].

These applications represent helpful additions to the repertoire

for structure elucidation of complex natural products, which can

be produced under laboratory conditions in sufficient amounts.

Figure 2: Structure of forazoline A (13).

Non-ribosomal peptides
Non-ribosomal peptides often exhibit a high bioactivity and are

biosynthesized by non-ribosomal peptide synthethases (NRPS)

[33], which work RNA-independent and catalyze the assembly

of both proteinogenic and non-proteinogenic amino acids in a

modular fashion. Moreover, NRPSs can contain additional

modifying modules, e.g., epimerization domains, resulting in a

greater structural variety than ribosomal peptides usually have.

Two examples are the membrane disrupting decapeptide anti-

biotic tyrocidine A (14) [34] and teixobactin (15) [35], a

recently discovered multi-target antibiotic rising high hopes in

the treatment of resistant pathogens (Figure 3).

Producing an isotopologue of the desired compound by feeding

of labeled precursors or growing the producing organism in

labeled medium can simplify structure elucidation by giving

access to the sum formula by mass spectrometry, which is not in

all cases easily accessible for the unlabeled compound. In par-

ticular, advanced mass spectrometry techniques in combination

with labeled amino acids catch a growing attention for the often

challenging structure elucidation of NRPS products. To give

insights into the assembled building blocks and the sum formula

of the desired compound, either the traditional way of providing

isotopically labeled amino acids to the NRPS can be used, or

completely labeled media can be supplemented with non-

labeled building blocks in an inverse feeding experiment [36].

The latter method is particularly advantageous, if the com-

pound contains precursors that are not commercially available

in a labeled way. Incorporation into the NRPS product [37-41]

can be followed by MSn that may even give information about

the position of incorporation.

Another very interesting method for structure elucidation of

NRPS products using isotopic labelings was recently developed

by Bode and co-workers [36]. The method is designed to

investigate the absolute configuration of the amino acid

building blocks without hydrolysing the NRPS product, can

be performed on minute amounts of material, and was first
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Figure 3: Structures of tyrocidine A (14) and teixobactin (15).

Figure 4: Top: Structure of the NRPS product kollosin A (16) with the sequence N-formyl-D-Leu-L-Ala-D-Leu-L-Val-D-Tyr-L-Leu-D-Val-D-aThr-L-Val-
D-Leu-L-Val-D-aThr-L-Leu-D-Val-L-Val-OH (aThr: allo-threonine). Bottom: Domains of some of the 15 modules (FT: formyltransferase, A: adenylation,
CP: peptidyl carrier protein, C: condensation, E/C: condensation + epimerization, TE: thioesterase). For the absolute configuration of incorporated
amino acids relevant domains are highlighted with arrows. Modules not shown consist of alternating C and E/C. Asterisks indicate stereocenters
deduced from labeling experiments.

applied to different cyclic peptides from Photorhabdus and

Xenorhabdus species [42] and for activity testing of heterolo-

gously expressed SAM-epimerases from various bacteria [43].

In a follow-up study the recently discovered NRPS product

kollosin A (16, Figure 4) was investigated. This pentadecapep-

tide is made by the largest known NRPS that consists of 15

modules and is encoded by a single 49.1 kbp gene found in the

entomopathogenic bacterium Photorhabdus luminescens [44].

Despite the non-detectable expression under various fermenta-

tion conditions, it was possible to express the machinery using a

promoter exchange [45] in the native host.

Bioinformatics allowed for the annotation of several epimeri-

zation domains in the kollosin A NRPS, but it is hard to

determine the actual activity of each of these functions. To

overcome this problem, L-[2H8]valine, L-[2H10]leucin,

L-[2H7,15N]tyrosine und L-[2H5,15N]threonine were fed to

P. luminescens. The loss of one deuterium atom for an incorpo-

rated labeled amino acid (from Cα) directly supports an

epimerase function within the corresponding NRPS module,

and the incorporated building block can be assigned as

D-configured. In this example, epimerization activity was

shown for tyrosine and both threonine building blocks, marked

by asterisks in Figure 4. Moreover, one leucine could be deter-

mined as D-configured according to incorporation in truncated

fragments of 16. For the elucidation of the second stereocenter

in both threonines, solid phase synthesis of the peptide was

performed, which confirmed the structure of 16 with two
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Scheme 5: Proposed biosynthesis of aspirochlorine (20) via 18 and 19.

allo-threonines. In conclusion, all bioinformatically assigned

epimerization functions of the kollosin A NRPS were shown to

be active, resulting in an alternating incorporation of L- and

D-configured amino acids into kollosin A except for modules 8

and 9.

This example proves that the use of isotopically labeled com-

pounds can be a valuable addition to the common repertoire of

structure elucidation for minimal amounts of material and

provides an interesting combination of bioinformatic, synthetic

and labeling techniques.

NRPS products are frequently modified by tailoring enzymes.

This can extend to a complexity, which obscures the initial

building blocks to the eye of the observer. Labeling experi-

ments can in these cases clarify the origins even if they seem to

be obvious in the beginning. The structure of aspirochlorine

(20, Scheme 5), a toxin from Aspergillus oryzae, provides an

interesting example. Its importance arises from the use of the

producing organism in Asian food industry [46]. The biosyn-

thesis of 20 can be hypothesized from phenylalanine and

glycine. To investigate this, (ring-2H5)Phe and (2-13C)Gly were

fed and incorporation of two 2H and one 13C atom was

confirmed by MS analysis [47]. However, structure elucidation

of the biosynthetic intermediates 18 and 19 that were isolated

from deletion mutants suggested a different assembly from two

Phe via the dimeric structure 17, which was further supported

by the incorporation of two 13C atoms after feeding of

(1-13C)Phe. Therefore, (13C2,15N)Gly was fed to A. oryzae,

pointing to incorporation of one 13C by MS analysis. To finally

solve this riddle, feeding experiments with (13C2)Gly were

performed on a preparative scale to unambiguously assign the
13C-labeled positions via NMR. It turned out that the label was

incorporated into the N-methoxy group, and not into the

presumptive glycine unit of the diketopiperazine structure. In

summary, these results support an unusual conversion of one

phenylalanine-derived side chain to a glycin-like moiety.

The observed incorporation of labeled Gly into the methyl

group was rationalized by glycine degradation, directing the

labeling via tetrahydrofolate and SAM into aspirochlorine

biosynthesis. The conversion of the Phe residue to Gly may

proceed through either oxidative C–C bond cleavage or a

retro-aldol reaction in 18, in agreement with the detection of

(ring-2H5)benzoic acid in culture extracts from labeling

experiments with (ring-2H5)Phe. This interconversion of two

proteinogenic amino acids in the biosynthesis of an NRPS com-

pound from secondary metabolism is unprecedented and its

discovery was strongly supported by the careful evaluation of

feeding experiments with labeled precursors.

PKS/NRPS-Hybrids
The formation of interesting structural motifs in natural prod-

ucts is an exciting aspect in the field of biosynthetic research

and gives insights to the synthetic abilities of nature fusing

structures, whose formation usually requires sophisticated

chemistry in organic laboratories. Prominent examples are

[n]paracyclophane moieties in natural products such as

haouamines [48] or fijiolides [49,50]. As for the [7]paracyclo-

phane in haouamine A and B, a reasonable suggestion for

compensating the high barrier of a bended benzene ring

includes intermediate loss of aromaticity followed by rearomati-

zation during the formation of the cyclophane ring [51].

However, a recently investigated example shows, that breaking

the aromatic character of a phenyl ring is not necessary for

building up a bended aryl ether in a biological scaffold. In this

study, 13C- and 18O-labeled L-tyrosine was used to elucidate

the biosynthesis of pyrrocidines such as pyrrocidine A (24,

Scheme 6) bearing a [9]paracyclophane moiety in the fungus

Acremonium zeae [52]. Compound 24 is the product of a mixed

PKS and NRPS machinery containing nine acetate units, five

methyl groups from SAM and one L-tyrosine [53]. Two

possible mechanisms for the cyclization of the linear precursor

21 were hypothesized. In route A, an oxidation of the aromatic

ring would lead to an electrophilic center at the quinone moiety

in 22, which can be attacked by the C-6 hydroxy group. The

energy barrier of a distorted benzene ring would then be

compensated by rearomatization in 23 after intramolecular

Diels–Alder reaction. This mechanism would involve a

1,2-hydride shift and a nucleophilic attack of water at C-2’.
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Scheme 6: Two different macrocyclization mechanisms in the biosyn-
thesis of pyrrocidine A (24).

The second discussed route starts with a nucleophilic attack of

the phenolic oxygen at C-6 to close the macrocycle in 25. In

this mechanism, the aromaticity of the phenol ring remains

untouched. Intramolecular Diels–Alder reaction gives rise to the

hexacyclic system 26, which would then be oxidized to pyrroci-

dine A (24) at C-2’. In contrast to route A, the phenolic oxygen

is conserved here. To distinguish between these mechanisms,

(4’-hydroxy-18O,1-13C)-L-tyrosine was enantioselectively

synthesized and fed to A. zeae. Both labels were incorporated

into 24, thus providing evidence for mechanism B and a paracy-

clophane formation without intermediate loss of aromaticity.

This kind of tyrosine reporter might also prove useful in other

biosynthetic studies.

Sometimes the biosynthesis of mixed PKS/NRPS/FAS natural

products involves the discovery of surprising building blocks as

recently shown for thiomarinol A (27, Figure 5) from the

marine bacterium Pseudoalteromonas sp. SANK 73390 [54],

which exhibits antibiotic activity against methicillin-resistant

Staphylococcus aureus (MRSA) [55].

Figure 5: Structure of thiomarinol A (27). Bold bonds indicate carbon
atoms derived from 4-hydroxybutyrate.

Particularly interesting results of feeding experiments with

[1,2-13C2]-, [2-13C]- and [1-13C,18O2]acetate were the unex-

pectedly low incorporation into C-5’ to C-8’ of the octanoate

side chain, whereas approximately the double incorporation

rates were observed in the PKS part of the molecule. To test a

hypothetical C4-starter unit for the fatty acid synthase,

[2,3-13C2]succinate was fed to Pseudoalteromonas SANK

73390, which showed an intact incorporation of labeling into

C-6’ and C-7’ of 27. Moreover, also [2,3-13C2]-4-hydroxy-

butyrate was incorporated with appearance of labeling in the

same positions. The proposed origin of the pyrrothine unit from

two cysteins was confirmed by feeding of [2,2’-13C2]cystine

and detection of the label at C-2’’ and C-4’’. As deduced from

these experiments in combination with genetic studies, the

biosynthesis of thiomarinol A (27) proceeds via coupling of

4-hydroxybutyrate to the PKS product, two cycles of chain

elongation and finally coupling with the NRPS product

pyrrothine.

Terpenes
Terpenoids constitute the largest group of natural products and

are remarkably diverse in structure, bioactivity, and use. Promi-

nent examples such as the antimalaria drug artemisinin (28)

from Artemisia annua, ingenol (29) and its derivatives from

Euphorbia ingens [56], or the anticancer drug paclitaxel (30)

feature highly functionalized polycyclic carbon skeletons

(Figure 6).

The fascination of terpene biosynthesis arises from the

complexity and variety of carbon scaffolds, terpene cyclases are

able to build up using few linear oligoprenyl diphosphate

precursors. This promotes investigations using isotopically
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Figure 6: Structures of artemisinin (28), ingenol (29) and paclitaxel
(30).

labeled compounds both on acetate- and mevalonate/deoxyxylu-

lose-level for in vivo feeding experiments or oligoprenyl

diphosphates for in vitro studies to understand the often com-

plex cyclization cascades catalyzed by a single enzyme. In

many cases, isotopes represent the only way of elucidating

proposed hydride shifts, carbon–carbon rearrangements and

cyclizations experimentally.

The structure elucidation of terpenoids can be challenging

because of the multicyclic carbon skeletons with several

contiguous stereocenters. The assistance of 13C labels can in

such cases be especially helpful, and if completely 13C-labeled

carbon backbones can be made accessible, 13C,13C-COSY

experiments are possible that allow for a comparably easy struc-

ture elucidation even for minimal amounts of material. As

recently demonstrated for hypodoratoxide (31) from Hypomyces

odoratus DSM 11934, such labeled products can be obtained by

feeding of terpene precursors to an actively growing culture

[57]. The application of 13C,13C-COSY for hypodoratoxide led

to a revision of the previously proposed structure 32 [58],

showing the significance of this technique in comparison to

unlabeled standard 2D NMR methods. Alternatively, a

completely 13C-labeled terpene can be made in vitro by usage

of enzymes. This approach was used for investigating the struc-

ture of miltiradiene (33, Figure 7), a diterpene from Selaginella

moellendorffii, starting from uniformly labeled mevalonate [59].

Despite the tools for structure elucidation, labeled compounds

continue to offer interesting insights into terpene synthase

catalyzed cyclizations. Labeled oligoprenyl diphosphates, the

Figure 7: The revised (31) and the previously suggested (32) struc-
ture of hypodoratoxide and the structure of miltiradiene (33).

substrates for these enzymes, can be made available by syn-

thesis and provide an excellent tool for such investigations, as

recently demonstrated for sesquiterpenes by the synthesis of all

15 singly 13C-labeled isotopomers of farnesyl diphosphate

(FPP) [60]. These precursors were used to unambiguously

assign both 13C NMR and (via HSQC) 1H NMR data of

(1(10)E,4E)-germacradien-6-ol (34) from Streptomyces

pratensis. The NMR spectra of this compound are complicated

because of a mixture of conformers (Figure 8) that prevented a

full assignment of NMR data by conventional methods.

Figure 8: Structure of the two interconvertible conformers of
(1(10)E,4E)-germacradien-6-ol (34) studied with extensive 13C labeling
experiments.

To correlate a conformational signal set, (U-13C15)FPP was

synthesized and 13C,13C-COSY showed the connected carbon

skeleton for each conformer. The 15 obtained labeled natural

products also allowed a detailed analysis of the EIMS-fragmen-

tation reactions of 34 by comparison of the 13C-including frag-

ments.

Singly labeled FPP isotopomers also proved valuable to investi-

gate reprotonation steps in sesquiterpene cyclization mecha-

nisms by incubation in deuterium oxide. The biosynthesis of the

recently discovered corvol ethers A (42) and B (43) provides an

interesting example (Scheme 7) [61].

The proposed mechanism starts with isomerization of farnesyl

diphoshate (FPP, 35) to nerolidyl diphosphate (36) followed by

1,10-ring closure to the helminthogermacradienyl cation (37). A

1,3-hydride shift to the allylic cation 38 and attack of water

gives the neutral intermediate germacrene D-4-ol (39). Reproto-

nation induces the formation of the bicyclic system 40, which
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Scheme 7: Proposed cyclization mechanism of corvol ethers A (42)
and B (43) with the investigated reprotonation using 2H2O. Black dots
indicate 13C-labeled carbon atoms.

can rearrange via two sequential 1,2-hydride shifts to the cation

41. The attack of the hydroxy function and either a 1,2-hydride

shift or a Wagner–Meerwein rearrangement in a concerted

process leads to 42 and 43. The protonation of C-5 was shown

by using (2-13C)FPP as a substrate for an in vitro incubation of

the terpene synthase in D2O leading to characteristic strongly

enhanced triplets for the labeled carbons of 42 and 43 in the
13C NMR spectrum. As an extension to these experiments, the

stereochemical course of reprotonation of a neutral intermedi-

ate can be followed by comparing the HSQC spectra of the

labeled and the unlabeled compounds, if combined with a

NOESY based assignment of the signals for the relevant dia-

stereotopic protons, as recently performed to investigate the

mechanisms for intermedeol and neomeranol B biosynthesis

[62].

Cyclooctat-9-en-7-ol (52), a member of the fusicoccane family

of diterpenoids, is the biosynthetic precursor of cyclooctatin

(45) [63], a potent inhibitor of lysophospholipase, which was

isolated from Streptomyces melanosporofaciens [64]. The

cyclization of geranylgeranyl diphosphate (GGPP, 44) to 52

features an unexpected carbon backbone rearrangement, which

was shown recently by Kuzuyama and co-workers using

isotopically labeled glucose in vivo and labeled GGPP in vitro

[65]. The reaction is catalysed by the enzyme CotB2, the first

structurally characterized bacterial diterpene cyclase [66]. After

identification of the biosynthetic gene cluster, a mechanism

involving a deprotonation–reprotonation sequence and two

1,2-hydride shifts was proposed [67]. However, a simple

feeding experiment performed with a S. albus transformant and

[U-13C6]glucose revealed an unexpected labeling pattern in 45,

which could not be explained by the anticipated GGPP labeling

following the deoxyxylulosephosphate pathway [68] and

the initially suggested mechanism for GGPP cyclization

(Scheme 8).

Scheme 8: Predicted (top) and observed (bottom) 13C-labeling pattern
in cyclooctatin (45) after feeding of [U-13C6]glucose to a S. albus trans-
formant. Labeling in the resulting geranylgeranyl diphosphate (GGPP,
44) is added for clarity. Bold bonds show intact C2-fragments and
asterisks indicate carbons without direct coupling. The carbon
numbers shown for 45 derive from carbon numbers of GGPP (44).

The missing 13C,13C-coupling between C-9 and C-10 excluded

a simple mechanistic assembly of the tricyclic system. Instead,

advanced NMR experiments focusing on 2JC,C-couplings

revealed that C-8 and C-10 originate from the same glucose

molecule. To account for this surprising observation, a new

mechanistic proposal was suggested involving a carbon–carbon-

bond rearrangement and several hydride shifts, which

were confirmed with elegant labeling experiments using
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Scheme 9: Proposed mechanism of the cyclooctat-9-en-7-ol (52) biosynthesis catalysed by CotB2. Annotated hydrogen atoms (a–c) were investi-
gated by deuterium labeling. Asterisks are used to follow the rearrangement of C-8 and C-9 (carbon numbers as for GGPP).

(9,9-2H2)GGPP (a), (10-2H)GGPP (b), and (8,8-2H2)GGPP (c)

in incubation experiments with recombinant CotB2 (Scheme 9).

A mechanism that is in line with all labeling experiments

proceeds via GGPP cyclization to form the bicyclic cation 46,

followed by a second cyclization and a 1,5-hydride shift to yield

47. This unusual hydride migration was experimentally

supported by location of Hc at C-15 of 52. A 1,3-hydride shift

generates the allylic cation 48, which can undergo another

1,5-hydride shift to the tertiary cation 49. This step was eluci-

dated using (10-2H)GGPP to follow the transannular movement

of Hb. Ring contraction leads to the tetracyclic cation 50, which

rearranges to 51 explaining the observed lost linkage between

C-9 and C-10. Quenching of this cation with water leads to the

diterpenoid product cyclooctat-9-en-7-ol (52). Further oxi-

dation by the cytochrome P450-hydroxylases CotB3 and CotB4

yields the biologically active compound cyclooctatin (45) [67].

This outstanding study exemplifies the scope of isotopic

labeling experiments in the elucidation of terpene biosynthesis

by combined in vivo and in vitro labeling techniques to achieve

a better understanding of nature’s astonishing mechanistic

toolbox utilized by terpene synthases. Additionally, the unex-

pected outcome of the initial feeding experiment gives an ideal

example as to why isotopic labeling experiments are not at all

old-fashioned, but rather still yield important mechanistic

insights in biosynthetic pathways that would otherwise never be

obtained.

Emphazising the same principle, feeding of even simpler

precursors such as labeled acetate can give useful hints to

carbon and hydrogen rearrangement, as shown for sester-

fisherol (59, Scheme 10), the product of a bifunctional sesterter-

pene cyclase (C25) from Neosartorya fischeri [69]. In this case,

[1-13C,2H3]acetate was fed and the resulting labeling pattern of

an epoxidation product was analyzed by 13C NMR, revealing a

loss of deuterium from carbons C-2, C-6 and C-10 by hydride

shifts during terpene cyclization that was concluded from

missing upfield-shifted 13C NMR signals of the neighboring
13C-labeled carbons C-1, C-5 and C-9, while corresponding

upfield-shifted signals were observed for all other expected

cases (C-3, C-7, C-11, C-13, C-15, C-17, C-19).

These results are in line with the proposed cyclization mecha-

nism starting from geranylfarnesyl diphosphate (GFPP, 53),

which undergoes two cyclizations yielding cation 54. A

1,5-hydride shift at C-12 to C-19 leads to the allylic cation 55.

Additional ring closure fuses the tricyclic system 56, which

rearranges to the tertiary cation 57 by two sequential

1,2-hydride shifts and another cyclization. Two 1,2-hydride
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Scheme 10: Cyclization mechanism of sesterfisherol (59). Bold lines indicate acetate units; black circles represent C-1 of acetate. Asterisks show
positions with lost deuterium labels.

shifts yield the allylic cation 58, which is finally quenched by

water to the sesterterpene product 59. The involved 1,2-hydride

shifts along this pathway explain the missing upfield-shifted
13C signals mentioned above. To investigate the 1,5-hydride

shift, (8,8-2H2)GGPP and IPP were used for an in vitro reaction

with the recombinant terpene synthase, utilizing the bifunc-

tional character of the enzyme to form (12,12-2H2)GFPP and its

subsequent cyclization to (2H2)-59. NMR data of the obtained

labeled product indicated a migration of the C-12 deuterium

atoms to C-19 and to C-2, thus proving evidence for the

proposed hydride migrations from 54 to 55 and from 57 to 58.

The application of isotopes in mechanistic investigations is by

far not limited to following atoms through the biosynthetic

assembly of natural product. Also the kinetic isotope effect can

be used to probe mechanistic proposals, as elegantly shown for

the pentalenene (65) cyclization mechanism. Pentalenene

synthase is one of the first and best investigated bacterial

terpene cyclases both structurally [70] and functionally [71].

The initially suggested mechanism of building up its tricyclic

structure is shown in Scheme 11 as pathway A and involves a

1,11-cyclization of FPP to the humulyl cation 60. A deprotona-

tion–reprotonation sequence leads to cation 61, which is

converted to a bicyclic secoillud-6-en-3-yl cation (62). A subse-

quent 1,2-hydride migration to 63 followed by ring closure

gives 64, which is deprotonated to give pentalenene (65).

Quantum chemical calculations led to the suggestion of the

protoilludyl cation 66 as central intermediate between 61 and 64

(pathway B), which is directly formed from 61 [72]. Interest-

ingly, this proposal is also in line with all previously conducted

labeling experiments.

Scheme 11: Cyclization mechanisms to pentalenene (65) and
protoillud-6-ene (67).
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To address this mechanistic question experimentally, an elegant

approach was recently presented in a collaborative work by the

groups of Tantillo, Peters and Cane [73]. A H309A mutant of

pentalenene synthase produces both 65 and the side product

protoillud-6-ene (67). Using this mutant, experiments with

(6-2H)FPP were performed to exploit the different branching

points of both mechanisms towards 65 and 67. Assuming there

is no fast equilibrium between cations 62 and 66, cyclization via

pathway B should influence the product ratio of 65 and 67 due

to the easier loss of protium in comparison to deuterium in the

deprotonation to 67, whereas for pathway A no such influence

would be expected. Indeed, the observed product ratio shifted

towards pentalenene in the experiment with the labeled

precursor, supporting the mechanism via cation 66. This

isotopically sensitive branching experiment shows the useful-

ness of labeling studies even in cases where two possible

mechanisms lead to the same atom arrangement in the natural

product.

Aromatic compounds via the shikimate
pathway
Recently, a series of H2

18O-based labeling experiments were

used by Andexer et al. to elucidate the mechanism of choris-

matases [74]. Biochemically, chorismate (68) plays an impor-

tant role at the border of primary and secondary metabolism for

many natural products made from aromatic building blocks

[75]. Chorismatases were, e.g., found to be involved in the for-

mation of the starter unit 3,4-trans-dihydroxycyclohexa-1,5-

dienecarboxylate (69) for biosynthesis of the important

immunosuppressants FK506, FK520 and rapamycin [76]. This

family of enzymes catalyzes the conversion of chorismate (68)

to different hydroxybenzoates and dihydrohydroxybenzoates

(Scheme 12).

The FkbO-subfamily catalyses the formation of 3,4-trans-dihy-

droxycyclohexa-1,5-dienecarboxylate (69). This reaction is

thought to occur via a protonation of the terminal double bond

in the enol pyruvate moiety and subsequent attack of water at

the cationic position to induce the cleavage of pyruvate. To

support this mechanism, the enzymatic reaction was performed

in 18O-labeled water to yield labeled pyruvate as expected.

However, conducting the same experiment for the Hyg5-

subfamily of chorismatases, which produce 3-hydroxybenzoate

(70), did not yield in any labeled pyruvate. This surprising

result contradicts an elimination mechanism in the formation of

70 and demands for a new mechanistic proposal. Alternatively,

an intramolecular attack at C-3 by the neighbouring hydroxy

group at C-4 to cleave the activated pyruvate via an oxirane

intermediate can be thought of. To test this hypothesis, choris-

mate with an 18O label in its hydroxy function was prepared

enzymatically starting from isochorismate. This label was

Scheme 12: Reactions of chorismate catalyzed by three different
enzyme subfamilies. Oxygen atoms originating from water are labeled
as Oa, whereas 18O labels in the hydroxy group of chorismate are
annotated as Ob. The XanB2-reaction was not investigated (missing
label).

retained during the reaction supporting the oxirane intermediate.

The mechanism was also proposed for the XanB2-subfamily,

which shows an unselective opening of the oxirane ring to

produce both 70 and 4-hydroxybenzoate (71). This study

created an interesting example of 18O usage to distinguish two

different mechanisms of action within the same family of

enzymes.

Due to the poor availability of isotopically labeled sulfur com-

pounds, corresponding labeling experiments are rare, but can

provide interesting insights into the biosynthesis of sulfur

containing natural products. Besides the recently presented syn-

thetic developments towards 36S-labeled SAM and methionine

[77], also [34S]cysteine has been made accessible by synthesis

from elemental 34S8 and used to study the sulfur source in

tropodithietic acid (TDA, 74, Scheme 13) biosynthesis [78].

TDA is a marine antibiotic which was originally isolated from

Pseudomonas species [79] showing no observable resistance in

important pathogens up to now [80]. The biosynthesis of the

tropone core proceeds via the phenylalanine degradation

pathway, as was shown by labeling experiments with (13C)Phe

and [13C6]glucose, and incorporation into phenylacetate [81]

and TDA [82]. To resolve the sulfur precursor of TDA,

(34S)Cys (72) was synthesized and fed to Phaeobacter inhibens

to observe an incorporation rate of 87% into both sulfur atoms

of TDA. This result together with mutations of relevant genes

of the primary sulfur metabolism pointed towards an introduc-

tion of sulfur from Cys via (S)-thiocysteine (73) into TDA.
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Scheme 13: Incorporation of sulfur into tropodithietic acid (72) via
cysteine.

Scheme 14: Biosynthetic proposal for the starter unit of antimycin
biosynthesis. The hydrogens at positions R1 and R2 were replaced by
fluorine in the feeding experiments with fluoroanthranilic acids.

Antimycins such as antimycin A1 (79) are known for their

inhibitory effect on the respiratory chain [83] and are widely

used as antibiotics in fish farming industry. All compounds

from this class feature a nine-membered dilactone core and a

3-formamidosalicylic acid moiety [84]. The latter provides an

interesting biosynthetic rearrangement starting from tryptophan,

which was investigated both by isotopic labeling experiments

and by using fluorine as a positional label of the aromatic struc-

ture [85]. The formamido-residue in antimycine A1 (79,

R1 = R2 = H, Scheme 14) is located in the meta-position with

respect to the carboxylic acid moiety, whereas in the precursor

molecule 76, derived from tryptophan (75) via the well-known

Trp degradation pathway, the corresponding amino group is

found in the ortho-position. An unusual 1,2-shift via the oxirane

intermediate 77 was proposed for the formation of the starter

unit 78.

Using fluorine as a non-reactive anchor on the benzene ring in

feeding experiments with different isomers of fluoroanthranilic

acid, the fate of the amino and the carboxylic acid group in the

biosynthesis of antimycins could be followed [85]. Incorpor-

ation of 3-fluoro (R1 = F) and 4-fluoroanthranilic acid (R2 = F)

into antimycins was observed with retention of the position for

the amino group, but migration of the carboxylic acid group

relative to the fluorine label. This example shows that chemical

labelings that are usually much cheaper than isotopic labelings

can in special cases be useful to address biosynthetic problems,

as was impressively demonstrated in the cutting-edge experi-

ments by Knoop more than one century ago.

Conclusion
The examples of isotope usage presented in this review article

emphasize the important role of labeling methods on the road to

a better understanding of nature’s ways to assemble complex

molecular structures. Although the principle of isotopic labeling

itself did not change throughout 80 years of biochemical appli-

cations, isotopes are continuing to inspire biosynthetic studies

to generate tailored methods for the specific problems evolved

by natural products. As delineated here, labeling techniques are

especially powerful in combination with other chemical and

biological methods to give rise to a complete picture of biosyn-

thetic conversions, both on enzymatic and molecular level.

Some surprising results would probably still remain uncovered

without the carefully designed usage of isotopes. Despite the

exclusivity isotopic labeling techniques have lost to a lot of new

bioinformatical, biotechnological and biological methods in the

study of biosynthetic pathways, they still represent an indis-

pensable tool in natural product research.
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Abstract
This review describes strategies for the chemical synthesis of xenicane diterpenoids and structurally related metabolites. Selected

members from the four different subclasses of the Xenia diterpenoid family, the xenicins, xeniolides, xeniaphyllanes and

xeniaethers, are presented. The synthetic strategies are discussed with an emphasis on the individual key reactions for the construc-

tion of the uncommon nine-membered carbocycle which is the characteristic structural feature of these natural products. Add-

itionally, the putative biosynthetic pathway of xenicanes is illustrated.
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Introduction
Terpenoids are a large group of structurally diverse secondary

metabolites. Among these natural products, Xenia diterpenoids

or xenicanes represent a unique family with intriguing

structural features and diverse biological activities. Many

xenicanes display significant cytotoxic and antibacterial activity

and are therefore of great interest for drug discovery, especially

for their application as anticancer agents [1]. Marine soft corals

of the genus Xenia (order Alcyonacea, family Xeniidae) are

known to be rich in xenicane diterpenoids. The first reported

member of these metabolites was xenicin (1), isolated from the

soft coral Xenia elongata in Australia, whose structure was elu-

cidated in 1977 by Schmitz and van der Helm (Figure 1a) [2].

The common numbering of the xenicane skeleton shown in

Figure 1b is used throughout this review.

Since then, several further xenicanes with various modifica-

tions of the cyclononane ring and isoprenyl side chain in their

structure have been isolated. In general, the common structural

feature of xenicanes is a bicyclic framework consisting of an

A ring which is trans-fused to a nine-membered carbocyclic

B ring. The family of Xenia diterpenoids was originally divided

into three subfamilies: the xenicins (containing an 11-oxabi-

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:thomas.magauer@lmu.de
http://dx.doi.org/10.3762%2Fbjoc.11.273
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Figure 1: a) Structure of xenicin (1) and b) numbering of the xenicane
skeleton according to Schmitz and van der Helm.

cyclo[7.4.0]tridecane ring system with an acetal functionality)

[2], the xeniolides (containing an 11-oxabicyclo[7.4.0]tride-

cane ring system with a lactone functionality) [3] and the xenia-

phyllanes (with a bicyclo[7.2.0]undecane ring system) [4].

Later, an additional subfamily was discovered and named

xeniaethers [5] (containing an 11-oxabicyclo[7.3.0]dodecane

ring system). An overview of representative members of these

subfamilies is depicted in Figure 2.

Xenicanes are closely related to a number of metabolites

which also feature the characteristic cyclononene framework

(Figure 3). For example, a class of bicyclic sesquiterpenes,

caryophyllenes [21], exhibit the same bicyclo[7.2.0]undecane

skeleton as xeniaphyllanes. Furthermore, while monocyclic

azamilides [22] are seco-A-ring diterpenoids that are acylated

with fatty acids, Dictyota diterpenes [23,24] either bear a

similar seco-ring fragment, as observed for dictyodiol (24), or

comprise a fused γ-butyrolactone moiety, as in dictyolactone

(25, Figure 3).

This review intends to provide a comprehensive overview of

research covering xenicane diterpenoids and related natural

products. In the following section, we present a biosynthetic

proposal, discuss various synthetic approaches towards xeni-

cane diterpenoids and highlight successful total syntheses.

Review
Biosynthetic hypothesis
The proposed biogenesis of xenicanes (Scheme 1) is suggested

to be similar to the reported biosynthesis of the structurally

related caryophyllene sesquiterpenes [25]. Xenia diterpenoids

are believed to originate from the common diterpenoid

precursor geranylgeranyl pyrophosphate (GGPP, 28), which is

assembled from the two terpene units, isoprenyl pyrophosphate

(IPP, 26) and dimethylallyl pyrophosphate (DMAPP, 27) [26].

Initial loss of a diphosphate anion from GGPP generates an

allylic cation in 29 which is intramolecularly trapped by nucleo-

philic attack of the C3,C10-double bond, forming the second-

ary cation 30. Attack of the newly generated C1,C2-double

bond with simultaneous loss of a proton then affords the

bicyclo[7.2.0]undecane ring system 31 as found in xenia-

phyllanes [3]. Finally, double C–H oxidation furnishes the

β-hydroxy aldehyde 32 which can undergo a retro-aldol reac-

tion with concomitant opening of the cyclobutane ring to form

dialdehyde 33 as the common biogenetic precursor of xenicins,

xeniolides and xeniaethers.

An alternative biosynthetic pathway proposed by Schmitz and

van der Helm involves the direct formation of the nine-

membered carbocyclic ring via oxidative cyclization of geranyl-

linalool (34) [2], which is formed from GGPP (28) by

enzymatic hydrolysis of the pyrophosphate unit and allylic

rearrangement (Scheme 2).

Synthetic strategies
The unusual molecular structures and the potential of xenicanes

to act as chemotherapeutic agents make these natural products

attractive targets for synthetic chemists. Although more than

100 different Xenia diterpenoids are known to date, only a few

total syntheses of xeniolides have been reported in the last two

decades. Surprisingly, since the discovery of xenicin in 1977

[2], no total synthesis of a member of this subclass has been

accomplished.

The synthesis of nine-membered rings is challenging, espe-

cially when they contain an E-configured double bond. Differ-

ent strategies for the construction of E- or Z-cyclononenes have

been reported to date and common reactions are summarized in

Scheme 3. Transition metal-catalyzed ([M] = Ru, Mo, W) ring-

closing metathesis (RCM) reactions of 1,10-dienes A can be

employed for the synthesis of cyclononenes. The E/Z-selec-

tivity of the olefin depends on the ring-size and the choice of

catalyst. As a consequence of avoiding ring strain, small- and

medium-sized rings are generally obtained with Z-configur-

ation of the alkene. The Grob fragmentation reaction of fused

6,5-bicycles B is usually a concerted process that affords

cyclononenes in a stereospecific manner [27]. The relative con-

figuration of the leaving group (LG = OTs, OMs, Hal, NR3
+)

and the adjacent substituent determine the E/Z-geometry of the

olefin. A cis-geometry leads to the formation of the E-config-

ured double bond. In general, the Grob fragmentation is the

most commonly employed method for the synthesis of

cyclononenes due to the predictability of the stereochemical

outcome of the product. The construction of cyclononenes can

furthermore be achieved by thermal [3,3]-sigmatropic

rearrangements of 1,5-dienes C. When the reaction proceeds via

a chairlike transition state, the substituents are oriented with

minimal steric hindrance to give the E,E-configured nine-
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Figure 2: Overview of selected Xenia diterpenoids according to the four subclasses [2-20]. The nine-membered carbocyclic rings are highlighted in
blue. *Stereochemistry not determined.
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Figure 3: Representative members of the caryophyllenes, azamilides and Dictyota diterpenes.

Scheme 1: Proposed biosynthesis of Xenia diterpenoids (OPP = pyrophosphate, GGPP = geranylgeranyl pyrophosphate, IPP = isoprenyl pyrophos-
phate, DMAPP = dimethylallyl pyrophosphate).
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Scheme 3: The construction of E- or Z-cyclononenes.

Scheme 2: Direct synthesis of the nine-membered carbocycle as
proposed by Schmitz and van der Helm (E = electrophilic oxygen
species) [2].

membered ring. Ring contraction reactions of 13-membered

lactams afford cyclononenes via intramolecular acyl transfer

reactions. The configuration of the double bond derives from

precursor D and thus allows the formation of E- or Z-config-

ured cyclononenes. Additionally, the intramolecular palladium-

catalyzed cyclization of haloalkenes with organoboranes affords

cyclononenes with retention of the double bond configuration

[28]. The corresponding allylic alcohols can be prepared by a

Nozaki–Hiyama–Kishi coupling of haloalkenes with aldehydes.

The first synthesis of the unusual nine-membered carbocyclic

ring was reported by Corey for the total synthesis of β-caryo-

phyllene in 1963 (Scheme 4) [29-31]. Starting with a photo-

chemical [2 + 2] cycloaddition between 2-cyclohexen-1-one

(37) and isobutene (36), an isomeric mixture of trans- and cis-

fused [4.2.0]octanone was obtained (trans-38/cis-39 = 4:1). The

more stable cis-bicycle 39 could be obtained by isomerization

of trans-38 with base. Acylation with sodium hydride and

dimethyl carbonate followed by methylation furnished β-keto

ester 40. Addition of lithium acetylide 41 to the keto group led

to acetal 42. Hydrogenation of the triple bond under basic
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Scheme 4: Total synthesis of racemic β-caryophyllene (22) by Corey.

conditions resulted in cleavage of the acetal and ring closure to

the corresponding lactol which was oxidized with chromic acid

to furnish γ-lactone 43. An ensuing Dieckmann condensation

[32] of 43 afforded a 4,6,5-tricycle which was converted to the

fragmentation precursor 45 in four further steps. A base-medi-

ated Wharton-type Grob fragmentation [33] then served as the

key step to construct the cyclononene motif of bicycle 47.

Prolonged exposure of the resulting cis-fused 4,9-bicycle 47 to

sodium tert-butoxide gave rise to the epimerized trans-isomer

48. Finally, the exocyclic double bond was introduced by olefi-

nation of ketone 48 and thus completed the racemic total syn-

thesis of β-caryophyllene (22) in 13 steps. This elegant syn-

thesis received considerable attention and revealed already at

that time the great potential of modern synthetic organic chem-

istry.

More than 20 years later, in 1984, Oishi and co-workers

reported a different strategy which culminated in the total syn-

thesis of racemic β-caryophyllene (22) (Scheme 5) [34]. Their

synthesis commenced with conjugate addition of ethyl (phenyl-

sulfonyl)acetate, a methylsulfonyl anion equivalent, to

cyclobutene ester 49 followed by a sequence consisting of

saponification, regioselective decarboxylation and reesterifica-

tion to afford methyl ester 50. The ester group was reduced with

lithium aluminum hydride and the resulting alcohol was

converted to the corresponding silyl ether. Next, alkylation of

the metalated sulfone with allylic chloride 51 afforded alcohol

52 after desilylation. Subsequent desulfonylation with sodium

amalgam and Jones oxidation of the primary alcohol furnished

carboxylic acid 53. The corresponding tertiary amide was then

formed by sequential reaction of carboxylic acid 53 with oxalyl

chloride and N-methylaniline derivative 54. The following two-

step debenzylation sequence afforded alcohol 55 which was

converted to the corresponding mesylate, serving as a key inter-

mediate for the construction of the nine-membered carbocyclic

ring. Treatment of this intermediate with potassium tert-
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Scheme 5: Total synthesis of racemic β-caryophyllene (22) by Oishi.

butoxide led to the cleavage of the 2-cyanoethylsulfide moiety

and the generation of a thiolate anion, which underwent

SN2 displacement of the primary mesylate, affording the

13-membered lactam 56. The stage was now set for the key

intramolecular acyl transfer reaction to form the cyclononene

motif. After sodium periodate oxidation of sulfide 56 to the

corresponding sulfoxide, addition of lithium diisopropylamide

initiated the intramolecular acyl transfer and led to formation of

cyclononene 57 in quantitative yield. Reductive desulfonyla-

tion and a final Wittig olefination of the ketone then afforded

racemic β-caryophyllene (22). In summary, the total synthesis

of β-caryophyllene was achieved in 19 steps with an overall

yield of 6.3%. Although the key intramolecular acyl transfer

reaction for construction of the cyclononene ring could be real-

ized in quantitative yield, the low-yielding formation of the

macrocyclic thioether reduced the overall efficiency of the

presented synthetic route. Based on a similar strategy and using

the corresponding Z-isomer of cyclization precursor 39, Oishi

and co-workers reported a total synthesis of racemic

isocaryophyllene, the cis double bond isomer of caryophyllene.

Further total syntheses of isocaryophyllene have also been

reported by Kumar [35,36], Miller [37] and Bertrand [38].

In 1995, Pfander reported the synthesis of an important building

block [24] for the total synthesis of coraxeniolide A (10) [12],

starting from chiral (−)-Hajos–Parrish diketone (58) [39]. Based

on Pfander's seminal work, the first total synthesis of a xeni-

cane diterpenoid was then accomplished by Leumann in 2000

(Scheme 6) [40]. Starting from enantiopure (−)-Hajos–Parrish

diketone (58), allylic alcohol 59 was prepared by regioselective

reduction of the carbonyl group, silylation of the resulting

alcohol and further reduction of the enone moiety. An ensuing

transetherification of alcohol 59 with ethyl vinyl ether gave an

allyl vinyl ether, which underwent a magnesium perchlorate-

promoted [1,3]-sigmatropic rearrangement [41] to afford an

aldehyde that was converted to dimethylacetal 60. The

following epoxidation proceeded with good stereoselectivity

(α/β ≈ 11:1) and the regioselective opening of the epoxide

moiety using lithium cyanide afforded a β-hydroxy nitrile in a

trans-diaxial arrangement. Under basic conditions, the configur-

ation of the nitrile group at C2 was inverted, furnishing the ther-

modynamically more stable 61. Nitrile 61 was then converted to

lactol 62 in seven further steps. Next, the cyclononene ring of

63 was constructed via a Grob fragmentation of 6,6,5-tricycle

62, affording the bicyclic product 63 in very good yield,
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Scheme 6: Total synthesis of coraxeniolide A (10) by Leumann.

however, as a mixture of lactol epimers (α/β ≈ 56:44). Silyl

protection of the lactol and subsequent Tebbe olefination [42]

of the ketone group installed the exocyclic double bond of the

nine-membered carbocycle. Desilylation followed by oxidation

with silver carbonate then afforded lactone 64. For the introduc-

tion of the side chain, the enolate derived from lactone 64 was

treated with 1-bromo-4-methylpent-2-ene, giving a 1:6 mixture

of coraxeniolide A (10) and its epimer 65. By equilibration with

triazabicyclodecene (TBD), the ratio of 10:65 could be inverted

to 3:1. In summary, coraxeniolide A (10) was synthesized in a

longest linear sequence of 23 steps with an overall yield of

1.4%.

The most complex xenicane diterpenoid synthesized to date is

pentacyclic antheliolide A (18) [18] by Corey (Scheme 7) [43].

The linear precursor 68 was prepared from vinyl bromide 66

and aldehyde 67 in six steps in 34% yield. After saponification

of the ester functionality, treatment with tosyl chloride and

trimethylamine resulted in the formation of a ketene that under-

went a diastereoselective intramolecular [2 + 2] cycloaddition to

provide bicyclic ketone 69. Addition of TMS cerium acetylide

to the carbonyl group of 69, followed by desilylation under

basic conditions gave rise to (±)-ethynylcarbinol, which was

separated by chiral HPLC. The desired diastereomer was then

transformed to benzene sulfinate ester 70. A palladium-

catalyzed [2,3]-sigmatropic rearrangement formed an isomeric

allenic sulfone [44] which, upon conjugate addition of diethyl

amine followed by hydrolysis afforded a β-ketosulfone. For the

following ring closure, the primary alcohol was desilylated and

converted to the corresponding allylic carbonate 71. The

cyclononene structure 72 was then assembled via a palladium-

catalyzed and base-mediated cyclization of carbonate 71 [45].

Reductive cleavage of the sulfone using aluminium amalgam

afforded a ketone, which was converted to an exocyclic double

bond by treatment with Tebbe’s reagent [42]. In order to

convert the methoxy acetal to the corresponding lactone,
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Scheme 7: Total synthesis of antheliolide A (18) by Corey.

without affecting the sensitive caryophyllene-like subunit, the

methoxy group was replaced with a phenylseleno moiety, which

was converted to the alcohol and finally oxidized to lactone 73.

In three further steps, lactone 73 was converted to aldehyde

ester 74, which upon treatment with piperidine gave a

β-enamino ester 75. Finally, an elegant cascade reaction

involving an aldol condensation, followed by a hetereo

Diels–Alder reaction closed the last three rings and antheliolide

A (18) was obtained in 74% yield. In summary, the successful

total synthesis of antheliolide A proceeded in 25 linear steps

with an overall yield of 1.7%.

The total syntheses of coraxeniolide A (10) and β-caryophyl-

lene (22) reported by Corey [46] in 2008 are based on Pfander’s
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Scheme 8: a) Synthesis of enantiomer 80, b) total syntheses of coraxeniolide A (10) and c) β-caryophyllene (22) by Corey.

idea [24] to construct the cyclononene fragment from

(−)-Hajos–Parrish diketone (58) [39] (Scheme 8). Chiral

hydroxy dione 77 was synthesized according to a literature-

known procedure [47]. Regioselective reduction with sodium

borohydride, followed by dehydration under Mitsunobu condi-

tions and silylation of the tertiary alcohol furnished trimethyl-

siloxy ketone 78. The ketone functionality was then diastereose-

lectively reduced under Corey–Bakshi–Shibata conditions [48]

and an ensuing desilylation furnished a diol. In order to intro-

duce a leaving group for the following key step, the secondary

hydroxy group was tosylated to afford 79. Once again, a stereo-

specific Grob fragmentation of tosylate 79 served as the key

step for the synthesis of the enantiomerically pure and configu-

rationally stable nine-membered E,Z-dienone 80. The synthesis

of the enantiomer of dienone 80, ent-80, was accomplished by

a route parallel to that presented in Scheme 8a, starting from

ent-77. The highly efficient construction of these versatile inter-

mediates provides a basis to synthesize a variety of natural

products containing this macrocyclic structural motif. Based on

chiral enone 80 and its enantiomer, ent-80, coraxeniolide A (10)

and β-caryophyllene (22) were synthesized in five and four

further steps, respectively. The synthesis of 10 continued with a

trityl perchlorate-catalyzed conjugate addition of silyl ketene

acetal 81a to enone ent-80. Deprotonation and trapping of the

resulting enolate with formaldehyde furnished lactone 82 in a

regio- and stereoselective fashion. Introduction of the exocyclic

double bond proved to be challenging and therefore salt-free,

highly reactive methylenetriphenylphosphorane was used.

Finally, α-alkylation of the lactone with iodide 83 provided

coraxeniolide A (10) and its epimer in a 1:6 ratio which could

be reversed to 4:1 by base-mediated equilibration. Purification

by column chromatography, allowed the two epimers to be sep-

arated and afforded coraxeniolide A (10) in 38% yield over

three steps.

Additionally, the enantioselective total synthesis of β-caryo-

phyllene was realized starting from key intermediate 80. The

route commenced with conjugate addition of silyl ketene acetal

81b to enone 80 from the sterically less hindered re-face. The

ester group was selectively reduced and desilylation afforded

alcohol 84. The generated primary alcohol was tosylated and

regioselective deprotonation followed by intramolecular

α-alkylation stereoselectively formed the cyclobutane ring. A

final Wittig methylenation introduced the exocyclic double

bond and afforded (−)-β-caryophyllene (22), for the first time in

an enantioselective manner. In conclusion, Corey's protocol for
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Scheme 9: Total synthesis of blumiolide C (11) by Altmann.

the synthesis of a highly versatile building block represents a

valuable platform for the construction of many different

metabolites containing the nine-membered carbocyclic ring

segment. The application of this useful intermediate was

elegantly demonstrated in the synthesis of coraxeniolide A

proceeding in 14% yield over five steps.

Altmann and co-workers disclosed the total synthesis of

blumiolide C (11) [20] employing a Z-selective ring-closing

metathesis reaction for construction of the cyclononene unit

[49]. The synthesis started with a diastereoselective Evans syn-

aldol reaction between substituted propanal 86 and E-crotonyl-

oxazolidinone 85 (Scheme 9). The resulting secondary alcohol

was silylated and the chiral auxiliary was cleaved with lithium

borohydride. Acylation with acryloyl chloride gave ester 87 and

a ring-closing metathesis reaction using Grubbs second genera-

tion catalyst [50] furnished an α,β-unsaturated lactone. Subse-

quent 1,4-addition of the cuprate derived from alkylmagnesium

chloride 88 provided the trans-product with excellent diastereo-

selectivity and thus installed the required stereocenter at the C3

position of the natural product. After deprotection of the steri-

cally less hindered silyl ether, the resultant primary alcohol was

oxidized to give aldehyde 89. By treatment with in situ gener-

ated divinylzinc, aldehyde 89 was transformed to an allylic

alcohol which was converted to the corresponding para-

methoxybenzyl ether 90 using Bundle's reagent [51]. In the key

step of the synthesis, the nine-membered carbocyclic ring was

constructed via a ring-closing metathesis reaction. Under opti-

mized conditions, Hoveyda–Grubbs second generation catalyst

[52] selectively converted diene 90 to the bicyclic ring system

91 in 66% yield. For the installation of the exocyclic double

bond, bicycle 92 was treated with Martin sulfurane [53]. Subse-

quent hydrolysis of the acetal functionality and oxidation of the

resulting lactol restored the lactone function in bicycle 93. The

side chain of blumiolide C was introduced by an aldol reaction

between lactone 93 and aldehyde 94. In the final sequence,

blumiolide C (11) was obtained via stereospecific dehydration,

removal of the para-methoxybenzyl ether and oxidation. In

summary, the total synthesis of blumiolide C was accomplished

in an overall yield of 0.63%.

In 2005, Hiersemann and co-workers reported an approach

towards the synthesis of xeniolide F [13] employing a catalytic

asymmetric Claisen rearrangement to set the crucial stereocen-
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Scheme 10: Synthesis of a xeniolide F precursor by Hiersemann.

ters at the C2 and C3 positions (Scheme 10) [54]. The synthesis

commenced with the preparation of diol 96 by a palladium-

catalyzed hydrostannylation of 2-butyne-1,4-diol (95). Regiose-

lective silylation with tert-butyldimethylsilyl chloride of the

sterically less hindered alcohol, iodination and silylation of the

primary alcohol with trimethylsilyl chloride gave vinyl iodide

97. The following palladium-catalyzed B-alkyl Suzuki–Miyaura

cross coupling between the borane derived from alkene 98 and

vinyl iodide 97 furnished a Z-configured alkene. Deprotection

of the trimethylsilyl ether then afforded alcohol 99. A

rhodium(II)-catalyzed O–H insertion reaction of the rhodium

carbenoid derived from diazophosphonoacetate 100 and alcohol

99 afforded intermediate 101 which was treated with lithium

diisopropylamide and aldehyde 102 to afford alkene 103

with high E-selectivity. The following asymmetric copper(II)-

catalyzed Claisen rearrangement [55], which is postulated to

proceed via the chair-like transition state 104, afforded key

intermediate 105 with high diastereo- and enantioselectivity.

Preparation of the δ-lactone 106 of the A ring of xeniolide F

was then realized by treatment of Claisen product 105 with the

methylene Wittig reagent, followed by desilylation and

lactonization. Although a successful synthetic approach leading

to lactone 106 was thus established, further efforts to complete

the total synthesis of xeniolide F (12) have yet to be reported.
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Scheme 11: Synthesis of the xenibellol (15) and the umbellacetal (114) core by Danishefsky.

Efforts aimed at constructing the core structure of xenibellol

A (15) [15] and umbellacetal (114) [56] employing a

2,3-Wittig–Still rearrangement as the key step were reported by

Danishefsky and co-workers (Scheme 11) [57]. In contrast to

other xenicanes mentioned above, xenibellol A (15) does not

possess the characteristic nine-membered carbocyclic ring but

rather features a 6,5,5-ring system, containing an unusual

oxolane bridge between C1 and C7. Hajos–Parrish diketone

(107) [39] served as the starting material for the preparation of

key intermediate 112. Selective reduction of the ketone and

silylation of the resulting alcohol furnished enone 108.

α-Carboxylation of the enone with magnesium methyl

carbonate and a global reduction of the carbonyl functionalities

afforded allylic alcohol 109. The precursor for the key reaction

was obtained by formation of the methoxymethyl (MOM) ether

from primary alcohol 109 and subsequent conversion of the

allylic alcohol to stannane 110. The following 2,3-Wittig–Still

rearrangement [58] employing n-butyllithium afforded primary

alcohol 111 in 31% yield and enabled the installation of the C1

quaternary stereocenter. According to the authors, a competing

1,2-Wittig rearrangement and reduction pathway posed a

significant challenge in this transformation. Desilylation and

regioselective tosylation of the primary alcohol 111 set the

stage for the construction of the oxolane via Williamson etheri-

fication, which was realized by treatment with potassium

hydride. Surprisingly, the following deprotection of the MOM

ether using standard reaction conditions (1 N aqueous

hydrochloric acid) led to opening of the oxolane ring and

afforded tricycle 113 which features the carbon framework of

structurally related umbellacetal (114). Gratifyingly, when

magnesium bromide and ethanethiol were used as a mild alter-

native for the cleavage of the MOM ether, the xenibellol core

could be obtained. Although the key 2,3-Wittig–Still rearrange-

ment proceeded in low yield and further improvements are

necessary, a promising route towards the synthesis of umbell-

acetal (114) and xenibellol (15) was thus established.

Yao and co-workers have investigated a synthetic approach

towards the soft coral metabolite plumisclerin A by

Pauson–Khand annulation and SmI2-mediated radical cycliza-

tion [59]. The xenicane-related diterpenoid (isolated from the

same marine organism as xenicin 116) possesses a complex ring
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Scheme 12: Proposed biosynthesis of plumisclerin A (118).

Scheme 13: Synthesis of the tricyclic core structure of plumisclerin A by Yao.

system that is proposed to be biosynthetically derived from the

xenicin diterpenoid 116 by an intramolecular [2 + 2] cycloaddi-

tion (Scheme 12) [60].

The synthetic route commenced with known aldehyde 119

which was converted to triol 120 in five steps (Scheme 13). The

introduction of the benzyl ether next to the alkyne moiety was

necessary to control the stereochemical outcome of the key

annulation, and further three steps enabled preparation of the

annulation precursor 121. The following Pauson–Khand reac-

tion [61] for the construction of the fused bicyclic structure 122

was performed by treatment of 121 with dicobaltoctacarbonyl in

the presence of cyclohexylamine. Hydrolysis of the acetonide,

chemoselective silylation and oxidation afforded aldehyde 123.

Next, the formation of the cyclobutanol ring was realized by an

intramolecular samarium diiodide-mediated radical conjugate

addition to afford tricycle 124 in 60% yield. Introduction of the

dihydropyran ring of plumisclerin A (118) was envisioned to be

carried out at a late stage of the synthesis, but efforts towards its

construction have yet to be reported.

In 2009, the enantioselective total synthesis of 4-hydroxydictyo-

lactone (137) was reported by Williams and co-workers

(Scheme 14) [62]. Starting from α,β-unsaturated ester 125,

allylic alcohol 126 was synthesized in four steps. Esterification

with (R)-(+)-citronellic acid (127) yielded a single diastereomer

of ester 128. Addition of lithium diisopropylamide to a mixture

of 128, trimethylsilyl chloride and triethylamine initiated an

Ireland–Claisen rearrangement [63] which gave carboxylic acid

129 in 85% yield and with high diastereoselectivity (dr = 94:6).

Carboxylic acid 129 was then converted to intermediate 130 in

seven further steps. An intramolecular coupling between the

formate ester and the allylic bromide provided lactol 131 in

excellent stereoselectivity (dr > 95:5). The preparation of sec-
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Scheme 14: Total synthesis of 4-hydroxydictyolactone (137) by Williams.
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Scheme 15: Photoisomerization of 4-hydroxydictyolactone (137) to 4-hydroxycrenulide (138).

ondary alcohol 132 was accomplished by cleavage of the

pivaloate ester, oxidation under Ley–Griffith oxidation [64] and

subsequent addition of propargylmagnesium bromide. O-Silyla-

tion of the propargylic alcohol followed by a regioselective

palladium-catalyzed syn-silylstannylation yielded product 133.

After employing a three-step protocol for the sequential

replacement of the stannyl and silyl substituents, E-vinyl iodide

134 was obtained with retention of the olefin geometry.

The following intramolecular key coupling step between the

vinyl iodide and the terminal alkene for the formation of

the nine-membered carbocycle was realized via a B-alkyl

Suzuki–Miyaura cross-coupling reaction. Optimization studies

of this key ring closure with different protecting groups on the

lactol functionality revealed methyl acetal 135 as the most effi-

cient substrate for this transformation. The challenging key step

was finally realized in 66% yield and gave, after hydrolysis of

the acetal with acetic acid, a mixture of trans-fused dia-

stereomers 136. Finally, a sequence consisting of oxidation,

deprotection of the silyl ether and selenoxide elimination intro-

duced the C1,C9 double bond to furnish 4-hydroxydictyo-

lactone (137). In summary, the total synthesis of 4-hydroxy-

dictyolactone was successfully completed in 30 linear steps

with an overall yield of 4.8%.

Paquette and co-workers disclosed the enantioselective total

synthesis of the Xenia diterpenoid related crenulatane

(+)-acetoxycrenulide (151) [65-67]. The skeleton of crenula-

tanes, which features an eight-membered carbocyclic ring

fused to a cyclopropane ring, may be the product of a photoiso-

merization of xenicanes. This hypothesis was further supported

by the fact that crenulatanes usually co-occur with xenicanes

in brown seaweeds of the family Dictyotaceae. Evidence

for this proposed biogenetic origin of crenulatanes has

been provided by Guella and Pietra who showed that

irradiation of 4-hydroxydictyolactone (137) with ultraviolet

light (254 nm) led to the formation of 4-hydroxycrenulide

(138) (Scheme 15) [68]. Although this transformation

remains mechanistically unclear, the authors suggested

that either a free radical process or a photoinduced

double bond isomerization (C9,C1 to C1,C2) followed by an

[1,3]H shift might lead to the formation of 4-hydroxycrenulide

(138).

The total synthesis of (+)-acetoxycrenulide (151) commenced

with preparation of butenolide 140 from (R)-citronellol (139) in

an 11-step sequence. Next, the two stereocenters at C2 and C3

position were installed by stereoselective conjugate addition of

enantiopure α-allylphosphonamide 141 to butenolide 140. After

cleavage of the chiral auxiliary by ozonolysis, aldehyde 142

was protected as the dimethoxy acetal and reduction of the

lactone followed by olefination furnished alkene 143. The

lactone fragment of the natural product was then installed by

acidic hydrolysis of the acetal functionality and subsequent oxi-

dation gave γ-lactone 144. Ozonolysis of the terminal alkene

and addition of (phenylseleno)methyllithium to the resulting

aldehyde afforded secondary alcohol 145. Temporary protec-

tion of the alcohol followed by an aldol reaction of the lactone

with E-crotonaldehyde led to an inseparable mixture (dr = 1:1)

of β-hydroxy lactone 146. The synthesis of the key precursor

for formation of the cyclooctene core was achieved via an acid-

catalyzed cyclization to form tetrahydropyran 147. The

following key sequence consisted of a thermal selenoxide

1,2-elimination to generate allyl vinyl ether 148 which under-

went a stereoselective Claisen rearrangement [69] to furnish

cyclooctenone 149 in 55% yield. A highly stereoselective

Simmons–Smith reaction [70] delivered the cyclopropyl ring

exclusively from the accessible α-face to give 150. The syn-

thesis of (+)-acetoxycrenulide (151) was completed in seven

further steps and in summary proceeded in 33 steps (longest

linear sequence) and in 1% overall yield (Scheme 16).

In addition to the presented strategies for the synthesis of Xenia

diterpenoids, total syntheses of the Xenia sesquiterpenes xeni-

torin B and C were also reported [71].
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Scheme 16: The total synthesis of (+)-acetoxycrenulide (151) by Paquette.

Conclusion
This review has presented various synthetic approaches towards

xenicane and xenicane-related diterpenoids. Additionally, total

syntheses of xeniolides and of a crenulatane natural product

were illustrated. It has been shown that the rare structural

features of Xenia diterpenoids represent an enduring challenge

for the total synthesis of these fascinating metabolites. For these

reasons, several strategies for the preparation of the character-

istic nine-membered carbocyclic ring structures have been

developed. The synthetic strategies are typically based on ring
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expansion (Grob-type fragmentation and sigmatropic rearrange-

ments), ring closing (metathesis and transition metal-catalyzed

coupling) and ring contracting reactions. The choice of tactic is

dependent on the individual substitution pattern of the target

compound. However, many of the presented strategies rely on

long synthetic sequences that cannot provide large amounts of

synthetic material which is required for further investigations of

the biological activity of these natural products, and ultimately

for drug discovery. The development of short and efficient syn-

thetic routes towards xenicane natural products therefore

remains a great challenge of this exciting research field.
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Abstract
Here we review discoveries of secondary metabolites from microbes associated with insects. We mainly focus on natural products,

where the ecological role has been at least partially elucidated, and/or the pharmaceutical properties evaluated, and on compounds

with unique structural features. We demonstrate that the exploration of specific microbial–host interactions, in combination with

multidisciplinary dereplication processes, has emerged as a successful strategy to identify novel chemical entities and to shed light

on the ecology and evolution of defensive associations.
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Introduction
Although natural products represent the most consistently

successful drug leads [1,2], many pharmaceutical companies

eliminated their natural product research during the past

decades due to diminishing returns from this discovery plat-

form. Instead they intensely focused on screening efforts and

combinatorial chemistry to find and develop novel drug candi-

dates.

This approach of target-focused screening of synthetic com-

pound libraries to counteract a declining number of new antibi-

otic entities in the drug development pipeline has largely failed

[3], and the current poor repertoire represents a ”ticking time

bomb”. Societies face, as a consequence of the rapid globaliza-

tion and intensive use of antibiotics, an increasing threat of

multidrug-resistant pathogens, which are responsible for the

growing numbers of lethal infections [4,5]. The urge to discover

novel lead-like antibiotic compounds and to refill the industrial

antibiotic pipeline to meet current and future societal chal-

lenges has never been greater [6].

Nowadays the major drawback of natural products research and

drug discovery represents the re-isolation of known compounds

and the random nature – in terms of organisms explored – by

which this research is performed. Most compounds are still

isolated from random sources and tested against random targets

to find more or less useful bioactivities. More rational

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:christine.beemelmanns@hki-jena.de
http://dx.doi.org/10.3762%2Fbjoc.12.34


Beilstein J. Org. Chem. 2016, 12, 314–327.

315

approaches are necessary to enhance the efficacy, efficiency,

and speed of drug discovery in general and antibiotic discovery

in particular. In recent years, the exploration of the chemical

basis of specific and well-described bacteria–host or

fungal–host interactions in combination with analytical derepli-

cation processes has emerged as a powerful strategy to identify

novel chemical entities (Figure 1) [7,8].

Figure 1: Flow chart of the typical characterization of chemical signals
from microbial interactions. (1) Chemical profiling of microbial interac-
tions using analytical techniques. (2) Dereplication leads to potentially
new small molecules. (3) Optimization of the isolation protocol based
on biological assessment of the activity of the isolated compounds.
(4) General conclusions about ecological role and evolution of interac-
tions.

Since their initial appearance, natural products and the respec-

tive complex biosynthetic machineries have been in a constant

state of evolutionary-based refinement for at least a billion

years [9-11]. They function as chemical modulators and

signaling molecules for intra- and interkingdom interactions

such as defense, protection, behavior, virulence, and central

physiological functions; thereby generating evolutionary bene-

fits for the producer in natural habitats [12-17]. Recent develop-

ments in analytical chemistry, genome sequencing and molec-

ular biology facilitate the analyse of minute amounts of bio-

logical material and enable a more efficient interaction-to-mole-

cule discovery approach [18-23]. These studies also place the

natural products into a genomic, regulatory, functional, and

ecological context, and might allow drawing more general

conclusions about the biosynthetic origins, the ecology and

evolution of symbiotic associations. However, even in this

ecological context natural product chemistry is highly capri-

cious, because so far, we are not able to calculate or predict

which molecular structures are responsible for a certain bio-

logical function. Despite this aspect, natural products origi-

nating from insect–microbial symbioses have a vast biochem-

ical diversity which is a powerful resource for drug discovery

[24-27].

Below we provide an overview of natural products isolated

from microbial symbionts of insects, and the analytical derepli-

cation methods when these have been applied to identify the

molecules. The (potential) ecological function of the identified

natural products will be discussed. We will not go into details

about biosynthetic origins and assembly lines of the respective

compounds, which have partially been reviewed in detail previ-

ously [28-32]. We are building on existing excellent reviews

[12-17,24-26], and apologize in advance to the many re-

searchers whose research might not be covered.

Review
Insects as host systems
Insects, the most diverse groups of animals on Earth [12-17],

originated about 480 million years ago, at about the same time

period when terrestrial plants evolved [33]. Since their initial

appearance, insects have occupied almost every environmental

niche while in the meantime, symbiotic and/or pathogenic

microorganisms have adapted specifically to insects as host

systems (Figure 2) [34-36]. As an immediate response, insects

were colonized by symbiotic microorganisms that are often

required by the insect host to provide necessary nutritional and

immunological effectors (obligate symbiont) [37]. The micro-

biota may account for 1–10% of the insect biomass, implying

that the insect, as well as any other higher organism, can be

regarded as a multi-organismal entity [38]. Due to specialized

lifestyles and feeding behavior, insects are often prone to

exploitation and pathogen infestation. In particular, life in large

communities (social insects), the mass provisioning of nutrients

to the offspring, and the construction of brooding chambers are

threatened by invading and predatory species [12-17].

Figure 2: Multilateral microbe–insect interactions. (1) Insect–symbiont
interactions with both partners benefiting from the interactions.
(2) Antagonistic microbial interactions (e.g., competition for nutrients
and space). (3) Antagonistic microbe–insect interactions (e.g., ento-
mopathogenic microbes).

As a response to these threats, many insects have evolved

defensive strategies, including mechanical and behavioral

defense, complex immune systems, and the use of bioactive
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secondary metabolites produced by residing mutualists [12-

17,24-26]. The occurrence of these metabolites in often subin-

hibitory concentrations indicates that they might not primarily

function as antimicrobials. Rather they work as signaling mole-

cules leading to modulation of gene expression in the target

organism, to alteration in factors contributing to the virulence or

persistence of bacterial pathogens, or to the development and

persistence of microbial communities [39-41]. Nowadays it is

hypothesized that the evolution and diversification of the micro-

bial biosynthetic machinery may have evolved secondarily in

interactions with other organisms, and microbial–insect inter-

action and regulation mechanisms are likely to be more com-

plex than previously expected.

Defensive bacterial symbionts of insects
Kaltenpoth and co-workers described one of the most intriguing

examples of an insect–bacteria symbiosis and symbiont

conferred protection [42-44]. Predatory females of the solitary

digger wasp European beewolf (Philanthus triangulum), catch

and paralyze honeybees and use the insect prey as food source

for their larvae. To protect the offspring, beewolves cultivate

the endosymbiont ”Candidatus Streptomyces philanthi” in

antennal glands. By inoculation of the soil of the brood cell with

the protective symbiont, beewolf females ensure that the larvae

take up the symbionts from the surrounding soil while spinning

the cocoon. Using high resolution mass spectrometry (HRMS)

and nuclear magnetic resonance (NMR) spectroscopy, the

protective secondary metabolites were identified as piericidin

derivatives (e.g., piericidin A1 (1), Figure 3) and the chlori-

nated indole derivative streptochlorin (2). Imaging analysis

based on a combination of laser desorption/ionization

(LDI)–time of flight (TOF) mass spectrometry imaging visual-

ized the spatial distribution of the antibiotics on the outer

cocoon surface. Subsequent gas chromatography–mass spec-

trometry (GC–MS) analyses and expression studies revealed

that the production of both antibiotics peaked within the first

two weeks after cocoon spinning [45]. Although expression

levels decreased shortly afterwards, the antibiotic substances

were detectable on the cocoon surface for months during hiber-

nation.

Structurally, piericidins consist of a pyridone core attached to

polyene side chains of variable size, a structural and physio-

chemical feature of ubiquinone. Therefore, it is not surprising

that piericidins are potent inhibitors of mitochondrial and bacte-

rial NADH–ubiquinone oxidoreductase (complex I) [46]. Strep-

tochlorin (2), on the other side, belongs to the natural com-

pound class of 5-(3-indolyl)oxazoles, and has been isolated

from many different (marine) Actinobacteria species. Strep-

tochlorin and closely related derivatives have been shown to

possess a variety of biological activities, such as antibiotic, anti-

Figure 3: a) Interactions between bacterial (endo)symbionts and
insects with both partners benefiting from the interactions (1). b)
Defensive secondary metabolites isolated from bacterial symbionts:
piericidin A1 (1), streptochlorin (2), pederin (3), and diaphorin (4).

fungal and antiproliferative activity [47]. The combination of

the antibiotic properties of piericidins and streptochlorin is most

likely the reason for the effective inhibition of various ento-

mopathogenic microbes, indicating a ”first chemical defense

line” and ”long term prophylaxis” of P. triangulum ensuring

protection and enhanced survival rates of the offspring.

In a similar study, a detailed chemical analysis of rove beetles

(Paederus spp.) led to the isolation of the complex polyketide

pederin (3), a potent toxin that can ward of natural predators

such as wolf spiders [48]. The initial isolation of pederin (3)

included the collection and chemical analysis of 250,000

beetles. Later, the true producer was found to be an endosymbi-

otic Pseudomonas sp. within the female beetle which was iden-

tified by molecular analysis of the biosynthetic gene cluster of

pederin (3) [49-52]. Beetle larvae hatching from pederin-

containing eggs were less prone to predation by wolf spiders

than pederin-free larvae, indicating the ecological significance

of this secondary metabolite [53]. The biosynthetic gene cluster

analysis also revealed that pederin is formed by an enzyme

belonging to a functionally and evolutionarily novel group

termed trans-acyltransferase PKSs (trans-AT PKSs) [24,52].
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The structurally related compound diaphorin (4) was later found

in a study of the defensive symbiosis between the Asian citrus

psyllid and the β-proteobacterium ”Candidatus Profftella

armatura” [54,55]. A genome analysis of Profftella, which

resides in a symbiotic organ called the bacteriome, revealed that

15% of the drastically reduced genome encoded horizontally

acquired genes for the biosynthesis of the polyketide toxin indi-

cating an ancient and mutually obligatory association with the

host. In another model system, it was also found that the aphid

symbiont, Hamiltonella defensa, harbors a prophage that

encodes proteinaceous toxins (Shiga-like toxin, cytolethal

distending toxin, YD-repeat toxin), which is believed to protect

aphids from the parasitic wasp Aphidius ervi. [56,57].

Various other protective functions of bacterial endosymbionts

have been characterized, but the molecular basis of these inter-

actions still remains elusive. Examples include defensive bacte-

rial symbionts of aphids and their activity against entomopatho-

genic fungi [58], and the defensive character of Spiroplasma

species (Tenericutes phylum) associated with Drosophila

species [59,60].

Defensive bacterial symbionts of fungus-
growing insects
Insects, such as ants [61,62], termites [63], beetles [64], and

even some bees [65] engage in fungi culture [66]. Fungus-

growing insects create fungal gardens underground or in

wooden galleys in which they grow an obligate food fungus that

they supply with organic matter (Figure 4). The nutrient-rich

fungus gardens are prone to exploitation by parasitic microor-

ganisms, nematodes and other predators (e.g., other insects),

rendering a high selective pressure on the insect to evolve effec-

tive (chemical) defenses [12,13,67,68].

Fungus-growing ants
One of the best-studied defensive symbiosis are leaf-cutting

ants [69,70]. The symbiotic relationship between ants and

fungus is particularly challenged by invading fungal species

such as Escovopsis, Fusarium, and Trichoderma (Ascomycota).

To clean the garden, ants apply mechanical grooming [71] and

secrete antimicrobial compounds, such as 3-hydroxydecanoic

acid, from their metapleural glands [72]. As a second line of

defense, the ants are associated with protective Actinobacteria

belonging in most attine ant genera to the genus Pseudono-

cardia, which grow on species-specific areas of the cuticle [73-

76]. In vitro bioassay-guided screening of one of the Pseudono-

cardia symbionts afforded the antimicrobial cyclic depsipep-

tide dentigerumycin (5) that selectively inhibits the growth of

the nest parasite Escovopsis but not the ants’ mutualistic fungus

at micromolar concentrations [77]. Dentigerumycin bears an

unusual amino acid core skeleton including three piperazic

Figure 4: Multilateral microbial interactions in fungus-growing insects.
(1) Insect cultivar: protects and shares habitat and nutrients.
(2) Cultivar antagonist: competition for nutrients and habitat. (3) Antag-
onist mutualist: competition for nutrients and habitat; detrimental infes-
tation by antagonist. (4) Symbiont insect: (beneficial) coexistence by
sharing and protecting habitat and nutrients.

acids, β-hydroxyleucine, N-hydroxyalanine, and a polyketide-

derived moiety with a pyran ring. A follow-up study via

genomic analysis and metabolomic profiles revealed that piper-

azic acid-containing cyclic depsipeptides are very common in

this ecological niche of ant-associated bacteria. Fermentation

and purification of metabolite extracts of three ant-associated

Pseudonocardia derived from different geological places

(Panama and Costa Rica) lead to the isolation of additional

dentigerumycin-like molecules (e.g., gerumycin A (6) and

gerumycin C (7), Figure 5) [78].

Gerumycins lack the polyketide-derived moiety, but contain e.g.

a modified piperazic acid moiety carrying an additional chlo-

rine and/or hydroxy substituent. In contrast to dentigerumycin,

gerumycins do not exhibit significant antifungal activity in vitro

against dentigerumycin-sensitive Escovopsis strains. A detailed

biosynthetic analysis of gerumycins revealed that the biosyn-

thetic gene clusters are encoded within variable genetic archi-

tectures and greatly differ between the three producing bacteria

that it is not possible to deduce an evolutionary relation [78].

Over the last decade, the chemical investigation of Pseudono-

cardia and other Actinobacteria from fungus-growing ant

species has led to the isolation and identification of many,

including known, antimicrobial compounds. Among the

reported structures are candicidin derivatives (e.g., candicidin D

(8)) [79-81], actinomycin derivatives (e.g., actinomycin D (9))

[82], antimycin derivatives (e.g., antimycin A1 (10)), and novel
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Figure 5: Small molecules (chemical mediators) play key roles in maintaining garden homeostasis in fungus-growing insects: dentigerumycin (5),
gerumycin A (6), gerumycin C (7), candicidin D (8), actinomycin D (9), antimycin A1 (10), pseudonocardone B (11), mycangimycin (12),
frontalamide A (13), frontalamide B (14), and bacillaene A (15).

quinones (e.g., pseudo-nocardone B (11)) [83] as depicted in

Figure 5. This reflects the defensive role of Actinobacteria

against fungus garden invaders and demonstrates their enor-

mous biosynthetic potential as producers of antimicrobial com-

pounds. Despite intensive research efforts, the specificity and

evolutionary history of the ant–Pseudonocardia association still

remains controversial [84,85]. It has been hypothesized that

many of the isolated soil-dwelling Actinobacteria may have also

been recruited from the environment by horizontal transmission,

without having tight evolutionary bonds to the insect host.

Fungus-growing beetles
Bark beetles like the Southern Pine beetles (Dendroctonus

frontalis) are responsible for widespread destruction of trees in

parts of the United States [64]. They engage in an obligate

symbiosis with the fungus Entomocorticium sp. A (Ascomy-
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Figure 6: Secondary metabolites isolated from Actinobacteria from fungus-growing termites. Microtermolide A (16), microtermolide B (17),
natalamycin A (18), 19-S-methylgeldanamycin (19), and 19-[(1S,4R)-4-hydroxy-1-methoxy-2-oxopentyl]geldanamycin (20).

cota), which serves as nutrition for the beetle larvae, but also

eventually causes the death of the tree. To propagate the fungus,

adult beetles carry Entomocorticium sp. A in a specialized

storage compartment called a mycangium from which the

galleries within the inner bark of the host pine tree, housing the

beetle larvae, are inoculated. The symbiosis is threatened by an

antagonistic fungus Ophiostoma minus, which is able to over-

grow Entomocorticium sp. A. To counteract this threat, D.

frontalis house defensive bacterial symbionts within the

galleries as well as inside the mycangia that appear to suppress

the antagonistic fungus Ophiostoma.

Using symbiont pairing bioassays and chemical analysis one of

the major isolates Streptomyces thermosacchari was shown to

produce the fungicide mycangimycin (12), which inhibits the

growth of the antagonist O. minus. Mycangimycin is an unusual

carboxylic acid derivative with an endoperoxide unit and a

conjugated heptaene moiety [86,87]. Subsequent chemical

analysis of another Streptomyces strain associated with the

southern pine beetle led to the discovery of two new members

of polyketide-derived polycyclic tetramate macrolactams named

frontalamides A (13) and B (14) (Figure 5) [88,89], which also

displayed negative effects on the growth of the antagonistic

fungus O. minus. By genetic analysis and manipulation of the

producing Streptomyces strain the respective biosynthetic gene

cluster could be identified. It encodes a hybrid polyketide

synthase–non-ribosomal peptide synthase (PKS–NRPS), and

resembles iterative enzymes normally only found in fungi.

Subsequently, genomes of phylogenetically diverse bacteria

from various environments were screened for the biosynthetic

pathways of frontalamide-like compounds using a degenerate

primer-based PCR screen. The respective gene clusters were

broadly distributed in environmental Actinobacteria and the

presence of the compounds was confirmed by chemical analysis

of the bacterial cultures by LC–MS. Once again, these exam-

ples show that antibiotic-producing Actinobacteria may be

commonly maintained as defensive microbes.

Fungus-growing termites
The monophyletic termite subfamily Macrotermitinae propa-

gates a basidiomycete fungal cultivar Termitomyces, which

serves as a major food source for the termite colony [90]. The

domestication of Termitomyces facilitates an increase in carbo-

hydrate decomposition capacity relative to that of other higher

termites [91]. In turn, the termites cultivate and clean the fungus

gardens; thus, protecting them from infestation by invasive

species (e.g., mycoparasitic Trichoderma species). Despite

targeted efforts, strong evidence for defensive microbial

symbionts has remained elusive [92]. Only one study showed

that the fungus-growing termite Macrotermes natalensis

harbors a Bacillus strain, which produces a single major antibi-

otic, bacillaene A (15) (Figure 5), that inhibits putatively

competitive or antagonistic fungi of Termitomyces suggesting a

defensive property [93]. In various other studies, Streptomyces

have been isolated from fungus-growing termite workers and

combs, and some of these have been investigated for their

chemical potential despite their so far largely undefined role in

the symbiosis. Bugni and co-workers prioritized Streptomyces

isolates from fungus-growing termites based on a HRMS-based

principle component analysis (PCA) to rapidly identify unique

natural product producers [94]. Based on this strategy, Clardy

and co-workers then performed detailed chemical investi-
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Figure 7: Secondary metabolites from bacterial mutualists of solitary insects. Bafilomycin A1 (21), bafilomycin B1 (22), sceliphrolactam (23), triparti-
lactam (24), coprismycin A (25), collismycin A (26), dipyridine SF2738D (27), tripartin (28), and coprisamide A (29).

gations of strains with an unique metabolomic profile, which

led to the isolation, characterization, and reassignment of

microtermolides A (16) and B (17) (Figure 6), products by an

unusual hybrid non-ribosomal–polyketide pathway [95]. In a

follow-up study, a Streptomyces isolate with exceptional high

antifungal activity was investigated, and an unusual

geldanamycin-derived natalamycin A (18), 19-S-methylgel-

danamycin (19), and a geldanamycin analog with an unusual

side chain modification (20) were isolated (Figure 6) [96]. The

structure of 18 was elucidated using a combination of NMR

spectroscopy, X-ray crystallography and additional quantum

chemical NMR calculations.

Bacterial mutualists
Streptomyces and other Actinobacteria are well adapted to

living in symbiosis with invertebrates, and have been isolated

from many different parts of different insect species [12]. To

further illuminate the importance of Actinobacteria as producers

of valuable small molecules, we provide below additional

examples of novel bioactive secondary metabolites originating

from Actinobacteria–insect interactions, despite lack of clarity

regarding the specificity and evolutionary history of these asso-

ciations [97-99].

As described by Poulsen et al. a large number of morphologi-

cally, phylogenetically, and chemically diverse Streptomyces

strains were isolated from two solitary wasp species (Sceliphron

caementarium and Chalybion californicum, Hymenoptera,

Sphecidae) [100]. Based on a pre-screening of bacterial

extracts, the detailed chemical analysis of selected strains

revealed not only a broad range of known bioactive compounds,

such as bafilomycins (e.g., bafilomycin A1 (21) and B1 (22),

Figure 7), but also a novel polyunsaturated and polyoxygenated

26-membered macrolactam named sceliphrolactam (23)
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(Figure 7) [101]. Sceliphrolactam showed strong antifungal

activity against amphotericin B-resistant Candida albicans, but

its functional role in vivo remains enigmatic.

In another study, Oh and co-workers chemically investigated a

diverse population of Actinobacteria from the indigenous soil-

dwelling Korean dung beetle (Copris tripartitus), its larvae and

dung balls [102,103]. Dung beetles are prime contributors to the

cyclic breakdown of organic waste material, and their life cycle

is tightly dependent on herbivore faeces [104,105]. Based on

unique metabolomic profiles (UV chromatogram) and HRMS

data, several of the isolated Streptomyces strains were selected

for large scale fermentation. Detailed chemical analysis of an

organic culture extract led to the isolation of a new tricyclic

macrolactam named tripartilactam (24) [103]. Tripartilactam

(24) contains an unprecedented cyclobutane moiety, which links

the 8- and 18-membered rings, and it is most likely derived

from a photochemically [2 + 2] cycloaddition reaction of the

corresponding macrocyclic 26-membered lactam precursor.

Although compound 24 lacks any significant antimicrobial and

anticancer activity, it was shown to act as a Na+/K+ ATPase

inhibitor.

Subsequent studies by the same group lead to the isolation of

phenylpyridines (e.g., coprismycin A (25)), dipyridines (e.g.,

collismycin A (26), SF2738D (27)) [102], and a dichlorinated

indanone tripartin (28) [106]. Recently, the same group isolated

new cyclic heptapeptides, named coprisamides (e.g.,

coprisamide A (29)) from a Streptomyces strain isolated from

the gut of C. tripartitus. The cyclic heptapeptides contain

unusual amino acid units (e.g., β-methylaspartic acid and 2,3-

diaminopropanoic acid) and a previously unreported 2-hepta-

trienyl cinnamoyl chain unit [107]. Dung beetle larvae are prone

to bacterial and fungal infestations during their development

inside the faeces balls. Although the direct involvement of

defensive microbial symbionts has not been described yet, the

presence of highly productive Actinobacteria might provide an

indirect protection against parasites and pathogens as suggested

in the termite symbiosis.

Fungal symbionts
Fungi co-evolved with various different insects over millions of

years, thereby serving as a food source to fungal grazers, or

competing with saprophagous insects, and attacking insects as

hosts for growth and reproduction [108]. The cross-kingdom

interactions and long-time co-evolution are assumed to be re-

sponsible for the genetic accumulation of biosynthetic gene

clusters encoding for bioactive secondary metabolites. The

respective natural products are predicted to play key roles as

chemical signals or virulence factors mediating the interactions

with the respective insect host [108-111].

Despite the fact that a few examples exist, fungi as (defensive)

symbionts have not nearly been explored to the same extent as

bacterial protagonists, which is surprising as fungi have a vast

biosynthetic potential and are a rich source of antibiotics

(Figure 8).

Figure 8: Beneficial interactions (1) between fungal symbionts and
insects.

As early as 1982, Nakashima et al. investigated the fungal

cultivar (Fusarium sp.) of the ambrosia beetle Euwalecea

validus. The chemical analysis of culture extracts revealed the

antifungal secondary metabolites cerulenin (30) and the

nortriterpenoid helvolic acid (31) (Figure 9), which inhibit the

growth of mold fungi in vitro and are assumed to suppress

bacterial contaminations [112]. Slightly earlier, in 1979, Nair et

al. had described the isolation of an antibacterial chlorinated

lactol, lepiochlorin (32), from liquid cultures of a Lepiota

species, a fungus cultivated by fungus-growing ants

(Cyphomyrmex costatus) [113]. Nearly twenty years later,

Clardy and co-workers explored the symbiotic interactions

between the fungus Tyridiomyces formicarum of the fungus-

growing ant Cyphomyrmex minutus, as part of the seminal

“biorationale" approach in the search for novel compounds. The

fungus is unique among the attine fungi because it grows as a

yeast form (unicellular) and not in the mycelial form which is

typical for all other attine ant fungi. The fungus was found to

produce several antifungal diketopiperazines (e.g., 33) [114]. In

another study, also reported by Clardy and co-workers, the sec-

ondary metabolite profile of the symbiotic fungus Bionectria sp.

associated with the fungus-growing ant Apterostigma

dentigerum, was investigated [115]. Again, a chemical analysis

of an organic culture extract led to the isolation of a new

polyketide bionectriol A (34), a glycosylated, polyunsaturated

polyol, with so far undetermined ecological function. More

recently, Wang et al. showed that the solitary leaf-rolling weevil

Euops chinensis (Attelabidae) undergoes a protofarming

symbiosis with the polysaccharide-degrading Penicillium

herquei (family Trichocomaceae), which is planted on leave

roles containing eggs and larvae to protect the offspring. P.

herquei was shown to produce the antibiotic polyketide (+)-
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Figure 9: Secondary metabolites isolated from fungal symbionts. Cerulenin (30), helvolic acid (31), lepiochlorin (32), cyclo-(L-Pro-L-Leu) (33), bionec-
triol A (34), (+)-scleroderolide (35), dalesconol A (36), boydine B (37), boydene A (38), paraconfuranone A (39), and ilicicolinic acid A (40).

scleroderolide (35), which can inhibit the growth of several

bacterial and fungal pathogens in competition assays on plates

and keeps larval brood chambers free of other microbes

[116,117].

Although the ecological roles of the compounds produced by

the investigated fungi remain elusive, the following examples

show that associated fungi are valuable sources for novel

bioactive secondary metabolites with high pharmacological

potential.

In 2008, Tan and co-workers discovered the unusual polyketide

dalesconol A (36) from extracts of the fungus Daldinia

eschscholzii isolated from the gut of the mantis Tenodera aridi-

folia [118,119]. Additional insights into the dalesconol biosyn-

thesis was gained from a characterization of minor dalesconols

and biosynthetic intermediates only present in chemical extracts

prepared from a large-scale fermentation. The ascomycete

fungus Pseudallescheria boydii, isolated from the gut of the

larvae of the beetle Holotrichia parallela, showed also a broad

range of bioactive secondary metabolites including epipolythio-

dioxopiperazines, named boydines (e.g., boydine B, (37)) [120].

Boydines significantly inhibit clinically relevant anaerobic

bacterial strains (e.g., Bifidobacterium sp., Veillonella parvula,

Anaerosterptococcus sp., Bacteroides vulgatus, and Peptostrep-

tococcus sp.), suggesting a potential ecological role as defen-

sive symbiont in addition to interesting pharmacological prop-

erties. Further analysis of the same fermentation extracts

afforded boydenes (e.g., boydene A, (38)), sesquiterpenes with

an unprecedented carbon skeleton that are most likely built up

by an enzymatic Aldol addition.

In a similar example, new cytotoxic furanone analogues (e.g.,

paraconfuranone A (39)) were obtained from the fungus Para-
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coniothyrium brasiliense isolated from the gut of the

grasshopper Acrida cinerea [121]. Antibacterial ilicicolinic

acids (e.g., ilicicolinic acid A (40)) were detected in a fungus

Neonectria discophora isolated from a soil-feeding and wood-

damaging termite nest (Nasutitermes corniger) in the North

Amazon (French Guiana). Ilicicolinic acids show good

inhibitory effects against several human pathogens [122].

Entomopathogenic fungi
More than 700 known fungal species from 100 genera have

adopted an entomopathogenic lifestyle (Figure 10) [123,124].

Entomopathogenic fungi release infective spores which attach

to the insect cuticle; once the spore germinates, the developing

hyphae penetrate the insect integument and start the infection

process. Apart from a variety of secreted proteases that digest

the chitin-containing cuticle of the insect, secreted toxic

metabolites are assumed to assist in overcoming host defenses

and killing the host. Some entomopathogenic species, such as

Beauveria bassiana and Metarhizium anisopliae, have a broad

host range encompassing over 1,000 insect species from more

than 50 different insect families. These fungi are used as

biocontrol agents for invertebrate pest control, a commercial

alternative to chemical pesticides [125-127]. Other entomopath-

ogenic fungi, such as different Cordiceps species, are also

known to be prolific producers of highly active secondary

metabolites, but with a relatively narrow host range and

geographic distribution [108,124]. Recent comparative genomic

analyses of Metarhizium sp. and Beauveria sp. indicate that

over 80% of the genes associated with putative secondary

metabolites have no identified specific products, and even

sequences are unique to this group of organisms [124]. Despite

the enormous chemical potential, only a few studies to date

have unequivocally demonstrated the exact role of the respec-

tive compounds. Here, we briefly summarize compounds for

which an ecological role has been identified.

Figure 10: Predatory interactions, (1) entomopathogenic fungi use
insect as prey.

One of the most prominent secondary metabolites of M. aniso-

pliae are the cyclic hexadepsipeptides named destruxins (e.g.,

destruxin A (41), Figure 11). Destruxins are composed of an

α-hydroxy acid and five amino acid residues, and they exhibit a

wide range of interesting biological properties, such as insecti-

cidal, cytotoxic, and moderate antibiotic activity [128]. The

secretion of destruxins is weakly correlated to fungal virulence

and insecticidal activity, because injection, ingestion or topical

application of these compounds resulted in tetanic paralysis in

many insects, caused by destruxin-mediated opening of calcium

channels and resulting membrane depolarization.

Figure 11: Entomopathogenic fungi use secondary metabolites as
insecticidal compounds to kill their prey. Destruxin A (41), serinocyclin
A (42), beauvericin (43), and oosporein (44).

In another study, the cyclic heptapeptide serinocyclins (e.g.,

serinocyclin A (42)) were isolated from conidia harvested on

agar surface cultures of M. anisopliae, a commercial biocontrol

product called Green Muscle [129]. Serinocyclin A contains

several non-proteinogenic amino acids. Among them are the

uncommon 1-aminocyclopropane-1-carboxylic acid, (2R,4S)-4-

hydroxylysine, and the more frequently encountered hydrox-

yproline, β-alanine, and D-serine. Due to the presence in

conidia, serinocyclines have also been hypothesized to play a

role in the virulence of M. anisopliae.

Chemical analysis of the entomopathogenic fungus B. bassiana

yielded beauvericin (43), a depsipeptide with alternating

methylphenylalanyl and hydroxyisovaleryl residues. Beau-

vericin has antibacterial, antifungal, and insecticidal activities,
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in addition to its potent cytotoxic activity against human cell

lines [130]; attributes which indicate a crucial role in the infec-

tion process. The red 1,4-bibenzoquinone derivative oosporein

(44) was first identified in the 1960s [131], and exhibits similar

antibiotic [132], antiviral [133], antifungal [134], and insecti-

cidal activities [135]. Oosporein (44) production in B. bassiana

is correlated to the fungal virulence due to the inhibition of host

immunity, which facilitates fungal propagation in insects [136].

In summary, entomopathogenic fungi are rich in secondary

metabolite gene clusters, some of which have been genetically

characterized. However, the vast majority of the encoded

compounds, as well as their biological role(s) remain uncov-

ered [137]. In light of the rapidly declining costs for -omic

technologies, in vivo infection studies coupled with methods

such as RNA sequencing, can lead to further insights into the

role and expression levels of potentially new secondary metabo-

lites.

Conclusion
Insects provide experimentally tractable and cost-effective

model systems to investigate the evolutionary development and

chemical basis of animal–bacterial interactions, and symbiosis

in particular. Bacterial and fungal symbionts represent an extra-

ordinary discovery opportunity for both biology and chemistry.

Studying these interactions will shed light on equivalent

processes in other animals, including humans. The in-depth

investigations of a small number of insect–microbe interactions

have already led to the discovery of a number of secondary

metabolites with new and structurally diverse chemical core

structures. Unfortunately, the identification of chemical media-

tors has so far been mainly restricted to in vitro analyses, but

efforts should be directed towards identifying the presence and

activity of candidate compounds in situ. The examination of

bacterial secondary metabolisms and the respective small mole-

cules secretome, can give insights into the up or down-regula-

tion of (cryptic) biosynthetic pathways. This in turn can lead to

the discovery of new metabolic pathways that would otherwise

be silent or undetected under typical laboratory cultivation

conditions. In recent years many successful analytical methods

including UHPLC–DAD and UHPLC–MS-based techniques,

imaging mass spectrometry (IMS) [138,139] and high resolu-

tion NMR systems have been developed and optimized [7,18].

These technologies allow the identification in minute concentra-

tions of the chemical entities moderating insect–microbial inter-

actions and at least partially eliminate the need for bioassay-

guided fractionation for the identification of key compounds.

We are still scratching the surface of the chemical potential of

the microbial world, but chemical investigations of microbial

interactions will undoubtedly expand the list of new bioactive

secondary metabolites in the near future.
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Abstract
This review describes unexpected dynamical behaviors of rearranging carbocations and the modern computational methods used to

elucidate these aspects of reaction mechanisms. Unique potential energy surface topologies associated with these rearrangements

have been discovered in recent years that are not only of fundamental interest, but also provide insight into the way Nature manipu-

lates chemical space to accomplish specific chemical transformations. Cautions for analyzing both experimental and theoretical data

on carbocation rearrangements are included throughout.
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Review
Introduction to terpene forming carbocation
rearrangements
Terpene natural products display a striking range of molecular

architectures, varying in size and complexity (Figure 1) [1-5].

Some terpenes sport multiple stereogenic centers and multiple

carbocyclic rings. These complex hydrocarbon frameworks are

derived, however, from simple precursors lacking stereogenic

centers and rings that are transformed in only one or two en-

zyme-promoted reactions. These reactions involve generation of

a carbocation by protonation or loss of a diphosphate group fol-

lowed by cyclization, alkyl shift, hydride shift and/or proton

transfer reactions to generate new, more complex, carbocations.

Ultimately these carbocations are either trapped by a nucleo-

phile (e.g., water, diphosphate) or deprotonated to form alkenes.

The details of terpene-forming carbocation cyclization/rear-

rangement processes have been of interest for decades [1-6]. Al-

though much has been learned, new observations continue to

surprise researchers in the natural products field. For instance,

recent computational/theoretical studies have focused on the

inherent dynamical behavior of carbocations involved in these

reactions – the subject of this review article. These studies have

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:djtantillo@chem.ucdavis.edu
http://dx.doi.org/10.3762%2Fbjoc.12.41
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Figure 1: Representative terpenes.

revealed that inherent dynamical tendencies, i.e., the dynamical

behavior of carbocations in the absence of an enzyme, tend to

be reflected in product distributions for enzyme-promoted reac-

tions. Consequently, the problem of elucidating the role of

terpene synthase enzymes in terpene formation has been rede-

fined. In addition, these studies have pointed to the possibility

that inherent dynamical tendencies of reactive intermediates

may play important roles in enzyme evolution.

Here we review key studies on the dynamical behavior of

carbocations. First we provide an introduction to dynamical be-

havior and how it is examined using modern theoretical tools.

Then we describe studies dealing with carbocations that are not

involved in terpene formation, but which reveal reactivity prin-

ciples that may have implications for terpene biosynthesis. This

is followed by descriptions of the relatively few studies

published so far that are concerned with dynamical behavior of

carbocations involved in terpene-forming reactions. In each

section, we highlight important take home messages.

Dynamical behavior – a brief tutorial
The reactivity of a molecule often ties back to a single charac-

teristic: its energy (in particular, its free energy). Computa-

tional and synthetic chemists are most often interested in poten-

tial energy because selective conversion of the potential energy

associated with chemical bonds is the basis of chemical reac-

tion design. The surface representing how the potential energy

of a molecule is affected by geometrical (and subsequently elec-

tronic) changes is called (unsurprisingly) the molecule’s poten-

tial energy surface (PES). Technically, there are 3N dimensions

in which geometrical changes can occur, where N is the num-

ber of atoms in the molecule each moving in 3 dimensions.

When all N atoms move in the x, y, or z directions, the mole-

cule is translating. Similarly, if all N atoms are rotating along

the x, y, or z axes, the entire molecule is rotating. This leaves

3N − 6, or 3N − 5 if a molecule is linear, vibrational degrees of

freedom that contribute to the molecule’s internal energy. Being

able to visualize how each of these changes affects the energy

of the molecule would require the ability to visualize

(3N − 6) + 1-dimensional space. However, (3N − 6) + 1 dimen-

sions can be reduced to two dimensions by looking only at the

minimum energy pathway (MEP) between two minima on the

PES, which is also referred to as the intrinsic reaction coordi-

nate (IRC; Figure 2, left) [7,8]. It is the IRC that is typically

used to make arguments for reactivity observed experimentally.

The IRC contains a wealth of information about the behavior of

a particular system, but not all chemical phenomena can be ex-

plained by analyzing this pathway alone. The most common

characteristic of an IRC that is used to make arguments for rela-

tive reaction rates leading to chemo-, regio-, or stereoselectivi-

ty of a reaction is the energy difference between the reactant

and the relevant transition state structure (TSS) along the IRC.

Traditional static approaches, transition state theories (TSTs)

[9-13] and the Rice–Ramsperger–Kassel–Marcus theory

(RRKM) [14-17], that relate activation barriers to reaction rates

rely on the assumption that the molecule will follow the IRC at

all times during a chemical reaction (sometimes referred to as

“quasi-equilibrium conditions”). Importantly, this pathway lies

on the PES and thus neglects the kinetic energy of the system.

Kinetic energy becomes particularly important when the PES

topology exhibits certain features that can make the system

deviate from the IRC, such as: (1) when a reaction pathway

involves a shallow intermediate (particularly when the

preceding TSS is high in energy) and (2) when a single TSS

leads directly to multiple minima, sometimes called an “ambi-

modal” TSS [18], without intervening minima; this scenario is

referred to as a pathway with one or more post-transition state

bifurcations (PTSB) [19-26]. For a detailed discussion of

unique PES features that lead to deviations from IRC behavior,

see Birney’s review on PESs of pericyclic and pseudoperi-

cyclic reactions [27].

These two scenarios are visualized by way of an analogy in

Figure 3. First, consider scenario (1). Imagine a snowboarder

riding down a mountain. If the mountain is very tall and there is

a mogul on the way to the bottom (Figure 3, right), the snow-

boarder is more able to easily pass the small hill than if he or

she started from the base of the mogul. At the molecular level,

this scenario can result in bypassed intermediates, i.e., an IRC

having a minimum calculated along the pathway to the product,

but with a lifetime that is not long enough to allow for equili-
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Figure 2: Two different models showing how energy evolves throughout the course of a reaction: (a) a two-dimensional plot, where the reactant
follows a single path through the TSS to the product at a rate governed by the Eyring equation [9] and (b) a three-dimensional hypothetical PES ex-
hibiting the features of a PTSB and a qualitative representation of the starting points for dynamics trajectories. The function
z = 2x5 − 5x2 − 5xy + y2 + 2 was used to generate this hypothetical surface.

Figure 3: A depiction of the “snowboarder” analogy for reactions displaying non-statistical dynamic effects. Features of a PES that correspond to fea-
tures found on the slopes are highlighted in red. This figure illustrates two independent phenomena: Left: formation of a preferred product following an
ambimodal TSS due to dynamic matching. Right: an intermediate that is rapidly passed through or bypassed as a result of dynamic matching.
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bration; some pathways/trajectories will also skirt past the

deepest parts of the energy well. Additionally, if the initial path

down the mountain splits into two paths to the bottom of the

mountain (i.e., at the molecular level, having an ambimodal

TSS; Figure 3, left), it will be easier for the snowboarder to take

the path that requires fewer changes in direction, unless he or

she is leaning heavily toward the other path. In both scenarios,

where the snowboarder (molecule) came from and how it was

behaving (vibrating) on its way to the shallow valley

(minimum) or fork in the path (PTSB) influences the path ulti-

mately taken and the time associated with doing so. This

concept, at the molecular level, is referred to as “dynamic

matching” [28]. Molecules similarly retain momentum within

particular vibrational modes if the timescale of the reaction is

too short for the molecule’s kinetic energy to be distributed

statistically throughout all vibrational modes. Reactions that

undergo generation of reactive intermediates often meet this

criterion and exhibit what are called “non-statistical dynamic

effects”, that is, product distributions that cannot be rational-

ized by traditional TST [19,29,30]. These effects (highlighted

through the examples discussed below) are typically described

using classical mechanics (i.e., solving either Newton’s or

Hamilton’s classical equations of motion to propagate nuclear

positions), but there have been cases reported where quantum

dynamic effects have been found to be important, particularly

when tunneling effects contribute significantly to the reaction

rate [31-34].

To acquire evidence for non-statistical dynamic effects, molecu-

lar dynamics (MD) simulations are run for a statistically rele-

vant number of trajectories (typically on the order of hundreds

or thousands, depending on the system and the starting point for

trajectories) [35,36]. The most common modern technique for

computing dynamics trajectories for organic reactions is the

method of direct dynamics. With direct dynamics, instead of

solving for a PES analytically, each point along a trajectory is

calculated numerically “as needed” or “on-the-fly”. A quantum

chemical program capable of ab initio or density functional

theory (DFT) calculations is used to calculate either (1) force

constants (via frequency calculation) along the trajectory, either

at every point or in periodic increments, or (2) the gradient of

the potential energy, depending on the specific integrator

chosen to integrate the equations of motion. The calculation of

gradients rather than force constants is significantly faster, but

requires a smaller time step to achieve the same calculation

accuracy. The calculations are run under the Born–Oppen-

heimer Approximation, which is why they are also called

Born–Oppenheimer Molecular Dynamics (BOMD) calcula-

tions, so that nuclear motion and electronic structure are calcu-

lated separately, the former propagated classically and the latter

determined using quantum mechanics.

As with any computational (or experimental) study, there will

always be a tradeoff between sampling a sufficient amount of

the relevant chemical space and completing the study in a rea-

sonable amount of time. Different strategies can be used to

achieve a compromise between these factors, depending on the

size of the system of interest and the accuracy required to

answer the relevant chemical questions. MD simulations have

been employed to answer two different questions about the

chemical reactions discussed below: (1) what mechanism(s) is

energetically viable? and (2) do (non-statistical) dynamic effects

exert control over product distributions? While trajectories can

be started from anywhere on a PES, it is most common to

initiate trajectories either from a structure that is a minimum

(usually the reactant for the reaction of interest) – used when

exploring possible mechanisms – or a TSS – used when

assessing the impact of dynamic effects for a particular mecha-

nism. In both cases, each atom in the molecule is given a

random initial velocity and each vibrational mode is displaced a

random distance, such that the total kinetic and potential energy

of the molecule is equal to the amount of energy available at the

specified temperature. The problem with initiating trajectories

from a minimum, however, is that there is no guarantee the

trajectories are going to be “productive”. This creates an opera-

tional problem in most cases because, relative to the optimiza-

tion of stationary points on a PES, MD trajectories are very

computationally expensive, a result of having to repeatedly

calculate force constants. For a 1 ps long direct dynamics trajec-

tory with a time step of 1 fs where force constants are calcu-

lated at each point, the nuclear and electronic structure of the

molecule will need to be recalculated a total of 1000 times,

which equates to a great deal of computer time, even in 2016.

There is a (somewhat controversial) method to facilitate barrier

crossing in which a “biased potential” is employed to “push” a

reactant up and toward the barrier of interest in an MD simula-

tion [37-39]. The controversy arises from the question of

whether such a biased method leads to biased results, so using a

biased method requires testing against unbiased methods and/or

experimental data to ensure accuracy. The complication of

having unproductive trajectories is mitigated when initiating

trajectories from a transition state, but of course this leads to the

most biased strategy of all because a pre-determined TSS is the

starting point for such a calculation. This strategy cannot be

used to explore a large variety of possible mechanisms, but is

effective for determining the magnitude of dynamic effects as-

sociated with falling downhill from a particular TSS. Therefore,

one can make the assumption that the system always passes

through the transition state region when only “reactive” trajec-

tories are of interest. Notably, this makes the assumption that

quasi-equilibrium conditions are followed up until the transi-

tion state region. For most systems, this is a reasonable assump-

tion, but careful consideration of any chemical steps in the reac-
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Figure 4: The tetramethylbromonium ion system [14].

tion preceding the transition state from which trajectories are

initiated should be made, since any dynamical effects preceding

the transition state would be neglected and would have to be

treated separately if of interest. Studies involving trajectories

initiated from minima and transition states have both been

carried out on carbocations [25] and examples of each are de-

scribed below. While many different quantum chemical

methods can be used to carry out trajectory calculations, stan-

dard density functional theory (DFT) approaches are most com-

monly used [35-40]. In particular, the B3LYP and mPW1PW91

functionals, along with small to medium sized basis sets have

seen the most use in studying carbocation rearrangements of

relevance to biosynthesis [6].

Using molecular dynamics trajectories to rationalize experimen-

tal results is still not standard practice, but the potential for the

utility of dynamics simulations in a variety of systems has

certainly been demonstrated. The studies detailed below

primarily highlight situations where molecular dynamics simu-

lations were used to quantify “non-IRC” behavior, but the value

of dynamics simulations does not stop there. For example,

Bogle and Singleton used dynamics trajectories to gather evi-

dence for whether the tetramethylbromonium ion existed as a

single C2v-symmetric bridged structure or rapidly intercon-

verted between two β-bromocarbenium ion structures (Figure 4)

[41]. Experimental evidence for which of these two types of

scenarios is present is generally obtained using the “isotopic

perturbation” method pioneered by Saunders [42-44]. In this

method, isotopic labels are added (e.g., L = D in Figure 4) and

NMR spectra are acquired. The 13C NMR spectrum of the

resultant system would be expected to exhibit a large difference

in signals (Δ) between carbons with H versus D substituents,

whereas essentially no difference in signals between carbons

would be expected if there was no equilibrium to affect. Ohta et

al. [45] experimentally determined a large Δ (3.61 ppm) for the

system shown in Figure 4, concluding that the two β-bromocar-

benium ion structures interconvert in solution. However, by

running dynamics simulations on the system and calculating

NMR chemical shifts at each point, Bogle and Singleton were

able to gather evidence that this effect instead can be attributed

to geometrical changes of a bridged ion resulting from the

isotopic substitution. They concluded that it cannot be assumed

that a large Δ resulting from isotopic labeling guarantees rapid

equilibration between two unlabeled structures. While the cases

described below are focused on reaction pathways, similar

cautions on interpretation are presented throughout. We hope

these cautions will encourage a healthy skepticism in the inter-

pretation of all data, experimental and computational alike.

Take home messages:

• A PES can reveal important information about a system, but

complicating features on some PESs make analyses using tradi-

tional TST incomplete.

• Two common examples of these complicating features are

(1) highly exergonic steps leading to bypassed intermediates

and (2) PTSBs.

• Molecular dynamics simulations can be used in these contexts

to provide evidence for the pathways that are accessible to the

molecular system given a particular amount of initial kinetic

energy. These simulations can be initiated from the region of

the reactant or TSS, but which is appropriate for a specific case

depends on the nature of the chemical questions to be

answered.

Non-biological carbocation rearrangements
Generation of carbocations via protonated alcohols
– the concerted vs stepwise spectrum
The seminal work of Dupuis and co-workers in running dynam-

ics simulations to elucidate the nature of the dehydration-rear-

rangement mechanism of protonated pinacolyl alcohol

(Figure 5, R = CH3) was instrumental in bringing the issue of

dynamic effects to a wide audience [46]. The question

addressed in this work was ostensibly simple: is the mechanism

of dehydration/alkyl migration of a protonated alcohol a

concerted or stepwise process? The IRC for the process

revealed a concerted mechanism (Figure 5, blue), with no sec-

ondary carbocation found as a stationary point on the PES.

However, molecular dynamics simulations initiated from the

reactant revealed trajectories that predominantly followed a

stepwise mechanism (Figure 5, green), with a lifetime of the

secondary carbocation of up to 4000 fs. This is the opposite of

the situation illustrated on the right side of Figure 3; instead of

an intermediate structure being rapidly bypassed due to

dynamic effects, the reacting molecule gets stuck in a region of

the PES where there is no minimum. In total, 50 trajectories

were run where, after 500 fs, 20 trajectories went to the second-

ary carbocation, only one trajectory went directly to the rear-

ranged product (concerted mechanism), and one remained in the

secondary carbocation region before eventually affording the

rearranged product. The remaining 28 trajectories remained in

the reactant region, illustrating the complication associated with
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Figure 5: The reaction mechanisms of interest in the PES and dynamics studies of Dupuis and co-workers (R = CH3) and de Souza et al. (R = CH3,
Et, iPr). Note: in the case of R = CH3, tertiary cation products A and B are equivalent. Adapted from Dupuis and co-workers and de Souza et al.
[46,55].

initiating dynamics trajectories from a minimum on the PES

mentioned above. Though this number of productive trajecto-

ries would not be considered sufficient to make definitive

conclusions regarding the experimental behavior of this system

(especially given the computational power available today), this

study paved the way for future dynamics studies and correctly

predicted that “similar findings will arise for many other reac-

tions … and interpretation of reaction mechanisms ought to

consider the effects of dynamics explicitly” [46]. In light of

more recent studies (e.g., see below), the results just described

could be anticipated. The IRC for the dehydration-rearrange-

ment reaction actually proceeds through the region where the

secondary carbocation resides, even though this structure is not

a PES minimum. The curvature of the IRC in this region would

likely have indicated the presence of a “hidden intermediate”

[47-51], i.e., a structure along the IRC that is not a minimum

but is associated with an energy plateau and may have a sub-

stantial lifetime. Such IRCs have subsequently been observed

for many reactions for which secondary carbocations are puta-

tive intermediates [52-54].

More recently, de Souza et al. revisited these systems and con-

ducted a study looking at the rearrangement behavior of a series

of protonated alcohols using TST, a “static” approach, and a

slightly different variation of molecular dynamics simulations

compared to that used by Dupuis and co-workers [55]. Addi-

tionally, replacing R in Figure 5 with a non-methyl substituent

opened up the possibility of the formation of two different prod-

ucts resulting from migration of different alkyl groups (tertiary

carbocation products A and B in Figure 5). While these differ-

ences led to results that were quantitatively different from those

described in the Dupuis study, they were qualitatively the same

and led the authors to essentially the same conclusions. The

authors emphasized that, in reality, all mechanisms are on a

spectrum, where “concerted” and “stepwise” define limiting

cases, in line with previous descriptions of carbocation reac-

tions as existing on a “continuum” [56,57]. In the case of the

dehydration-rearrangements of protonated alcohols, the most

intense “band” in the spectrum of possible reaction types

involves the formation of a secondary carbocation structure

prior to formation of the rearranged product, as revealed by mo-

lecular dynamics simulations.

Take home messages:

• Dynamics simulations can reveal behavior not readily

apparent in IRC calculations [58].

• The terms “concerted” and “stepwise” define the limiting

cases of a spectrum/continuum of mechanistic possibilities.

Norborn-2-en-7-ylmethyl cation – memory effects
Dynamic effects are often suspected when a stereochemical

result is observed experimentally that is inconsistent with a pro-

posed mechanism, despite other evidence supporting the pro-

posed mechanism. For example, Berson et al. discovered that

solvolysis of syn- and anti-norborn-2-en-7-ylmethyl-X dia-

stereomers (Is and Ia, Figure 6; X is a leaving group) both led to

the same two products, but in different ratios, despite sharing a

common intermediate (in different conformations; V, Figure 6)

[59]. The major product generated from the solvolysis of Ia was

the acetate of carbocation L, with a small amount of the acetate

of carbocation G also observed. Solvolysis of Is also led to the

acetate of carbocation L, but this time accompanied by a signif-

icant amount of the acetate of carbocation G. This difference in

product distribution (whose magnitude varied with leaving
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group identity) was ascribed to a “memory effect”. Put simply,

product ratios were skewed from what would be expected by

simply comparing activation barriers, because the reacting mol-

ecule “remembers” the conformation from which it came; this is

a hallmark of dynamic matching. Additionally, the memory

effect can be decreased by “leakage” when one conformation of

the common intermediate rapidly converts to the other confor-

mation (essentially the equilibration expected for a reaction not

displaying non-statistical dynamic effects).

Figure 6: The portion of the norborn-2-en-7-ylmethyl cation PES ex-
amined by Ghigo et al. [60]. Energies reported are electronic energies,
including zero-point corrections (ZPE), at the B3LYP/6-31G(d) level of
theory and are all relative to that of G [61-63].

Ghigo et al. set out to explore the memory effect phenomenon

computationally [60]. The relevant PES for this transformation

(key points shown in Figure 6) was examined using several

DFT methods. The portion of the PES prior to formation of

TSSs IIa and IIs was also explored, but it was assumed that all

structures were required to go through TSSs IIa and IIs in order

to make the products; consequently, dynamics trajectories were

initiated from the regions of these TSSs (using a lower level of

theory so that 250 trajectories from each transition state could

be obtained in a reasonable amount of time; the influence of the

leaving group on dynamical behavior was not explored). The

results from the dynamics simulations were in qualitative agree-

ment with the experimental results: trajectories initiated from

IIs generated almost equal amounts of cations G and L, while

trajectories initiated from IIa go predominantly to cation L.

Take home message:

• “Memory effects” can result from dynamic matching.

2-Norbornyl and other highly delocalized cations – a
caution on complexity
When exploring carbocation rearrangement mechanisms using

MD simulations, one should remember that MD simulations are

inherently statistical. That is, there are times when a systematic

approach to exploring mechanistic pathways is preferable to

MD simulations, which use random sampling techniques. This

point is illustrated by two studies on the isomerization of the

infamous 2-norbornyl cation to the 1,3-dimethylcyclopentenyl

cation (DMCP+) (Figure 7) [64,65].

Figure 7: The transformation of 2-norbornyl cation to 1,3-dimethylcy-
clopentyl cation.

After an attempt by Mosley et al. to study the experimental IR

spectrum of the 2-norbornyl cation in the gas phase revealed a

structural rearrangement to DMCP+, Jalife et al. set out to deter-

mine the isomerization mechanism using modern computa-

tional methods [64]. BOMD simulations using DFT were em-

ployed, with trajectories initiated from the equilibrium geome-

try of the 2-norbornyl cation (i.e., the reactant structure) with

random velocities assigned to all atoms. When a trajectory

formed DMCP+, key points on the PES for the pathway ob-

served in that trajectory were optimized. Two complex path-

ways to DMCP+ were found that had energy barriers that were

reasonable given the experimental conditions used for genera-

tion of the 2-norbornyl cation. Both pathways involve a retro-

Lawton–Bartlett “π-route” norbornyl ring-opening process

[66,67]. The shorter mechanism was found to involve nine

discrete chemical steps and had an overall predicted activation

barrier of 33 kcal/mol, while the longer pathway involved

16 steps with an overall barrier of 37 kcal/mol. Similar results

have been obtained for other complex carbocations: the same

group used molecular dynamics to explore the homocubyl

cation’s rearrangement behavior [68], and East et al. used

“rising-temperature” molecular dynamics to determine the

carbocation branching behavior of molecules relevant to petro-

leum chemistry [69-71].

Lobb also attempted to answer the same mechanistic question

using a different strategy [65]. Instead of using BOMD simula-

tions to explore possible pathways, Lobb wanted to “system-

atize” the mechanistic search to explore all possible isomeriza-

tion pathways and predict their barriers. Lobb used simple alge-

braic tools, similar to a strategy employed by Johnson and

others [72-76], to systematically generate a vast set of possible

isomers of C7H11
+ and rank them by their energies (calculated

with DFT) [65,77]. The connectivity of each of the generated

molecules was examined for isomorphism, ultimately leading to
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a set of 1254 distinct groups of isomers involved in possible re-

arrangements. This number is only an estimation of the full set

of isomers, however, due to limitations of the automated

methods. DMCP+ was found to be the global minimum for this

set of isomers, consistent with experimental results [77]. The

mechanistic pathways between isomers were explored by opti-

mizing putative TSSs corresponding to breaking of each bond

within a ring (if the molecule contains one) and hydride shifts.

The 4500 unique TSSs optimized were then connected to the

isomers they interconvert, connecting 1179 out of the 1254

carbocation isomers, to generate various pathways that led to

the final product. A huge number of possible pathways were

found, the shortest of which are summarized in Table 1.

Table 1: The number of pathways found by Lobb corresponding to a
certain number of steps in the mechanism and the lowest overall acti-
vation barrier necessary for a pathway with that number of steps [65].

Number of steps Number of paths Lowest activation
barrier (kcal/mol)

2 1 110.7
3 14 54.7
4 406 31.0
5 8460 29.3
6 171050 27.4

Though the MD strategy used by Jalife et al. uncovered two rea-

sonable mechanistic pathways, the systematic approach taken

by Lobb revealed 5 orders of magnitude more pathways that

were shorter than those proposed by Jalife, many of which had a

lower overall activation barrier, any number of which could be

operative in the rearrangements of the 2-norbornyl cation to

DMCP+. While a systematic search of all possible isomeriza-

tion pathways should always be considered for carbocation rear-

rangements, it is often unnecessary (and prohibitively time-

consuming) in the case of carbocation rearrangements that

occur in Nature. Thankfully, enzyme-catalyzed carbocation re-

arrangements are often subject to conformational constraints

that make analysis of the possible rearrangement pathways

more tractable. Further discussion of enzymatic carbocation re-

arrangements is found below.

Take home messages:

• Sometimes there are many, many pathways that are energeti-

cally viable for the isomerization of a carbocation.

• In some cases, a systematic, rather than statistical, approach

to determining all possible isomerization pathways is necessary

to ensure that all energetically viable pathways have been

explored.

• There is no “one-size-fits-all” strategy to "determine" a reac-

tion mechanism using computations; however, coupled exami-

nation of PESs and simulations of dynamic effects can provide

nearly (one hopes) exhaustive pictures of the transformation of

reactants to products.

Carbocation rearrangements that lead to
terpenes
Camphene, sativene and prezizaene – lifetimes and
electrostatic effects
Portions of the C10H17

+ and C15H25
+ PESs (in the absence of

enzyme) relevant to the formation of camphene [21,22,78],

sativene [79] and prezizaene [54,80] (and related terpenes) were

examined in detail using several DFT methods. For each of

these systems, secondary carbocations were found along reac-

tion coordinates, but they were not minima; rather, these struc-

tures resided in regions near to TSSs for concerted reactions in-

volving the merging, asynchronously, of alkyl shift and/or

cyclization events (Figure 8, red) [56,57]. Direct dynamics

trajectory calculations were run on each of these systems, with

trajectories initiated near the TSSs, i.e., the secondary carboca-

tions. Trajectories (>100 for each system) were run in both

forward and reverse directions. Based on the results of these

calculations, average lifetimes for the secondary cations were

found to range between 35 and 100 fs (with standard deviations

between 10 and 35 fs), a time window on the same order as that

for a single bond stretch. This lifetime could be increased sig-

nificantly (by a factor of 2–3 for the bornyl cation, based on the

preliminary calculations described) if the secondary carbocat-

ion engages in noncovalent interactions with electron rich

groups (e.g., C–H···X hydrogen bonds [81]), thereby increasing

the probability of trapping these species by deprotonation or ad-

dition of a nucleophile. Although some secondary carbocations

have been found as minima in terpene-forming carbocation

cyclization/rearrangement reactions [57], most are found near

TSSs along reaction coordinates and therefore, as this study

showed, can be expected to have exceedingly brief lifetimes in

the absence of specifically oriented noncovalent interactions

with groups in terpene synthase active sites. Molecular dynam-

ics calculations using the full bornyl diphosphate synthase en-

zyme were also carried out (here using a combination of DFT

and molecular mechanics) [21,22]. These simulations indicated

that the bornyl cation also has a short lifetime in the active site

of the enzyme, but one – 185 fs on average – that is longer (by

approximately a factor of 4) than in the absence of the enzyme

and complexed diphosphate.

Take home messages:

• Secondary carbocations, which often correspond to

structures in the vicinity of transition states, tend to have short
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Figure 8: Carbocation rearrangements for which trajectory calculations were used to estimate lifetimes of secondary carbocations.

lifetimes, on the order of the period of a single-bond stretching

vibration.

• These lifetimes can be increased via noncovalent interactions

with electron-rich groups.

Abietadiene – navigating past forks in the road
Pathways to abietadiene [82-90] have also been examined

computationally [91-93]. First, the portion of the C20H33
+ PES

corresponding to the reactions depicted in Figure 9 was exam-

ined with several DFT methods [91]. This study revealed, quite

unexpectedly, that intramolecular proton transfer in the pimar-

15-en-8-yl cation can lead to a PTSB – one branch of which

leads to the carbocation precursor to abietadiene (Figure 9,

green), but the other branch of which leads to a rearranged

skeleton, not yet reported for any diterpenes/diterpenoids from

Nature (Figure 9, red). Interconversion of these two carboca-

tions proceeds via a TSS that resembles the secondary carbocat-

ion expected to be formed upon proton translocation (Figure 9,

purple), i.e., the secondary carbocation again corresponds to a

TSS rather than a minimum. Direct dynamics trajectories were

run from the 1,5-proton transfer transition state region, using

both small model carbocations and full-sized structures and

using several theoretical methods [92,93], and a ratio of trajec-

tories leading to the abietadiene precursor versus the rear-

ranged carbocation of 1.1–1.7:1 was found. These results first

indicate that there is an inherent dynamical tendency built into

the substrate (an enzyme was not present during the simula-
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tions) for formation of the observed natural product. Second,

these results indicate that the inherent dynamical preference is

not large enough to rationalize why abietadiene synthase

produces 95% abietadiene (and simple diene isomers) [87],

setting the stage for future studies aimed at elucidating the

means by which abietadiene synthase steers its reaction away

from rearrangement and at engineering abietadiene synthase so

that it selectively forms rearranged products.

Figure 9: Carbocation rearrangements involved in abietadiene forma-
tion.

Take home messages:

• PTSBs can occur in biosynthetically-relevant carbocation re-

arrangements.

• There is an inherent dynamical tendency of the carbocations

involved in abietadiene formation to form abietadiene, even in

the absence of an enzyme.

• There is also an inherent dynamical tendency of the carboca-

tions involved in abietadiene formation to form a rearranged

product, that has not yet been observed in Nature, in a similar

magnitude.

• Direct enzymatic intervention is likely necessary to overcome

the latter tendency, although the nature of this intervention has

not yet been characterized.

Figure 10: Carbocation rearrangements involved in miltiradiene forma-
tion.

Miltiradiene – multiple sesquential bifurcations and
testable predictions
The PES associated with formation of miltiradiene (Figure 10)

[94], interrogated with a variety of DFT methods, was also

found to involve a PTSB following a proton transfer TSS [26].

Surprisingly, however, this bifurcation was associated with a

complex PES with flat regions and multiple additional sequen-

tial bifurcations. As a result, direct pathways from the 1,6-

proton transfer TSS to eight products, without the intermediacy

of any PES minima, were found. This is an unusual reactivity

problem for an enzyme to tackle! How is one carbon skeleton

obtained in high yield when barrierless pathways to eight differ-

ent skeletons emanate from the same TSS? Direct dynamics

trajectory calculations were again applied, with trajectories

initiated in the region of the 1,6-proton transfer TSS (specifi-

cally for proton transfer to the re face of the C=C double bond)

[95]. Although pathways to many products exist on the PES,

only two products were formed to any appreciable extent in the

dynamics calculations – the carbocation precursor to miltira-

diene (Figure 10, green) and, similar to the scenario described

above for abietadiene, a rearranged carbocation with a skeleton

not yet reported in any natural products (Figure 10, red). These

two carbocations were predicted to form in approximately a 1:1

ratio. Again, there is an inherent dynamical tendency for the

substrate to form the observed natural product, but again this
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tendency is not strong enough to preclude formation of a rear-

ranged product. In addition, the dynamics calculations indicat-

ed that the 1,2-methyl (C17) shift that forms the abietadiene

precursor should occur specifically to one face of the carbocat-

ion carbon (C15), a prediction that could be tested through sub-

strate labeling. If only trajectories that lead to the pimar-15-en-

8-yl cation are considered, then a product ratio of approxi-

mately 2:1, in favor of miltiradiene formation, is found, i.e.,

some trajectories actually connect to a carbocation formed by a

1,2-hydride shift of the pimar-15-en-8-yl cation (Figure 10,

orange). This result suggests that preorganization of the sub-

strate into a conformation that disfavors the 1,2-hydride shift

actually promotes miltiradiene formation. Finally, when dynam-

ics trajectories were initiated from the region of the 1,6-proton

transfer transition state associated with proton migration to the

si face of the C=C double bond, the carbocation precursor to

abietadiene was formed <1% of the time. This result implies

that the pimar-15-en-8-yl cation is bound in a conformation that

allows for proton transfer specifically to the re face of the C=C

double bond. This study serves to redefine the problem faced by

miltiradiene synthase in controlling selectivity, makes firm

predictions about the bound conformation of the substrate and

the stereochemical course of the enzymatic reaction from calcu-

lations that did not include the enzyme, and again sets the stage

for future rational reengineering efforts.

Take home messages:

• Multiple sequential PTSBs can occur in biosynthetically-rele-

vant carbocation rearrangements.

• The PES for miltiradiene formation (in the absence of an en-

zyme) involves direct pathways from a single TSS to many prod-

ucts.

• There is, however, an inherent dynamical tendency of the

carbocations involved in miltiradiene formation (in the absence

of an enzyme) to form almost exclusively miltiradiene and a re-

arranged product that has not yet been observed in Nature in

comparable amounts.

• Direct enzymatic intervention is likely necessary to reduce the

dynamical tendency to form the rearranged product. Although

the nature of this intervention has not yet been deduced, it likely

involves conformational restrictions that suppress a possible

1,2-hydride shift in the first-formed carbocation and prevent

proton transfer to the si face of the C=C π-bond.

epi-Isozizaene – shape selection
DFT calculations on the pathway for formation of the sesquiter-

pene epi-isozizaene [96-101] (Figure 11) showed that several

expected chemical steps were merged into concerted processes

[80]. For example, conversion of the homobisabolyl cation to

the acorenyl cation (Figure 11, step 7) is barrierless for many

conformers of the homobisabolyl cation. In addition, conver-

sion of the cedryl cation to the prezizyl cation involves the com-

bination of two alkyl shift events into a concerted process that

avoids formation of a secondary carbocation as a PES minimum

(Figure 11, step 9, a “dyotropic” rearrangement) [102]. Direct

dynamics trajectory calculations were run for this system

starting from the region of the TSS for the 1,2-hydride shift that

converts the bisabolyl cation to the homobisabolyl cation

(Figure 11, step 6). The goal of this study was to assess how far

along the reaction coordinate trajectories would proceed with-

out becoming “trapped” in an intermediate energy well. For

some conformers of the bisabolyl cation, many trajectories

proceeded to the cedryl cation without significant delay in the

regions of the homobisabolyl and acorenyl cations. Subsequent

automated docking calculations of carbocations (specifically,

those derived from the conformer of the bisabolyl cation that

most readily formed the cedryl cation in the dynamics simula-

tions) into the crystallographically-determined structure of epi-

isozizaene synthase revealed that some carbocations along the

reaction coordinate were bound more strongly than others. Of

particular note was the prediction that the TSS for conversion of

the cedryl cation to the prezizyl cation (Figure 11, step 9) and

for the conversion of the prezizyl cation to the zizyl cation

(Figure 11, step 10) are bound more strongly than the carboca-

tions that immediately precede them, implying that shape selec-

tion by the enzyme can lower the barriers for these steps

(Figure 11, bottom), thereby making it more likely that trajecto-

ries will proceed to product.

Take home message:

• Shape selection by epi-isozizaene synthase can lower barriers

for steps in the epi-isozizaene-forming carbocation cascade

reaction, thereby increasing the likelihood of direct formation

of epi-isozizaene over byproducts.

Outlook
Clearly, non-statistical dynamic effects play important roles in

carbocation rearrangement reactions. Neglecting such dynamic

effects may lead to incorrect conclusions about lifetimes of par-

ticular structures and product distributions – not merely for

reactions of academic interest, but for reactions that occur in

Nature during the biosynthesis of complex natural products.

While characterizing the dynamical behavior of reactive species

is challenging, it can be accomplished using modern computa-

tional approaches. We look forward to many more studies that

do so. We believe as predicted so presciently by Lionel Salem

four and a half decades ago, “…the beautiful mechanistic
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Figure 11: Top: carbocation rearrangements involved in epi-isozizaene formation. Bottom: reaction coordinate diagram for conversion of the bisabolyl
cation to the zizyl cation in the absence (solid lines; computed relative energies in kcal/mol) and presence (broken lines) of epi-isozizaene synthase.

schemes used by organic chemists to interpret reactions will

slowly be supplemented and may eventually be replaced by a

detailed picture of the dynamic behavior of the reacting species

on a complex potential energy surface” [103].
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Abstract
The α-pyrone moiety is a structural feature found in a huge variety of biologically active metabolites. In recent times new insights

into additional biosynthetic mechanisms, yielding in such six-membered unsaturated ester ring residues have been obtained. The

purpose of this mini-review is to give a brief overview of α-pyrones and the mechanisms forming the basis of their natural synthe-

sis. Especially the chain interconnecting enzymes, showing homology to ketosynthases which catalyze Claisen-like condensation

reactions, will be presented.

571

Introduction
α-Pyrones (1, also 2-pyrones) represent a moiety widespread in

nature (Figure 1). The motif of a six-membered cyclic unsatu-

rated ester is present in a large number of natural products, and

molecules containing α-pyrones can be found in all three king-

doms of life. Additionally α-pyrones, especially the structurally

simple ones, i.e., triacetic acid lactone (2) and tetraacetic acid

lactone (3) (Figure 1), represent widely exploited building

blocks in synthetic chemistry. Examples are the syntheses of

compounds like α-chymotrypsin, coumarins, pheromones, and

solanopyrones [1]. Known biological functions reach from

intermediates and end products in primary metabolism to

signaling molecules and molecules which are applied for

defense against competitors and predators. The biological activ-

ities these compounds exhibit is immense, including antimicro-

bial [2], antitumor [3,4], and cytotoxic activities [5]. Aflatoxins,

produced by several Aspergillus species, are known to cause

food poisoning due to their cytotoxic activity. They can regu-

larly be found in improperly stored food, hence, entering the

food supply chain [6]. Further coumarin derivatives, e.g.,

umbelliferone (4), esculetin (5), and scopoletin (6), are subject

of investigation due to their pharmacological properties, i.e.,

anticancer effects (Figure 1) [7]. α-Pyrones have also been

shown to be HIV protease [8-10] and selective COX-2 inhibi-

tors [11,12], and further, signaling functions were attributed to

them. Already in the 1990s an unusual dialkyl-substituted

α-pyrone (supellapyrone, 7) was detected to be the cockroach

sex pheromone [13], and recently it was reported that so called

photopyrones (8–15) act as signaling molecules in the cell–cell

communication system of the bacterium Photorhabdus lumi-

nescens (Figure 1) [14].
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Figure 1: Selected monocyclic and monobenzo α-pyrone structures.

Since the biological activities of α-pyrones are very diverse,

these compounds are in the focus of synthetic chemists [15].

Hence, the phenomenal abundance of natural products and of

chemically synthesized derivatives therefrom justifies several

reviews, and comprehensive articles exist [1,16]. However, in

the present review the diverse biosynthesis of α-pyrones will be

the focus. Different mechanisms for the biosynthesis of these

mostly polyketide-derived structures exist, thus it is assumed

that the route towards α-pyrones has been developed several

times in evolution. They can be built up by the catalytic activi-

ties of the different types of polyketide synthase (PKS) systems,

and especially the final ring formation yielding in the α-pyrone

moiety can be accomplished in different ways. The different

biosynthetic routes towards an α-pyrone ring will be presented.

The biosynthetic mechanisms to yield saturated lactones, like

the statin drug lovastatin, which is in application for lowering

cholesterol, will not be discussed.

Review
1 Occurrence and activities
In this chapter special sub-types of α-pyrones will be described.

The compounds are grouped into three categories depending on

their structural features: (i) dibenzo-α-pyrones, (ii) monocyclic

α-pyrones, and (iii) monobenzo-α-pyrones.

1.1 Dibenzo-α-pyrones
Dibenzo-α-pyrones (16) harbor the α-pyrone moiety in the

middle part and consist of three ring structures (Figure 2). Aro-

matic rings are fused to edge c and e of the central 2-pyrone,

yielding the basic structure of 16.

Figure 2: The basic core structure of dibenzo-α-pyrones.

Many dibenzo-α-pyrone-producing fungi have been described.

However, it seems that they are mainly distributed in the

Alternaria species and mycobionts. Especially endophytic fungi

can be regarded as source organisms. Alternariol (17), altenuene

(18), and alternariol 9-methyl ether (19) have been described

from Alternaria sp. [17], botrallin (20) from Hyalodendriella

sp. [18], and graphislactone A (21) from Cephalosporium acre-

monium IFB-E007 (Figure 3) [19]. These compounds show

toxic effects in plants and animals. In addition, Alternaria spp.

have been involved in the contamination of food, even in refrig-

erated stocks, since the fungi is able to grow also at low temper-

ature. Alternaria spp. had also been linked to a poultry disease

outbreak called poultry hemorrhagic syndrome. However, the

main toxic effects seem to be linked to other toxins produced,

e.g., the non pyrone metabolite tenuazonic acid [20]. Neverthe-

less, alternariol (17) and altenuene (18) were studied for their

toxicity using different assays. Toxicity to Artemia salina larvae

was examined by measuring the optical motility and resulted in

IC50 values of 150 µg/mL [21]. A comparable result was ob-

tained using the disk method of inoculation, whereby the IC50

values were 100 µg/mL for 17 and 375 µg/mL for 18 [22].
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Figure 4: Structure of ellagic acid and of the urolithins, the latter metabolized from ellagic acid by intestinal bacteria.

Further, alternariol (17) and derivatives were tested against

L5178Y mouse lymphoma cells. Here 17 was the most active

compound with an EC50 value of 1.7 μg/mL [23]. In another in

vitro assay, this time a biochemical assay using protein kinase,

the IC50 values were determined, and 17 inhibited 10 out of the

24 kinases tested. The results of the MTT and the kinase assay

showed a similar pattern, and hence it was concluded that pro-

tein kinase inhibition should be one mechanism leading to the

cytotoxicity of 17. In a study using human colon carcinoma

cells to elucidate the cell death mode and the pathways trig-

gered by 17, the induction of an apoptotic process was revealed.

Further investigations showed that cell death was mediated

through a mitochondria-dependent pathway [24]. In murine

hepatoma cells it was shown that 17 and its methyl ether 19

interfere with the transcription factor and by inducing the

so-called aryl hydrocarbon receptor, apoptosis is mediated by

inducing cytochrome P450 1A1 [25]. For alternariol 9-methyl

ether (19) and the graphislactone A (21) cytotoxic effects

against the human cancer cell line SW1116 with IC50 values be-

tween 8.5 and 21 μg/mL were reported [26].

Figure 3: Selected dibenzo-α-pyrones.

These toxic fungi-derived metabolites are often pathogenic to

plants, and are therefore called phytotoxins. Phytotoxins are

divided into host-specific and host non-specific toxins, whereby

the here named Alternaria-derived dibenzo-α-pyrones 17, 18,

and 19 represent host-specific phytotoxins [26].

Several dibenzo-α-pyrones have been isolated from plant parts.

Purified from roots, bulbi, heartwood, or whole plant material,

the origin of some plant-derived pyrones is not finally clarified,

since the production by endophytic fungi cannot be excluded.

Djalonensone was isolated from Anthocleista djalonensis

(Loganiaceae) roots, but is identical to alternariol 9-methyl

ether (the corresponding bioactivities are described above.) The

latter was isolated from a series of fungi including endophytic

species. Thus, the possibility that a fungus is the real producer

cannot be ruled out. In addition, production by a fungus and

modification of the metabolites by plant enzymes is also

possible. Further α-pyrone plant secondary metabolites are

ellagitannins and ellagic acid (22) [27] (Figure 4). These

metabolites are important constituents of different foods, e.g.,

berries, nuts, medicinal plants and tisanes, as well as of grapes

and oak-aged wines. These natural products are not absorbed in

the intestinal tract; rather they are metabolized by intestinal

bacteria, yielding so called urolithins (23–27, Figure 4). There-

fore, it can be assumed that the urolithins are responsible for the

biological activities related to the intake of ellagitannins by

higher organisms. Such urolithins show different phenolic

hydroxylation patterns and have been isolated from animal

feces.

Concerning the activity urolithin A (23), urolithin B (24), and

isourolithin A (27), all isolated from fruits of Trapa natans

(water chestnut) showed antioxidant activity [28]. Testing

urolithins A, B, C, D (23–26) in an assay using myelomono-

cytic HL-60 cells showed antioxidant activities for 23, 25 and

26. These three derivatives inhibited the reactive oxygen

species (ROS)-dependent oxygenation of the non-fluorescent

2’,7’-dichlorodihydrofluorescein (DCFH) to the fluorescent

2’,7’-dichlorofluorescein (DCF) [29]. This antioxidant activity
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was also linked to anti-inflammatory effects by testing the in

vivo effects of 23 in a carrageenan-induced paw edema assay.

Oral administration of 23 to mice prior to carrageenan injection

resulted in a significant decrease in paw edema, compared to

the control group [30]. Further, weak antiallergic activity in the

mM range was indicated for urolithin A (23), urolithin B (24),

and isourolithin A (27), by testing the influences of these com-

pounds on the activity of the enzyme hyaluronidase. The latter

is involved in inflammation reactions. The authors isolated 23,

24 and 27 from the feces of Trogopterus xanthipes (flying

squirrel) by bioactivity-guided fractionation, and determined

IC50 values for the pure compounds to be in the low mM range

(1.33, 1.07 and 2.33 mM, respectively) [31]. Also estrogenic

and antiestrogenic activities in a dose-dependent manner were

shown for 23 and 24. Thus, the authors suggested further

research to evaluate the possible role of ellagitannins and ellagic

acid as dietary “pro-phytoestrogens” [32].

Even though many α-pyrones have been isolated from bacteria,

only one dibenzo variant was described, i.e., murayalactone

(28) isolated from Streptomyces murayamaensis (Figure 5) [33].

Figure 5: Structure of murayalactone, the only dibenzo-α-pyrone de-
scribed from bacteria.

1.2 Monocyclic α-pyrones
In addition to the aforementioned examples also the simplest

α-pyrones show remarkable biological effects. Isolated from

several fungi, e.g., Trichoderma viride, 6-pentyl-α-pyrone (29)

showed antifungal activity against Rhizoctonia cerealis, Gaeu-

mannomyces graminis and Botrytis cinerea (Figure 6) [34]. The

structural related trichopyrone (30) instead showed no antimi-

crobial activity [35]. For compound 29 it was further revealed

that it represents the prominent headspace volatile of Tricho-

derma asperellum IsmT5 [36]. Deeper investigation of the vola-

tiles released by Trichoderma species revealed the complexity

of the volatile mixture consisting of many derivatives [37].

Several alkylated and alkenylated α-pyrones with length varia-

tions in the side chain and different positions of olefinic double

bonds were isolated in the headspace extracts and unambigu-

ously assigned by comparison to authentic standards [37].

Co-cultivation experiments of T. asperellum and Arabidopsis

thaliana without physical contact resulted in smaller but vital

and robust plants. Therefore, 29 was applied to A. thaliana, and

the growth and defense reactions were verified. A. thaliana pre-

exposed to 29 showed significantly reduced symptoms when

challenged with B. cinerea and Alternaria brassicicola [36].

Figure 6: Structures of the 6-pentyl-2-pyrone (29) and of trichopyrone
(30). Only 29 showed antifungal activity.

Beside the examples of simple substituted α-pyrone derivatives,

such as triacetic acid lactone (2), tetraacetic acid lactone (3),

and 6-pentyl-2-pyrone (29) also more complex systems, e.g.,

bufalin (31) [38], fusapyrones (32,33) [39], or the α-pyrone

antibiotics corallopyronins (34,35) [40] and myxopyronins

(36,37) [41], exist in the group of monocyclic α-pyrones

(Figure 7).

The bufadienolides are an important group of steroids contain-

ing an α-pyrone moiety. The α-pyrone ring is here connected to

a steroid nucleus, as exemplified in bufalin (31, Figure 7).

These α-pyrones were detected in several plants, as well as in

animals. The vast amount of derivatives shows also very diverse

biological activities. The bufadienolides from succulent plants

of the family Crassulaceae cause the symptoms of cardiac

poisoning in animals. Animal sources are the name giving toad

genus Bufo and others, e.g., Photinus (fireflies) and Rhab-

dophis (snake). The abundance of bufadienolides in some Bufo

species is extremely high, and all together, over eighty deriva-

tives have already been isolated, e.g., the epoxide-containing

resibufogenin (38, Figure 7) was isolated from the Chinese toad

skin extract drug Ch´an Su. It showed growth inhibition effects

on human oral epidermoid carcinoma KB cells and murine

leukemia MH-60 cells [42].

Testing the inhibitory effect of corallopyronin A (34) against

various microorganisms revealed promising activity against

Gram-positive bacteria, but no relevant effect on Gram-nega-

tive bacteria (only at concentrations >100 µg/mL activity was

observed). Against Staphylococcus aureus  a MIC of

0.097 µg/mL and against Bacillus megaterium of 0.39 µg/mL

was obtained [40]. Myxopyronin B (37), the most active deriva-

tive of the myxopyronins, showed comparable activities, e.g.,

MIC of 0.3 and 0.8 µg/mL against S. aureus and B. mega-

terium, respectively [43]. In addition corallopyronin A was also



Beilstein J. Org. Chem. 2016, 12, 571–588.

575

Figure 7: Selected monocyclic α-pyrones.

Figure 8: Structures of the gibepyrones A–F.

tested successfully using an in vivo mouse model for the treat-

ment of infections with filarial nematodes [44]. Such antibiot-

ics produced by heterotroph bacteria, e.g., marine and terres-

trial myxobacteria which can feed on other bacteria, are sug-

gested as predatory weapons to paralyze and kill their prey

[45,46].

Fusapyrone (32) and the derivative deoxyfusapyrone (33) had

been isolated from Fusarium semitectum [39]. These com-

pounds show considerable antifungal activity, e.g., a minimum

inhibitory concentration against Botrytis cinerea, Aspergillus

parasiticus, and Penicillium brevi-compactum in the range of

0.78–6.25 µg/mL [47]. Testing the zootoxicity of 32 and 33,

using brine shrimp assays, revealed that only approximately

50-fold higher concentrations had a negative effect. Therefore,

it was concluded that these compounds might be used together

with biocontrol yeasts to control crop diseases which can occur

while storing the crops [47]. From another strain of this fungal

genus, i.e., Fusarium fujikuroi, the gibepyrones A–F (39–44)

were isolated (Figure 8) [48]. The activity of these compounds

was tested against bacterial and fungal strains. However, the ac-

tivities were extremely low, e.g. gibepyrone A inhibited B.

subtilis and S. cerevisiae at 100 µg/mL.

The diastereomeric pair of phomenin A (45) and phomenin B

(46) was isolated from the phytopathogenic fungus Phoma

tracheiphila,[49] and from Alternaria infectoria (Figure 9) [50].

Further,  the same compound 45  was isolated from

Leptosphaeria maculans and named phomapyrone A, as well as

from the mediterranean ascoglossan mollusc Ercolania fune-
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Figure 9: Structures of the phomenins A and B.

real, described as cyercene [51]. Phomenin A displayed phyto-

toxicity at a concentration of 100 µg/mL. Chemical synthesis

approaches enabled then to investigate many more α-pyrone de-

rivatives for their antimicrobial and cytotoxic properties [2].

The volatile α-pyrone 5-(2,4-dimethylheptyl)-3-methyl-2H-

pyran-2-one (7, Figure 1), also named supellapyrone) is used by

female brownbanded cockroaches to attract males [13]. It is

known that cockroaches use pheromones in many aspects of

influencing interacting behavior between individuals. Hence,

such volatiles are used in courtship behavior to find mating

partners. Also another α-pyrone fulfilling pheromone function

in insects is known, i.e., the queen recognition pheromone of

the red imported fire ant, 6-(1-pentenyl)-2H-pyran-2-one (47,

Figure 10) [52].

Also antitumor activities of α-pyrones had been shown. Thus,

pironetin (47, Figure 10) induced apoptosis in a dose- and time-

dependent manner, and tubulin assembly was inhibited in vitro

[53]. The natural product was isolated from Streptomyces sp.

NK10958 [54], and its biosynthesis was investigated using

various 13C-labeled precursors [55]. Hence, it was concluded

that beside four acetate units also two propionate units and one

butyrate unit form the backbone, while the O-methylation is

S-adenosyl-methionine dependent.

Figure 10: Structures of monocyclic α-pyrones showing pheromone
(47) and antitumor activity (48), respectively.

Also cyclooxygenase-2 (COX-2) inhibitors are an interesting

target of research, due to the fact that the progression of

Alzheimer’s disease was slowed down by using anti-inflamma-

tory drugs. Thus, selective COX-2 inhibitors, anti-inflammato-

ry compounds themselves, might have beneficial effects in vivo.

Several derivatives of 6-alkyl (alkoxy or alkylthio)-4-aryl-3-(4-

methanesulfonylphenyl)pyrones 49 had been synthesized to get

insights into structure activity relationships, whereby 6-methyl-

3-(4-methanesulfonylphenyl)-4-phenylpyran-2-one (50) showed

the best combination of inhibitory concentration and selectivity

(IC50 = 0.68 µM, SI = 904; Figure 11) [56].

Figure 11: Structures of 6-alkyl (alkoxy or alkylthio)-4-aryl-3-(4-
methanesulfonylphenyl)pyrones.

A further group of compounds are the kavalactones 51

(Figure 12), e.g., yangonin (52, Figure 12), which have been

isolated from Piper methysticum [57]. At various regions of the

Pacific Ocean the roots of the plant have been used for a long

time to produce a drink with sedative and anesthetic properties.

The α-pyrones responsible for the influence on the nervous

system have a wide variety of effects including amnestic, anal-

gesic, anticonvulsant, anxiolytic, nootropic, and sedative/

hypnotic activities [58].

Figure 12: Structures of kavalactones.

Highly active α-pyrones, i.e., germicidins (53, 54, Figure 13),

were isolated from Streptomyces viridochromogenes NRRL

B-1551, whereby the compounds had been detected in the

supernatant of germinated spores, as well as in the supernatant

of the submerged culture [59]. The excretion of these com-

pounds prevents the germination of the spores too close to the



Beilstein J. Org. Chem. 2016, 12, 571–588.

577

Figure 15: The structures of the monobenzo-α-pyrone anticoagulant drugs warfarin and phenprocoumon.

parent culture. Germination of S. viridochromogenes NRRL

B-1551 spores is inhibited at pM concentrations, i.e., 200 pM

(40 pg/mL). A comparable effect was also observed by applying

53 and 54 to seeds, however, only at much higher concentra-

tions. Germination of Lepidium sativum (garden cress) seeds

was clearly retarded. An additional in vitro effect was inhibi-

tion of porcine Na+/K+-activated ATPase. Germicidin was the

first known autoregulative inhibitor of spore germination in the

genus Streptomyces [59]. Influence on plant germination was

also shown for further lactones. An inhibiting effect was proven

for 3,4-dimethylpentan-4-olid from the plant pathogenic fungus

Hymenoscyphus pseudoalbidus, which inhibited germination of

Fraxinus excelsior (European ash) seeds [60]. In contrast,

3-methyl-2H-furo[2,3-c]pyran-2-one, a component of smoke

derived from burning plant material, promotes seed germina-

tion [61].

Figure 13: Strutures of germicins.

Recently, a further regulatory function for α-pyrones within

bacteria was discovered. The so called photopyrones (8–15,

Figure 1) represent extracellular signals involved in cell–cell

communication [14]. Photorhabdus luminescens, an entomo-

pathogenic bacterium species, excretes these molecules, and

binding of the latter to the respective receptor, i.e., the PluR

protein, leads to the activation of the Photorhabdus clumping

factor (PCF) operon (pcfABCDEF). The phenotypic change ob-

served due to PCF expression was cell clumping, which in turn

contributed to insect toxicity [14]. Structurally related are the

pseudopyronines A (55), B (56), and C (57, Figure 14), which

have been isolated from different Pseudomonas strains [62,63].

Compounds 55 and 56 had been initially tested positive for

antimycobacterial and antiparasitic activities and both inhibited

fatty acid biosynthesis [62]. The new derivative 57, possessing

a longer eastern acyl moiety, was identified in Pseudomonas sp.

GM30, and it was subsequently proven by heterologous expres-

sion experiments with ketosynthase which is responsible for the

biosynthesis of these derivatives [63].

Figure 14: Structures of the pseudopyronines.

1.3 Monobenzo-α-pyrones
Synthetic derivatives of the natural product 4-hydroxycoumarin

are widely used as anticoagulant drugs. Warfarin (58,

Figure 15) – initially introduced as a pesticide against rats and

mice – is the most described oral anticoagulant drug in North

America. The derivative phenprocoumon (59, Figure 15) is the

most commonly used anticoagulant in Germany. Phenpro-

coumon was further identified as a lead template with HIV

protease inhibitory activity, i.e., Ki = 1 µM [64]. However, the

prototype of these anticoagulant drugs was dicoumarol (60),

which was in use until it was replaced by other derivatives, e.g.,

58 and 59 [65].

Aflatoxins are poisonous and cancer-causing monobenzo-α-

pyrones [6]. Several derivatives exist, whereby aflatoxin B1 (61,

Figure 16) represents the most poisonous compound. Usually

these toxins are ingested, but 61 can also permeate through the

skin. The aflatoxins are PKS-derived molecules which undergo

an extreme rearrangement [66]. The cytotoxic effects of the

coumarin derivatives umbelliferone (4, Figure 1), esculetin (5,

Figure 1), and scopoletin (6, Figure 1) are subject of anticancer

research [67]. Marmesin (62) was first isolated from the fruits

of Ammi majus [67], and is currently under investigation as an

agent for the treatment of angiogenesis-related diseases, e.g.,

cancer [68]. A structurally related compound, i.e., isopim-
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Figure 16: Structures of selected monobenzo-α-pyrones.

pinellin (63), was also first isolated from fruits of Ammi majus

[69]. It was shown that 63 blocks DNA adduct formation and

skin tumor initiation in mice [70]. Psoralen (64), isolated from

plants, e.g., Ficus carica, had been used against skin diseases

due to its mutagenic effect [71].

Bacterial monobenzo-α-pyrones were isolated from the

myxobacterium Stigmatella aurantiaca MYX-030. Myxo-

coumarins A (65) and B (66) were identified, and 65 was tested

for antifungal activity [72]. It showed a promising activity

against agronomically important pathogens, e.g., complete inhi-

bition of Magnaporthe grisea and Phaeosphaeria nodorum at

67 µg/mL, and Botrytis cinerea was inhibited at 200 µg/mL.

2 Biosynthesis
Even though the α-pyrones possessing interesting activities

were in the focus of chemical synthesis approaches for a long

time, for most of them the clarification of the biosynthesis

remained unknown for many years.

An early example for a biosynthetic hypothesis is the biosynthe-

sis of the simple 6-pentyl-α-pyrone (29), which was hypothe-

sized to start with the C-18 linoleic acid. This acid is then short-

ened by β-oxidation reactions to a C-10 intermediate, i.e.,

5-hydroxy-2,4-decenoic acid (72), which undergoes lactoniza-

tion to yield 29 (Figure 17) [34]. This hypothesis is based on the

fact that feeding studies with Trichoderma harzianum and

T. viride using [U-14C]linoleic acid or [5-14C]sodium meval-

onate revealed the incorporation of these labelled compounds

into 6-pentyl-α-pyrone (29). Labelled sodium mevalonate was

used to test for the possible link between the isoprenic pathway

and biosynthesis of 29. The experiments revealed that the incor-

poration of labelled linoleic acid reached within the first 24

hours 18-fold higher ratios than labelled sodium mevalonate.

Therefore, the authors suggested that β-oxidation of linoleic

acid is a probable main step in the biosynthetic pathway of 29 in

Trichoderma species [34]. The incorporation of labelled sodi-

um mevalonate is hypothesized to be due to degradation to

acetate with following polymerization to fatty acids [34].

Figure 17: Hypothetical pathway of 29 generation from linoleic acid
[34].

Now, it is generally accepted that most α-pyrones are synthe-

sized via the polyketide pathway. Solely for plant-derived

ellagitannins another biosynthetic origin was described. Via the

shikimate pathway gallic acid is generated, which represents the

precursor in ellagitannin biosynthesis [73]. The ellagitannins
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Figure 18: Proposed biosynthetic pathway of alternariol (modified from [77]). Malonyl-CoA building blocks are applied to build up the enzyme-bound
polyketide chain. Cyclization between C-2, C-7 and C-8, C-13, as well as lactonization takes place, resulting in alternariol (17). Subsequently, a meth-
ylation and a hydroxylation reaction occur, catalyzed by the respective enzymes.

can then be hydrolyzed to ellagic acid (22), and subsequently

converted to urolithins (23–27). In microorganisms the PKS-

derived origin was independently postulated for numerous com-

pounds. The polyketide biosynthesis has much in common with

fatty acid biosynthesis: The mechanisms of chain elongation

resemble each other, and simple building blocks, e.g., acetyl-

CoA and malonyl-CoA, are used to build up the molecule [74].

In general both, polyketides and fatty acids are assembled by

repeating Claisen-condensations between an activated acyl-

starter unit and malonyl-CoA-derived extender units. This

process is catalyzed by the concerted action of a ketosynthase

(KS), an acyltransferase (AT), and either a phosphopantetheiny-

lated acyl carrier protein (ACP), or CoA to which the nascent

chain is attached. After each elongation step the β-keto func-

tionality can be reduced by further enzymes involved. In fatty

acid biosynthesis usually a complete reductive cycle takes

place, i.e., a ketoreductase (KR) generates a hydroxy group, a

dehydratase (DH) reduces to an alkene double bond, and an

enoyl reductase (ER) yields a completely saturated acyl-back-

bone. These reductive steps are optional in PKS biosynthesis,

and considering the pyrone ring formation, an unsaturated PKS

chain residue attached to the carrier is essential. This general

PKS catalyzed mechanism is accomplished by different enzy-

matic machineries. In the following section the three PKS types

which can be responsible for the biosynthesis of the polyketide

chain are described. A strong indication was that in the genome

of the alternariol producer Alternaria alternate two PKS genes,

i.e., pksJ and pksH, had been identified, whose expression

pattern was in correlation with alternariol (17) production [75].

Mutant strains with downregulated expression level for these

PKSI systems were constructed and suggested that PksJ is the

PKS required for the biosynthesis of 17. PksH downregulation

affected pksJ expression and in that way influenced biosynthe-

sis of 17 as well. The initially postulated biosynthesis via

norlichexanthone was ruled out by incorporation studies in

Alternaria tenuis using [1-13C, 18O2]-labeled acetate. This

resulted in high incorporation of acetate-derived oxygen into all

the oxygen-bearing carbons [76]. A proposed biosynthetic path-

way of 17 [77] (by aromatization of a polyketide), and of deriv-

atives (by post-PKS reactions) is shown in Figure 18. The

authors suggested that seven malonyl-CoA building blocks are

connected via Claisen-condensation reactions, followed by

aldol-type cyclizations between C-2 and C-7, as well as be-

tween C-8 and C-13. The subsequent lactonization yields

alternariol (17). However, it can be assumed that the starter

molecule should be acetyl-CoA. Through subsequent chain

elongation by six malonyl-CoA extender units the linear chain

is assembled. It has to be mentioned, that there is still an

ongoing debate about the real alternariol-producing PKS in

A. alternate, but the building blocks and the general mecha-

nism are accepted [78].

2.1 Biosynthesis by PKSI systems
The biosynthesis of an α-pyrone by a modular PKSI system will

be showcased using the phenylnannolone (73–75, Figure 19)

pathway (Figure 20) [79]. The aromatic starter is cinnamic acid,

which is elongated by a butyrate moiety. Subsequently three

further elongation steps, this time using malonate as extender

units, follow. This results in the incorporation of acetate units

via Claisen-condensation reactions. The reductive domains, i.e.,

ketoreductase (KR) and dehydration (DH) domains, present in

the distinct modules reduce the keto group in a stepwise manner

to the hydroxy group and the C=C double bond. Subsequently,

the KR present in the terminal module catalyzes the reduction

of the β-keto group to an L-hydroxy group. This hydroxy is

then further reduced by the catalytic activity of the DH in the
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Figure 19: Structures of phenylnannolones and of enterocin, both
biosynthesized via polyketide synthase systems.

terminal module, which results in a cis-configured double bond.

Through the formation of the cis double bond the sterical

arrangement of the nascent chain favors the lactone ring closure

which results in the α-pyrone moiety. Hence, the polyketide is

released from the assembly line, whereby the thioesterase (TE)

domain catalyzes the ring-closure and therewith also the off-

loading from the PKSI system [79]. A comparable mechanism,

in which a TE is involved in off-loading the nascent chain from

the PKS assembly line by lactonization, was described for other

natural products, e.g., the isochromanone ring formation for the

ajudazols A and B in Chondromyces crocatus Cm c5 [80].

2.2 Biosynthesis by PKSII systems
In the type II PKS-catalyzed biosynthesis, the subunit type of

such megaenzyme systems, the starter molecule and the

extender units, mostly malonate molecules, are assembled at the

same ACP. A lactonization at the ACP-bound terminus yields

the pyrone ring. As an example the enterocin (76, Figure 19)

biosynthesis will be regarded (Figure 20). In the marine

bacterium Streptomyces maritimus a gene cluster correspond-

ing to enterocin (enc) biosynthesis was identified [81]. The

minimal enc PKS, EncABC, is encoded by a set of genes archi-

tecturally similar to most other type II PKS clusters. EncA

represents the KSα, EncB the KSβ, and EncC the ACP domain.

First, an uncommon benzoate starter unit gets elongated by

seven malonate molecules. This nascent carbon chain under-

goes a rare Favorskii-like rearrangement and lactonization to

yield the polyketide 76.

2.3 Biosynthesis by PKSIII systems
Type III PKSs are relatively small molecules, since in contrast

to the PKSs of type I and II they solely consist of a single

ketosynthase. A single KS connects the CoA-bound starter and

extender units; and also in this system the final lactonization of

the peptide-bound polyketide chain results in the pyrone ring.

Type III systems synthesize a variety of aromatic polyketides.

First discovered in plants, later PKS III systems have also been

described in fungi and bacteria. BpsA (for Bacillus pyrone

synthase) was analyzed in vivo and in vitro [82]. These experi-

ments revealed BpsA to be indeed the enzyme responsible for

the synthesis of triketide pyrones. The substrates used by BpsA

are long-chain fatty acyl-CoAs and malonyl-CoAs – either as

starter or as elongation building blocks, respectively

(Figure 20). Generating B. subtilis mutant strains, overex-

pressing the bpsA gene, yielded in triketide pyrenes. Once the

adjacent gene bpsB, the latter coding for a methyltransferase,

was co-overexpressed, the methylated variants, i.e., triketide

pyrone methyl ethers, were synthesized. The pyrone-forming

activity of BpsA was also proven in vitro, using heterologously

expressed protein. Thereby, the chain length of the acyl residue

had only minor influence on the pyrone formation, since many

substrates had been accepted. This could be expected, since the

α-pyrone formation takes place at the enzyme-tethered end of

the nascent chain, resulting in off-loading.

2.4 Biosynthesis by free-standing ketosynthases
In contrast to the α-pyrone formation by intramolecular cycliza-

tion reactions, also the condensation of two polyketide chains

can result in a pyrone ring. Such a mechanism was indicated by

feeding experiments for the antibiotically active compounds 36

[83] and 34 [84]. The resulting labeling pattern clearly showed

that the central α-pyrone ring of the molecule was not the result

of a usual intramolecular reaction. Rather, an interconnection of

two independent chains should form the central ring structure.

In addition further molecules, e.g., photopyrones (8–15) from

Photorhabdus luminescens are synthesized by such a head-to-

head condensation of two acyl moieties [60]. Also the csypy-

rones (79–81, Figure 21), first reported from Aspergillus

oryzae, are composed of two independent chains which are

interconnected thereafter [85]. Recently, the biosynthetic origin

of the pseudopyronines A (55) and B (56) in Pseudomonas

putida BW11M1 was clarified – and again two chains are fused

to yield the final products [86]. Thus, it can be assumed that this

mechanism is exemplified quite often in natural products.

Therefore, in the next paragraph the chain interconnecting

mechanism will be described.

For α-pyrone antibiotics, the corallopyronin and myxopyronin

derivatives, free-standing KSs encoded in the respective cluster,

i.e., CorB and MxnB, were suggested as the chain-intercon-

necting enzymes [84,87]. These enzymes have now been inves-

tigated in detail.

In vitro assays using NAC thioesters of the western and eastern

chains in the biosynthesis of 36 [88], as well as simplified sub-
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Figure 20: Pyrone ring formation. Examples for the three types of PKS systems are shown in A–C. In D the mechanism catalyzed by a free-standing
ketosynthase is depicted. Herein the keto–enol tautomerism is shown. A) Polyketide synthase (PKS) type I: The end part of the phenylnannolone A
biosynthesis is given. The ACP-tethered nascent chain gets elongated by the incorporation of acetate units. The corresponding reductive domains
(ketoreductase, KR; and dehydratase, DH) reduce the β-keto group to a cis double bond. The chain is then released from the assembly line through
pyrone ring formation catalyzed by the thioesterase (TE) domain, resulting in 73. B) PKS type II: The precursor of the enterocin biosynthesis, com-
prising the uncommon benzoate starter unit, is shown attached to the ACP domain, which forms a complex with the KSα and the KSβ domain. Modifi-
cation, rearrangement and lactonization of this bound precursor yield enterocin (77). C) PKS type III: The starter molecule, e.g., a CoA-activated fatty
acid, gets loaded to the PKS III enzyme. Two rounds of chain elongation via malonyl-CoA take place before the molecule is released by pyrone ring
formation, resulting in 77. D) The two ACP-tethered chains are interconnected by the catalytic activity of a free-standing KS. In the second step the
lactonization takes place, facilitated by the keto–enol tautomerism. Thereby the α-pyrone 78 is formed.

strate mimics of both antibiotics [88,89] provided experimental

evidence that the free-standing ketosynthases are responsible

for the α-pyrone ring formation. In both publications non-enzy-

matic condensation was ruled out, since in the absence of the

respective protein no product formation was detectable. For

MxnB it was further shown that in vitro conditions can be opti-

mized by applying carrier-protein-bound substrates instead of

the SNAC-coupled substrates, i.e., this resulted in a 12-fold

increase of product formation. This is an additional hint that

protein–protein interactions represent an important factor in

PKS systems. Further, it seemed that the carrier proteins

conferred specificity for α-pyrone ring formation, since once the

carrier proteins were primed in each case with the other sub-

strate (mimic), the production rate decreased significantly.
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Figure 22: Schematic drawing of the T-shaped catalytic cavities of the related enzymes CorB and MxnB. The two cavities, each harboring one chain
are depicted in green and blue, respectively. The phosphopantetheine arm of the ACP reaches into the T-shaped catalytic cavity through a third
hydrophobic channel. The oxyanion hole is highlighted by a pink circle. In that way the two chains are positioned face to face. A) Transacylation of the
eastern chain to C121 of CorB. The simplified mimic of the eastern chain (shown in bold) was placed into the active site on the basis of its unbiased
(F0–Fc)-difference electron density. The remaining portion of the eastern chain was modeled into the cavity. B) Transacylation of the western chain to
the catalytic C121 of MxnB. In vitro experiments assaying MxnB together with substrate mimics indicate the transacylation of the western chain as the
natural mechanism. It can be assumed that different chains alter the binding preferences for CorB and MxnB.

Figure 21: Structures of csypyrones.

However, a certain degree of flexibility in α-pyrone ring forma-

tion was proven by the in vitro experiments using the ketosyn-

thases CorB and MxnB. In addition, the substrate specificity

was analyzed in vivo in a mutasynthesis study employing a

Myxococcus fulvus mutant unable to biosynthesize the western

chain. This study revealed that MxnB is capable of condensing

a wide variety of activated synthetic western chains with the

carrier protein bound native eastern chain [90].

The two proposed mechanism for CorB and MxnB closely

resembles each other, but certain differences have also been

proposed, as will be discussed here. First, one chain is trans-

ferred and covalently linked to the active-site cysteine. This

results in an activation of the cysteine-tethered chain. In the

second step, the other chain is placed into the proximal cavity,

orienting the α-carbon in a position suitable for the nucleo-

philic attack by the cysteine-tethered, activated chain. Thereby,

the second chain is still attached to the ACP, the phosphopan-

tetheine residue reaching into the T-shaped catalytic cavity,

enabling the placement of the two chains in opposite directions

(Figure 22 and Figure 23). In that way a nucleophilic attack of

the enzyme-bound chain onto the carbonyl carbon of the ACP-

tethered chain is facilitated. Hence, a diketothioester is formed,

which results in chain interconnection and the release of the cat-

alytic cysteine. Subsequently, lactonization can take place. It is

assumed that an enolate exists as an intermediate in the forma-

tion of the C–O bond [88]. Even though for both enzymes no

experimental evidences for the chronological order of the two

condensation reactions exist, it can be expected that the C–C
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Figure 23: Stereo representation of the CorB binding situation (modified from [89]). The substrate mimic (dark violet) was placed into the active site
on the basis of its unbiased (F0–Fc)-difference electron density and the remaining portion of the eastern chain (light magenta) was modeled into the
cavity. The western chain was modeled into the proximal cavity on the basis of a homologue α-pyrone synthase using the pantotheine entity as an
anchor point.

bond is formed prior to lactonization [88]. For the following

lactonization process a spontaneous reaction can be anticipated,

which takes place once the two chains are interconnected, since

thereby the atoms needed for lactonization are positioned in

close proximity to each other. The sterical requirements within

the catalytic cavity of CorB and MxnB do not favor the ring

closure, thus the second step might take place in solution [90].

It has to be mentioned that the results between CorB and MxnB

differ slightly. The in vitro results obtained for MxnB imply

that the western chain gets covalently attached, prior to conden-

sation with the second chain. The transfer of the western chain

from the corresponding ACP to MxnB occurred much faster

than the transfer of the eastern chain [88]. However, concern-

ing CorB it was possible to observe a substantial positive elec-

tron density at the catalytic cysteine as a result of substrate

incubation prior to crystallization. This was only possible with a

very short substrate mimic which renders more similarity to the

eastern chain. Using the longer western chain mimic no suit-

able crystals for structure determination could be produced

(neither for CorB, nor for MxnB). Thus, in the CorB model the

eastern chain was covalently attached. These inconsistent

results indicate that the use of different chains could alter the

binding preference.

Also CsyB from Aspergillus oryzae catalyzes the condensation

of two β-ketoacyl-CoAs [85]. However, this mechanism to form

3-acetyl-4-hydroxy-6-alkyl-α-pyrones (79–81) significantly

differs from the one catalyzed by the myxobacterial ketosyn-

thases described before [89]. CsyB is indeed an up to now unex-

emplified case of a type III PKS with dual function. First, CsyB

catalyzes chain elongation – as many other PKS III enzymes.

Secondly, it catalyzes the condensation of two β-ketoacyl units

– a mechanism comparable to the enzymes described in the

previous paragraph. It possesses two β-ketoacyl-CoA coupling

activities to synthesize acylalkylpyrone. The initially proposed

mechanism for the formation of 3-acetyl-4-hydroxy-6-alkyl-α-

pyrone by CysB was the coupling of a β-keto fatty acid acyl

intermediate with acetoacetyl-CoA, followed by pyrone ring

formation (Figure 24 A) [85]. Then, as the crystal structure was

solved the authors proposed the detailed mechanism as follows

[91]: First, acetoacetyl-CoA is loaded onto the catalytic cysteine

residue. Subsequently, the thioester bond is cleaved by the

nucleophilic water molecule, which itself is activated through

hydrogen bonding to the catalytic cysteine and a histidine

residue. Thereby, the β-keto acid intermediate is generated. This

intermediate is proposed to be placed within the novel pocket, a

cavity accessible from the conventional elongation/cyclization

pocket. After the replacement of the first β-keto acid, the second
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Figure 24: Proposed mechanism for the CsyB enzymatic reaction. A) Coupling reaction of the β-keto fatty acyl intermediate with acetoacetyl-CoA fol-
lowed by pyrone ring formation (modified from [85]). B) Detailed mechanism; the two chains are color coded (orange and violet), as well as the water
molecule (red) whose oxygen atom is incorporated into the α-pyrone (modified from [91]).

β-ketoacyl unit is produced. The catalytic cavity of CysB is

loaded with a fatty acyl-CoA which is elongated with one mole-

cule of malonyl-CoA, yielding the second β-ketoacyl chain.

Condensation of the two chains generates the final product,

whereby first the two chains are interconnected due to a nucleo-

philic attack, and subsequently an intramolecular lactonization

takes place. In that way the ring closure results in the elimina-

tion of a water molecule, yielding the csypyrones harboring four

O-atoms. The first step of the proposed mechanism was delig-

nated from a set of in vitro assays, which indicated that the 18O

atom of the H2
18O molecule – which should be activated by

hydrogen bonds networks with a histidine and the catalytic

cysteine residue – is enzymatically incorporated into the final

product (Figure 24 B). However, this mechanism is hard to

prove, because 18O incorporation into the molecule can occur

due to spontaneous exchange. Anyway, CysB clearly differs

from CorB and MxnB. The latter condense two β-ketoacyl

chains in a Claisen-like reaction to form the α-pyrone, while

CysB should first generate a β-keto acid intermediate by hydro-

lysis of the thioester bond. Then the starter of the second chain

is loaded onto the free catalytic cysteine, gets elongated by a

malonyl-CoA before the nucleophilic attack of the first chain. In

that way the thioester bond is cleaved and subsequently

lactonization takes place, yielding in the final product

(Figure 24 B).

In Photorhabdus luminescens it was shown that α-pyrones act

as bacterial signaling molecules at low nanomolar concentra-

tions [14]. A similar mechanism for the biosynthesis of these

photopyrones as for the above mentioned α-pyrone antibiotics

myxo- and corallopyronin was expected. To identify the gene

corresponding to the biosynthesis of these so-called photo-

pyrones, all ketosynthases which are not part of the usual fatty

acid biosynthesis had been identified in the genome of P. lumi-

nescens. Thereby the ketosynthases neighbored by genes related

to fatty acid synthesis had not been considered. Insertion

mutants were generated and the influence on photopyrone pro-

duction was analyzed. Thus, the gene ppyS (for photopyrone

synthase) was identified, since all other disruption mutants did

not yield in a photopyrone negative strain. Heterologous expres-
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sion of ppyS in E. coli, together with the bkdABC operon

(encoding the branched chain α-ketoacid dehydrogenase (Bkd)

complex) and ngrA (encoding a phosphopantetheinyl-trans-

ferase which is essential to generate the holo-acyl carrier pro-

tein BkdB) for the biosynthesis of branched-chain iso-fatty acid,

resulted in the production of photopyrone derivatives. This was

a functional proof that PpyS catalyzes the formation of

α-pyrones, as indicated before by feeding experiments with

stable isotope-labeled precursors. PpyS should connect

5-methyl-3-oxohexanoyl thioester and different thioesters of

straight-chain and iso-branched chain fatty acids [14]. The

mechanism proposal also includes the catalytic cysteine. The

first chain, i.e., thioester-activated 9-methyldecanoic acid, gets

covalently tethered to that important residue within the active

site. This reflects the same mechanism as for the other KS-like

enzymes described. Also for PpyS the proposal postulates that

the α-carbon of the enzyme-bound chain acts as a nucleophile.

Thus, this activated carbon executes a nucleophilic attack on the

carbonyl carbon of chain two, i.e., 5-methyl-3-oxohexanoyl

thioester, which is itself synthesized by the Bkd complex. In

that way a C–C bond is formed, and both chains are still at-

tached to the catalytic cysteine residue. This bound intermedi-

ate undergoes a further deprotonation, which enables the forma-

tion of the α-pyrone ring. Through the ring closure the α-pyrone

is released from PpyS. This second deprotonation can occur

spontaneously, or enzyme catalyzed. In contrast to the cases of

myxopyronins 36 and 37 and corallopyronins 34 and 35, no

PKSI system provides the ACP-bound chains. Therefore, the

substrates for the chain interconnection might be either ACP or

CoA bound. This would be depending on their origin in the cell,

either fatty acid biosynthesis or degradation. The flexibility of

the system in regard to the first chain to be bound to PpyS was

already shown by the photopyrones A–H, which differ in the

chain length and in the either branched or unbranched starting

unit.

No crystal structure for PpyS exists. Therefore, the structure

was modeled using OleA from Xanthomonas campestris, which

is showing the highest sequence identity (27%) of all available

PDB-deposited crystal structures as template. Using the gener-

ated homodimeric model of PpyS, docking studies of the sub-

strates onto the catalytic cysteine were performed. The result-

ing model suggested that a glutamate residue, which reaches

into the catalytic cavity of the respectively other homodimer,

acts as a base by forming a hydrogen bond with the α-carbon of

the covalently bound substrate (Figure 25). Indeed, the

exchange of this glutamate against an alanine residue resulted in

an inactive version of the protein. Further an arginine residue,

which could be involved in dimerization, was mutated to an

aspartate. Also this mutant lost its catalytic activity, indicating

that dimerization is essential [63].

Figure 25: Proposed biosynthesis of photopyrone D (37) by the en-
zyme PpyS from P. luminescens (modified from [63]). The catalytic
cysteine and the glutamate residue postulated to be involved in the
biosynthesis are indicated. The two chains are colored in red and
black, respectively.

The pseudopyronine synthase PyrS represents a homologue of

PpyS. Using PpyS from Pseudomonas sp. GM30, it was

analyzed if this KS is also involved in the formation of

α-pyrones. The two pseudopyronines A (55) and B (56) have

been up to now isolated from different Pseudomonas strains.

Recently, in an independent publication 55 and 56 have been

rediscovered from the banana rhizobacterium Pseudomonas

putida BW11M1 [86]. Feeding studies with isotopically

labelled precursors supported the biosynthesis from two chains.

Subsequent analysis of the draft genome of the strain revealed a

ppyS homologue. However, instead of the syntenic genomic

region where pseudomonads usually harbor the ppyS homo-

logue, it appeared that the gene has inserted between genes

belonging to carbohydrate metabolism in P. putida BW11M1.

An in-frame deletion mutant of the ppyS homologue was

constructed and yielded in a strain which lost the opportunity

for pseudopyronine biosynthesis [86]. Despite the similar mech-

anism for α-pyrone formation by PpyS homologues in the dif-

ferent Pseudomonas strains, a phylogenetic analysis revealed

that different clades of PpyS exist. These different clades reflect

also different locations in the genome sequences of the differ-
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ent Pseudomonas species: On a taxonomic level closely related

strains harbor the ppyS homologue in the same region of their

genome. Therefore, it can be assumed that the genetic informa-

tion coding for the enzyme needed to synthesize pseudopy-

ronines was acquired several times. Hence, Pseudomonas

species from different habitats, e.g., rhizosphere, soil, water,

acquired the gene set independently [86].

In summary different types of chain-interconnecting KSs which

catalyze α-pyrone ring formation were identified in the last

years. One mechanism is to fuse two ketoacyl moieties, as

exemplified by CorB and MxnB. Another mechanism is the

fusion of one ketoacyl moiety with one acyl moiety, as shown

for PpyS-like KSs. All evolved from FabH-type KSs, but form

different clades in phylogenetic analyses. PpyS-like enzymes

show the conserved glutamate residue – indicating a mecha-

nism distinct from the ketoacyl–ketoacyl-connecting KSs – and

were identified in different bacterial genera, i.e., Burkholderia,

Legionella, Nocardia, Microcystis and Streptomyces, therewith

also in clinically relevant pathogens [63]. Future work will

reveal which natural products are biosynthesized by such KSs,

and which relevance these products have.

Conclusion
The α-pyrones show an extraordinary wide variation in biologi-

cal activities, independently if structurally simple or complex,

naturally or non-naturally synthesized. Therefore, α-pyrones

represent a rich source for isolation studies and lead discovery.

Now, new insights into the biosynthesis of these molecules

through chain interconnecting ketosynthases were obtained.

This opens up the possibility to use these enzymes as tools;

both, in bio- as well as in semi-synthetic approaches. The poten-

tial of these enzymes in combinatorial biosynthesis has to be

further evaluated in the future.
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Abstract
Bacteria, which prey on other microorganisms, are commonly found in the environment. While some of these organisms act as soli-

tary hunters, others band together in large consortia before they attack their prey. Anecdotal reports suggest that bacteria practicing

such a wolfpack strategy utilize antibiotics as predatory weapons. Consistent with this hypothesis, genome sequencing revealed that

these micropredators possess impressive capacities for natural product biosynthesis. Here, we will present the results from recent

chemical investigations of this bacterial group, compare the biosynthetic potential with that of non-predatory bacteria and discuss

the link between predation and secondary metabolism.

594

Introduction
Microorganisms are major contributors to primary biomass pro-

duction and nutrient cycling in nature. The composition of a

microbial community shapes an ecosystem, but is also respon-

sive to biotic and environmental cues. Predation is among the

ecological forces, which drive the diversity and dynamics of

microbial consortia [1-3]. While protozoa and nematodes are

widely known as bacterivores [4,5], the existence of predatory

prokaryotes is often neglected despite the abundance of the

latter and their early occurrence in the history of life, likely

preceding eukaryotic predators [6-9].

Predatory behavior is in fact not uncommon for bacteria. It can

be observed in many different species, which are found in the

actinobacteria (e.g., Agromyces ramosus) [10], the chloroflexi

(e.g., Herpetosiphon spp.) [11,12], the proteobacteria (e.g.,

Bdellovibrio bacteriovorus, Myxococcus xanthus, Ensifer
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adhaerens, Cupriavidus necator, Lysobacter spp.) [13-17], the

bacteroidetes (e.g., Saprospira grandis, Tenacibaculum spp.)

[18,19], and even in the cyanobacteria (e.g., Vampirovibrio

chlorellavorus) [20]. Depending on their feeding behavior,

that is, whether or not their diet relies exclusively on prey

consumption, these bacteria have been classified as obligate or

facultative predators [6]. While obligate predators can only

survive by consuming other bacteria, facultative predators

readily switch to a saprophytic lifestyle in the absence of appro-

priate preys [21]. Another division of predatory bacteria is

based on their hunting strategies [22]. Epibiotic predation

involves attachment to the outer surface of the prey, which is

then followed by a degradation of the prey’s cell wall and

assimilation of cell components through specialized structures

[23]. Other predatory bacteria are known to directly penetrate

the prey cell in a process called diacytosis [24,25] or to selec-

tively invade the periplasm of Gram-negative bacteria [26]. The

corresponding behaviors are referred to as endobiotic and

periplasmic predation, respectively [22]. Another strategy,

which is called group or ‘wolfpack’ predation, is only practiced

by facultative predators. A prerequisite for this collaborative

type of hunting is a quorum of predatory cells, which pool

hydrolytic enzymes, proteases or nucleases in order to lyse and

feed on nearby prey [22].

Group predation occurs predominantly in bacteria, which also

display social swarming behavior, gliding motility and sophisti-

cated communication systems. Illustrative examples include the

myxobacteria, as well as Lysobacter and Herpetosiphon species

[6,27-29]. Members of these taxa are further characterized by

their large genome sizes and their striking potential for the pro-

duction of structurally diverse natural products with antimicro-

bial activities [12,30-35]. For many years, it has been specu-

lated whether antibiotic biosynthesis is functionally linked to

the predatory lifestyle of these organisms [27,36]. In this

review, we will address this unresolved question both from a

genomic perspective and on the basis of chemical investiga-

tions. Terrestrial myxobacteria and the genus Herpetosiphon

will be in the focus of our analysis, whereas Lysobacter spp.,

which have just been the subject of a comparative metabolom-

ics study [37], are not covered. For information on marine

myxobacteria, readers are referred to the review article by

König et al. in this Thematic Series [38].

Review
Biology and biosynthetic potential of
myxobacteria
Myxobacteria are ubiquitous soil bacteria with a complex life

cycle, which involves the coordinated differentiation from indi-

vidual cells into multicellular fruiting bodies under starvation

conditions [39,40]. Furthermore, myxobacteria are distin-

guished by their unique gliding motility allowing a rapid

swarming dispersal [41], which likely also benefits their preda-

tion strategy. Considering their highly sophisticated develop-

mental program and their manifold social interactions, it is not

surprising that fruiting myxobacteria are among the prokary-

otes with the largest genomes. Their genomes typically range

from 9 up to 15 Mbp in size and contain between 7,285 (Myxo-

coccus fulvus HW-1) and 11,599 (Sorangium cellulosum

So0157-2) protein-coding sequences (Table 1) [42-47]. In com-

parison, the genome of the standard laboratory bacterium

Escherichia coli comprises only 4.6 Mbp of DNA [48]. With a

single exception, all myxobacterial genomes that have been

sequenced to date consist of a single circular chromosome and

feature no plasmids [42-47,49,50]. To evaluate the biosynthetic

capabilities of the myxobacterial strains listed in Table 1, their

genome sequences were scanned for the presence of putative

secondary metabolite gene clusters using the publicly available

online tool antiSMASH 3.0 [51]. This analysis revealed that all

strains possess extraordinary capacities for natural product

assembly. Interestingly, however, the number of biosynthetic

loci is not linearly correlated with the genome size. The largest

number of secondary metabolite gene clusters was found in

Corallococcus coralloides DSM 2259 and not in the two

Sorangium cellulosum strains, although the latter feature signifi-

cantly larger genomes (Table 1). When the number of detected

loci is related to the genome size, it becomes obvious that the

Cystobacterineae strains consistently possess more biosynthesis

gene clusters per Mbp of DNA than the analyzed Sorangiineae

and that they also devote a larger percentage of their total

nucleotides to natural product biosynthesis. Noteworthy in this

context, the genera Myxococcus and Corallococcus, on the one

hand, as well as the genus Sorangium, on the other, represent

different nutritional types among the myxobacteria. Only the

former are bacteriolytic and attack other microorganisms,

whereas the latter live as cellulose degraders [36,52-54]. Al-

though mere numbers of biosynthesis gene clusters provide no

information about the identity or biological role of the associat-

ed natural products, we note that predatory myxobacteria pos-

sess a higher density of secondary metabolite gene clusters in

their genomes than their non-predatory relatives.

But are these clusters indicators for predatory behavior? – To

answer this question, we will take a closer look at their meta-

bolic products using Myxococcus xanthus DK1622 as an exam-

ple. This strain, a model organism for the analysis of myxobac-

terial fruiting body development and motility, feeds on a num-

ber of different soil bacteria upon direct contact by a mecha-

nism called predatory rippling [14,55]. Although the biology of

M. xanthus DK1622 had been thoroughly investigated for

decades, the bacterium did not come into the focus of natural

product chemists until the sequencing of its genome. Bioinfor-
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Table 1: Taxonomic assignment, nutrition, genomic and biosynthetic features of myxobacterial strains.

Myxococcus
fulvus HW-1

Myxococcus
xanthus DK1622

Corallococcus
coralloides
DSM 2259

Myxococcus
stipitatus
DSM 14675

Sorangium
cellulosum
So ce56

Sorangium
cellulosum
So0157-2

Suborder Cystobacterineae Cystobacterineae Cystobacterineae Cystobacterineae Sorangiineae Sorangiineae
Family Myxococcaceae Myxococcaceae Myxococcaceae Myxococcaceae Polyangiaceae Polyangiaceae
Nutrition saprotrophic

predatory
saprotrophic
predatory

saprotrophic
predatory

saprotrophic
predatory

saprotrophic,
cellulolytic

saprotrophic,
cellulolytic

Genome size
[bp]

9,003,593 9,139,763 10,080,619 10,350,586 13,033,779 14,782,125

Protein-coding
sequences

7,285 7,388 8,033 8,043 9,367 11,599

GenBank
accession no.

CP002830 CP000113 CP003389 CP004025 AM746676 CP003969

Reference [42] [43] [44] [45] [46] [47]
# of
biosynthesis
gene clustersa

25 24 36 29 31 34

# of
biosynthesis
gene clusters
per Mbp

2.78 2.63 3.57 2.80 2.38 2.30

Combined
length of
biosynthesis
clusters [bp]a

1,147,796 1,329,413 1,571,607 1,672,930 1,199,901 1,450,537

Genome
portion devoted
to biosynthesis
[%]

12.75 14.55 15.59 16.16 9.21 9.81

aNumbers and size of biosynthesis loci were determined using antiSMASH [50].

matic analysis of the DK1622 chromosome with antiSMASH

indicated the presence of 24 gene clusters, which are involved

in the secondary metabolism (Table 2).

Until now, six loci have been associated with isolated natural

products on the basis of biosynthetic precedence and extensive

metabolome analyses (Figure 1) [56,57]. While some of the

retrieved compounds from M. xanthus DK1622 are also known

from different myxobacterial species, as exemplified by the

myxochelins [58-60] and myxochromides [61,62], others were

initially discovered in this strain, such as the myxoprincomides

[57] and the DKxanthenes [63].

The known secondary metabolites of M. xanthus DK1622 show

a wide range of biological activities and can hence be expected

to fulfill different ecological functions. The yellow DKxan-

thenes, for instance, play a crucial role in spore maturation

during fruiting body formation [63]. They were also shown to

possess antioxidative properties and might thus confer resis-

tance towards oxidative stress [63]. Structurally, the DKxan-

thenes harbor a hydrophilic asparagine moiety attached to a

hydrophobic polyene chain bearing an additional oxazoline and

pyrrol ring system. Their production seems to be universal

among Myxococcus strains and several derivatives varying in

their polyene chain length as well as extent of methyl branching

have been identified [63-65]. The myxochromides represent

another pigment family commonly encountered in myxobac-

teria [61,65,66]. While their chemistry and biosynthesis have

been thoroughly explored [62,67], the biological function of

these cyclic depsipeptides is still not clear. In contrast, the

myxochelins primarily serve as siderophores for M. xanthus

DK1622, as evidenced by their iron-responsive production and

complexing properties [58,59]. Recent studies also unveiled

specific enzymatic targets for these natural products [60,68],

which are not due to their iron affinity [69]. Myxalamids [70-

73] and myxovirescins [74-79] are distinguished by their potent

antimicrobial activities. The former are inhibitors of electron

transport in the respiratory chain. They were shown to block the

electron flow at complex I of mitochondria (NADH:ubiquinone

oxidoreductase) in a competitive manner, but do not act on bac-

terial complex I [71,72]. This explains why the myxalamids are

mainly active against fungi [71].
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Table 2: Biosynthetic gene clusters in the genome of M. xanthus DK1622 and their predicted or known products.a

No. Cluster location Type Actual or predicted product Estimated size [kb]

1 MXAN_0889-MXAN_0906 terpene carotenoid 21.0
2 MXAN_1276-MXAN_1312 NRPS dipeptide 46.3
3 MXAN_1508-MXAN_1543 other unknown 44.4
4 MXAN_1588-MXAN_1624 NRPS hexapeptide 64.6
5 MXAN_2782-MXAN_2814 NRPS/PKS (type I) unknown 51.8
6 MXAN_2847-MXAN_2864 lantipeptide class II lantipeptide 23.3
7 MXAN_3447-MXAN_3479 PKS (type I) unknown 46.7
8 MXAN_3551-MXAN_3559 bacteriocin bacteriocin 10.9
9 MXAN_3602-MXAN_3658 NRPS/PKS (type I) + NRPS lipopeptide + myxochelin 168.4
10 MXAN_3763-MXAN_3797 NRPS/PKS (type I) myxoprincomide 82.8
11 MXAN_3917-MXAN_3957 trans-AT-PKS/NRPS myxovirescin 109.6
12 MXAN_3986-MXAN_4020 NRPS/PKS (type I) lipopeptide 70.3
13 MXAN_4057-MXAN_4100 PKS (type I)/NRPS myxochromide 69.0
14 MXAN_4156-MXAN_4166 bacteriocin bacteriocin 11.7
15 MXAN_4271-MXAN_4312 PKS (type I)/NRPS DKxanthene 76.9
16 MXAN_4384-MXAN_4402 NRPS/PKS (type I) unknown 48.2
17 MXAN_4404-MXAN_4438 NRPS/PKS (type I) lipopeptide 70.0
18 MXAN_4508-MXAN_4549 NRPS/PKS (type I) myxalamide 92.7
19 MXAN_4545-MXAN_4561 lantipeptide lantipeptide 26.2
20 MXAN_4578-MXAN_4618 NRPS lipopeptide 79.4
21 MXAN_4951-MXAN_4960 bacteriocin bacteriocin 10.8
22 MXAN_6241-MXAN_6257 terpene geosmin 22.2
23 MXAN_6377-MXAN_6414 lantipeptide/ladderane/ PKS (type II) unknown 41.1
24 MXAN_6618-MXAN_6659 PKS (type III) alkylresorcinol 41.1

aAll predictions are according to [50], except for the assignment of the myxochelin gene cluster.

Figure 1: Natural products isolated from M. xanthus DK1622. DKxanthene-534 (1); myxalamid B (2); myxovirescin A1 (3); myxochromide A3 (4);
myxoprincomide (5); myxochelin A (6).
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The myxovirescins comprise a family of closely related antibi-

otics featuring a distinctive 28-membered macrolide ring. First

discovered by Rosenberg et al. in M. xanthus TA [74], the

myxovirescins were later also reported from other myxobacte-

rial isolates, including strain DK1622 [75-79]. Myxovirescins

are excreted during late exponential and early stationary growth

phase and display strong inhibitory activities on growing bacte-

rial cells, even when applied at concentrations less than

5 µg/mL. Toxicity against eukaryotic cells was not observed

[74,80]. Myxovirescin A1 was found to be particularly effec-

tive against enterobacteria with a minimal inhibitory concentra-

tion (MIC) of 1 µg/mL [75]. Its mode of action was deduced

after genetic characterization of myxovirescin-resistant E. coli

mutants [81]. The antibiotic interferes with cell-wall biosynthe-

sis by inhibiting a novel target, i.e., the type II signal peptidase

LspA, which is involved in the maturation of lipoproteins re-

quired for murein biosynthesis [81].

Myxovirescin A1 (also known as antibiotic TA) and its deriva-

tives seem to be of particular importance for the predatory

lifestyle of M. xanthus DK1622. Gene deletion experiments

demonstrated that a loss of myxovirescin biosynthesis signifi-

cantly affects the ability of the myxobacterium to kill actively

growing E. coli cells [82]. Furthermore, myxovirescin-resistant

E. coli strains were shown to be largely resistant against preda-

tion by DK1622, demonstrating for the first time a clear link

between antibiotic production and predation. However,

myxovirescins cannot be considered as universal predatory

weapons for M. xanthus DK1622, as the macrolides have no

effects on the Gram-positive prey bacterium Micrococcus luteus

[82]. It remains unclear whether as yet unidentified antibiotics

from the DK1622 metabolome complement the bioactivity of

myxovirescins and, thereby, expand the prey spectrum. Alterna-

tively, it is possible that the killing of M. luteus involves a dif-

ferent predation strategy (e.g., attack with hydrolytic enzymes).

In any case, the coordinate production of antibiotics, such as

myxovirescin A, requires a tight regulatory network in preda-

tory myxobacteria [80]. This is also reflected in the genome of

M. xanthus DK1622, which features an unusual high duplica-

tion frequency of genes encoding regulatory proteins like

serine-threonine kinases and enhancer binding proteins (EBPs)

[43]. EBPs are regulatory proteins influencing the transcription

by binding to a specific enhancer-like element (ELE) sequence

located in close vicinity to the corresponding promoter in a δ54

dependent manner [83]. Two EBPs of M. xanthus DK1622,

namely HsfA and MXAN4899, have recently been identified as

transcriptional regulators of secondary metabolism via

DNA–protein pull-down assays [84]. Knock-out studies

revealed that both EBPs are necessary for the formation of

intact fruiting body and sporulation. DKxanthene biosynthesis

was strongly influenced by HsfA and MXAN4899, respective-

ly, which is in good agreement with the biological function of

this compound class [63]. Furthermore, the two EBPs were

linked to the regulation of the myxovirescin pathway and

motility. While HsfA acted as a repressor of the myxovirescin

production, MXAN4899 could exert enhancing or inhibitory

effects depending on the nutrition status of the myxobacterium.

The findings of this study attested a complex regulatory

network to M. xanthus DK1622, in which development, preda-

tion, and motility are clearly connected to secondary metabo-

lism [84].

Lastly, it should be mentioned that genomic data might also

provide the explanation for the predatory behavior of some

myxobacteria. Nutritional studies had shown that M. xanthus

cannot be grown in the absence of branched-chain amino acids

[85]. Consistent with these results, the genome of strain

DK1622 lacks ilvC and ilvD genes, which are required for the

biosynthesis of these amino acids. It was hence speculated that

predation might compensate for this deficiency [43]. Analysis

of the other myxobacterial genomes now lends support to this

assumption. We found the absence of ilvC and ilvD to be a

consistent trait in the bacteriolytic Myxococcus and Corallo-

coccus strains, whereas the genomes of the cellulolytic

Sorangium strains harbor well-conserved homologs of both

genes.

Antibiotics from myxobacteria with a possible
role in predation
The following listing highlights few selected antibiotics from

myxobacteria in the context of predation. For a comprehensive

overview of bioactive compounds from myxobacteria and their

modes of action, the reader is referred to the excellent review

articles by König et al. [33] and Müller et al. [86].

Gulmirecins: The gulmirecins were found in a culture broth of

the predatory myxobacterium Pyxidicoccus fallax HKI 727

(Figure 2) [87]. Their discovery is an illustrative example on

how new antibiotics can be retrieved from predatory bacteria.

The isolation of predatory bacteria from soil is typically

achieved by means of baiting techniques. For this, a pea-sized

sample is placed on a nutrient-poor agar medium, that was pre-

viously inoculated with potential prey microbes [88-90]. These

organisms serve as attractants that will allow the enrichment of

any predators present in the soil sample. Baiting techniques

have proven to be particularly useful for the recovery of bacteri-

olytic myxobacteria, as swarming and fruiting body formation

facilitate the separation from other microorganisms [91]. If the

isolation procedure is repeated with varying "food organisms",

it becomes possible to select for myxobacteria that can be

distinguished by their preference for certain prey bacteria. This
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Figure 2: Vegetative cells of P. fallax HKI 727 under a phase-contrast microscope (K. Martin, unpublished). Bar is 10 μm (A). Structures of
gulmirecin A (7), gulmirecin B (8), disciformycin A (9), and disciformycin B (10) (B).

approach was also used during the isolation of strain HKI 727,

which readily consumed the prey bacterium Bacillus subtilis,

but not Escherichia coli. Further tests revealed that P. fallax

HKI 727 exhibits a prey range that is restricted to Gram-posi-

tive bacteria. Culture extracts of strain HKI 727 showed a

consistent antimicrobial profile, i.e., they were highly active

against Gram-positive bacteria. Bioactivity-guided fractiona-

tion then led to the identification of the gulmirecins as the

active principles [87].

Chemically, the gulmirecins form a novel class of antibiotics

together with the disciformycins [92], which were discovered in

a different P. fallax strain upon a large-scale screening. The

distinctive 12-membered macrolide scaffold in these natural

products features an arabinose moiety (Figure 2), which is only

rarely observed in bacterial polyketides. The main difference

between gulmirecins A and B is the presence or absence of an

isovalerate substituent. Comparison with the bioactivity data of

the disciformycins suggests that the isovalerate motive is impor-

tant for the antibacterial activity. Due to their potent effects

against human pathogenic staphylococci as well as negligible

toxicity, gulmirecins A and disciformycin B have become

promising candidate compounds for the design of new antibiot-

ics [93,94]. Since the gene loci that are involved in their biosyn-

theses have been identified [87,92], it might even be possible to

genetically engineer further derivatives in the future. The close

correlation between the activity profile of the gulmirecins and

the prey range of strain HKI 727 further suggests that isolation

procedures for predatory bacteria can be directed in order to

obtain strains producing antibiotics against specific pathogens.

Myxopyronins and corallopyronins: The myxopyronins were

first reported in 1983 from a culture supernatant of Myxococcus

fulvus Mxf50 [95,96]. Later, the structurally related corallo-

pyronins were found in different strains of Corallococcus coral-

loides [97-99]. Myxopyronins and corallopyronins share a

common scaffold composed of a central pyrone ring carrying

two flexible side chains (Figure 3). Structural variability mani-

fests in the so-called western side chain, which ranges from 10

(myxopyronin A) up to 18 carbon atoms (corallopyronin B). In

contrast, the eastern chain is conserved among all members and

features a terminal methyl carbamate moiety. Differences in the

architectures of the respective biosynthetic assembly lines were

recently shown to account for the diverging frameworks of the

western chain [100-102].

Myxopyronins and corallopyronins turned out to be highly

active against Gram-positive bacteria with MIC values between

0.1 and 1.0 µg/mL for Staphylococcus aureus, whereas their

inhibitory effects on Gram-negative strains are in general much

weaker. Gram-negative bacteria of the genus Wolbachia, which

have emerged as a new target for filariasis control, constitute a

significant exception [103]. Already in the 1980s, incorporation

studies with labeled precursors revealed the inhibition of

prokaryotic RNA polymerase (RNAP) as mode of action for

myxopyronins and corallopyronins [95,97]. Later on, mutagen-
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Figure 3: Structures of myxopyronins A (11) and B (12), corallo-
pyronins A (13), B (14) and C (15), as well as precorallopyronin A (16).

esis experiments as well as binding studies indicated that the

antibiotics interact with the RNAP switch region [104,105],

which acts as a hinge mediating conformational changes during

transcription [106]. During early stages of transcriptional initia-

tion, the RNAP clamp possesses an opened form in order to

allow binding of the promoter DNA to the active-center cleft.

At late transcriptional initiation and elongation, the clamp

changes into a closed position to retain the DNA inside the

active-center cleft. After binding to the switch region, myxo-

pyronins and corallopyronins prevent the opening of the clamp

[104,105].

Prey bacteria that develop resistance against corallopyronin,

e.g., due to a rpoB mutation, also become resistant towards

predation by C. coralloides [82]. It is thus likely that corallo-

pyronin is produced by myxobacteria to facilitate feeding on

other bacteria.

Althiomycin: The antibiotic althiomycin (Figure 4) had been

initially discovered in cultures of Streptomyces althioticus

[107], before it was also reported from strains of Myxococcus

virescens, M. xanthus, and Cystobacter fuscus [108]. The

pentapeptide is broadly active against Gram-positive as well as

Gram-negative bacteria and was shown to selectively inhibit

bacterial protein synthesis. Its specific site of inhibition is the

50S subunit of the ribosome, where althiomycin interferes with

the peptidyl transferase reaction [109,110]. The althiomycin

biosynthetic gene cluster was recently identified in M. xanthus

DK897 by a combination of retrobiosynthetic analysis and gene

inactivation [111]. Two open reading frames (ORFs) encoding

for a nonribosomal peptide synthetase (NRPS) and a NRPS/

polyketide synthase (PKS) hybrid were found to be involved in

the assembly of the core structure. Furthermore, the cluster

included four additional ORFs that have specific roles in

tailoring reactions and drug resistance [111].

Figure 4: Structure of althiomycin (17).

Unlike the ubiquitous DKxanthenes or myxochelins, althio-

mycin is only produced by a few members of the species

M. xanthus [65]. For instance, the model strain DK1622 lacks

the althiomycin biosynthesis genes and is even sensitive against

this antibiotic [111]. In a comprehensive chemical analysis of

98 different M. xanthus strains, althiomycin was never ob-

served together with myxovirescins [65]. It is hence very

tempting to speculate that the predatory weapon myxovirescin

could have been replaced by another potent antibiotic. Consid-

ering the dispersal of althiomycin biosynthesis genes in many

taxonomically unrelated bacteria [112], it appears possible that

some myxobacteria acquired the respective locus via horizontal

gene transfer.

Cystobactamids: The cystobactamids were recently isolated

from a Cystobacter sp. and represent a novel class of NRPS-

derived antimicrobial peptides [113]. Cystobactamids 919-1 and

919-2 (Figure 5) display an unusual aromatic scaffold

composed of p-nitrobenzoic acid and four p-aminobenzoic acid

(PABA)-derived moieties. The latter vary in their oxidation and

substitution pattern, which may even comprise rare isopropoxy

groups. The two unmodified PABA residues in compounds

919-1 and 919-2 are connected via an iso-β-methoxyasparagine

or a β-methoxyasparagine unit, respectively. In contrast, the

tripeptidic cystobactamid 507 seems to be either a biosynthetic

byproduct or a degradation fragment of its larger congeners. All

cystobactamids lack antifungal and cytotoxic properties, but

they exhibit significant antibacterial activities. Especially deriv-
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Figure 5: Structures of cystobactamids 919-1 (18), 919-2 (19), and 507 (20).

ative 919-2 (19) possesses strong inhibitory effects on the

growth of Gram-positive and Gram-negative bacteria. Suscep-

tible bacteria include Acinetobacter baumannii, which is a

frequent inhabitant of soil, but has received even more atten-

tion as a causative agent of hard-to-treat nosocomial infections

[113].

Analysis of the cystobactamid biosynthesis gene cluster led to

the identification of a gene encoding a putative resistance

factor. This discovery was the starting point for resolving the

molecular target of these antibiotics. Subsequent assays con-

firmed that the cystobactamids act as bacterial DNA gyrase in-

hibitors [113]. Whether or not the cystobactamids are involved

in predation has not been investigated yet. Their potent activity

at nanomolar concentrations against a broad range of bacteria

would undoubtedly make them excellent molecules for hunting

down prey.

Biology and biosynthetic potential of Herpeto-
siphon spp.
Taxonomically, the genus Herpetosiphon belongs to the class

Chloroflexi within the homonymous phylum. Members of

this phylum are metabolically highly diverse, including

dehalorespiring anaerobes besides aerobic CO-oxidizing ther-

mophiles, chlorophototrophs and chemoheterotrophs [114-116].

Characteristic features in the class Chloroflexi comprise a fila-

mentous morphology and gliding motility. The associated

bacteria stain Gram-negative, albeit lacking a lipopolysaccha-

ride-containing outer membrane [117], and they typically grow

phototrophically under anoxic conditions [118]. In stark

contrast to its relatives, Herpetosiphon is not capable of photo-

synthesis. It has been proposed that the genus diverged from the

major lineage upon loss of its photosystem and has shifted

to a saprophytic, facultative predatory lifestyle [114]. Herpeto-

siphon spp. seem to be widely distributed in soil and freshwater

environments [119], where they attack and digest a multitude of

bacteria [11]. Akin to myxobacteria, they are assumed to prac-

tice group predation [6]. Actually, the genus only includes two

validly described species, namely H. aurantiacus and H.

geysericola. The genome of H. aurantiacus 114-95T, which is

the type species of the entire genus, was fully sequenced and

annotated [12]. Furthermore, a draft genome sequence of H.

geysericola has recently become available [120]. The circular

chromosomes of the two Herpetosiphon strains are of compa-

rable size, i.e., 6.35 and 6.14 Mbp, whereas their phototrophic

relatives have smaller replicons that range from 4.68 to

5.80 Mbp [12]. It thus appears as if there has been an enlarge-

ment of the predator’s genomes. Some of the expansion that is

evident results from the acquisition of genes involved in sec-

ondary metabolism [121]. While the potential of Chloroflexus

and Roseiflexus spp. for the production of natural products is

negligible [122], the Herpetosiphon genomes contain a signifi-
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Table 3: Taxonomic assignment, nutrition, genomic and biosynthetic features of Chloroflexi bacteria.

Herpetosiphon
aurantiacus
114-95T

Herpetosiphon
geysericola GC-42

Chloroflexus
aurantiacus
J-10-fl

Chloroflexus
aggregans
DSM 9485

Roseiflexus
castenholzii
DSM 13941

Roseiflexus
sp. RS-1

Order Herpetosiphonales Herpetosiphonales Chloroflexales Chloroflexales Chloroflexales Chloroflexales
Nutrition saprotrophic

predatory
saprotrophic
predatory

phototrophic phototrophic phototrophic phototrophic

Chromosome
size [bp]

6,346,587 6,140,412 (draft) 5,258,541 4,684,931 5,723,298 5,801,598

Protein-coding
sequences

5,577 4,688 3,853 3,679 4,492 4,639

GenBank
accession no.

CP000875 NZ_
LGKP00000000

CP000909 CP001337 CP000804 CP000686

Reference [12] [120] [122] GenBank GenBank GenBank
# of biosynthesis
gene clustersa

14 9 2 4 4 4

# of biosynthesis
gene clusters
per Mbp

2.21 1.47 0.38 0.43 0.70 0.69

Combined
length of
biosynthesis
clusters [bp]a

821,829 300,554 42,182 42,170 117,838 117,958

Genome portion
devoted to
biosynthesis [%]

12.95 4.89 0.80 0.90 2.06 2.03

aNumbers and size of biosynthesis loci were determined using antiSMASH [50].

cant number of biosynthetic loci (Table 3). Unlike actino-

mycete genomes, which are particularly rich in polyketide path-

ways [123], the Herpetosiphon chromosomes were found to be

dominated by NRPS or mixed NRPS/PKS clusters. This situa-

tion is hence quite similar to myxobacteria [56]. An unexpected

finding, however, was the discovery of an enediyne PKS gene

in H. aurantiacus 114-95T. Enediynes are highly potent antibi-

otics, causing DNA-strand scissions. Although an impressive

number of 87 enediyne clusters could be identified in

sequencing projects over the past years, comparatively few loci

were retrieved from microbes outside the actinobacteria [124].

This suggests an event of horizontal gene transfer (HGT) in

H. aurantiacus 114-95T. Analysis of a large NRPS/PKS cluster

in the same strain yielded even more compelling evidence for

HGT. Not only is the respective cluster enclosed by a number of

transposon fragments, it also features an above-average G+C

content of ≈66% (the genome standard is 50.9%) as well as sig-

nificant G+C shifts in its border regions [12]. The observation

that HGT is in part responsible for the accumulation of biosyn-

thesis genes is again reminiscent of the predatory myxobacteria

[43].

Natural products from Herpetosiphon spp.
While myxobacteria are already known as a promising source

for natural product research [31,32], the genus Herpetosiphon

has been almost completely ignored in the field. It is therefore

no surprise that to date only three classes of secondary metabo-

lites have been reported from this genus (Figure 6). Siphona-

zole and its O-methyl derivative were the first natural products

to be isolated from a Herpetosiphon strain [125]. The two com-

pounds exhibit an unusual molecular architecture featuring two

oxazole rings connected by a two-carbon tether and a terminal

2,4-pentadienylamine moiety. Feeding experiments as well as

biosynthetic reasoning indicated that the siphonazoles originate

from a mixed PKS/NRPS pathway [125]. Both bisoxazoles

were found to possess anticancer properties, but they lack anti-

microbial activities [126]. In case the siphonazoles should con-

tribute to the predatory behavior of the producing strain, they

must exert more subtle effects than those described for

myxovirescins and gulmirecins.

Efforts to identify secondary metabolites from the

H. aurantiacus type strain 114-95T led to the discovery of

auriculamide (22) [127]. This natural product is composed of a

2-hydroxy-3-methylvalerate and a 2-amino-1-(3-chloro-4-

hydroxy-phenyl)pentan-3-one residue. A retrobiosynthetic anal-

ysis allowed the assignment of the gene cluster, which is re-

sponsible for the production of auriculamide. According to the

current biosynthetic model, the scaffold of auriculamide is

assembled on an NRPS/PKS enzyme complex. A decarboxyl-
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Figure 6: Structures of natural products isolated from Herpetosiphon
spp.: siphonazole (21); auriculamide (22); (+)-O-methylkolavelool (23).

ation reaction was proposed to shorten the off-loaded carboxylic

acid and to give rise to the unusual end group of the natural

product [127]. Whether auriculamide possesses antibiotic prop-

erties is still open. The low fermentation yield prevented biolog-

ical testing of the isolated compound.

More recently, the terpenome of H. aurantiacus 114-95T

received some attention. Researchers found two genes in the

chromosome, the enzymatic products of which exhibited high

sequence similarity to proteins that are responsible for the bio-

synthesis of tuberculosinol and isotuberculosinol in Mycobac-

terium tuberculosis [128]. Following in vitro studies of the two

Herpetosiphon enzymes as well as a reconstitution of the entire

associated pathway, (+)-O-methylkolavelool was identified as a

metabolic product. Subsequent GC–MS analyses confirmed that

this previously unknown diterpene is actually produced by the

predatory bacterium [128].

From genomic data, it is evident that the genus Herpetosiphon

harbors a significant potential for the biosynthesis of natural

products. The fact that no antibiotics have been described from

this bacterium yet is in our opinion most likely due to a lack of

adequate studies. Similar to other neglected producer organ-

isms [129], the genus Herpetosiphon can be expected to yield

many previously unknown natural products.

Conclusion
Bacteria practicing group predation possess comparatively large

replicons with an average size of 6.0 to 6.3 Mbp in case of

Lysobacter and Herpetosiphon spp., or 9.6 Mbp in case of

Myxococcus and Corallococcus spp. [12,37,49]. Although the

genome size must not necessarily exceed the most closely

related non-predatory species, as shown for the myxobacteria, a

distinctive feature between predatory and non-predatory strains

is the density of biosynthetic loci. In other words, families of

genes encoding the production of secondary metabolites were

consistently found to be overrepresented in the genomes of

predatory bacteria. This observation may reflect a need for

specialized molecules that coordinate swarm formation or

mediate prey killing. The assumption that the extended biosyn-

thetic capacities are due to the predatory lifestyle can, however,

not be verified, because only a small fraction of the correspond-

ing secondary metabolomes have been explored. Even in case

of model organisms, which were subject of extensive chemical

investigations, such as M. xanthus DK1622, the products of

most biosynthetic pathways await their discovery. On the other

hand, there is now strong evidence that compounds, such as the

myxovirescins or corallopyronins, are used by their producers

to enable feeding on certain prey bacteria [82]. The loss of these

antibiotics or, alternatively, a resistance development of the

prey organism could not be compensated by the predator and

always resulted in a restricted prey spectrum [82]. Regarding

the available information on the chemistry of predatory

myxobacteria, it seems likely that every strain has the potential

to produce at least a single class of natural products with potent

antibacterial activity. The high recovery rate of myxovirescins

and corallopyronins in strains of Myxococcus xanthus and

Corallococcus coralloides [65,100] suggests a correlation be-

tween taxonomy and secondary metabolism. The discovery of

the structurally related gulmirecins and disciformycins in differ-

ent strains of Pyxidicoccus fallax [87,92] further supports the

idea of species-specific antibiotics. Is the analysis of new

M. xanthus isolates hence futile in terms of antibiotic

discovery? – The observation of M. xanthus strains producing

althiomycin instead of myxovirescins indicates the opposite, al-

though the chance for retrieving antibiotics other than

myxovirescins from this species might be low [65]. However, it

should not be ignored that the activity profile of the identified

antibiotics from M. xanthus does not cover the entire prey spec-

trum of this predator.

In summary, predatory bacteria are a promising source to find

antibiotics, as these compounds confer a clear advantage to feed

on prey organisms. New compound classes can most likely be

expected from hardly studied genera and species. Also, it seems

advisable to consider the prey preference of a bacterial hunter

when searching for antibiotics that are active against selected

pathogens.
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Abstract
Muraymycins are a promising class of antimicrobial natural products. These uridine-derived nucleoside-peptide antibiotics inhibit

the bacterial membrane protein translocase I (MraY), a key enzyme in the intracellular part of peptidoglycan biosynthesis. This

review describes the structures of naturally occurring muraymycins, their mode of action, synthetic access to muraymycins and

their analogues, some structure–activity relationship (SAR) studies and first insights into muraymycin biosynthesis. It therefore

provides an overview on the current state of research, as well as an outlook on possible future developments in this field.
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Introduction
The treatment of infectious diseases caused by bacteria is a

severe issue. With multiresistant bacterial strains rendering

well-established therapeutic procedures ineffective, the explo-

ration of novel antimicrobial agents is of growing significance.

The discovery of penicillin [1] and the proof of its in vivo effi-

cacy [2] marked the starting point for the research on antibacte-

rial drugs during the so-called "golden age" of antibiotics.

Despite the early occurrence of first resistances [3-5], an inno-

vation gap followed from the 1960s onwards, during which only

few antibiotics were introduced into the market. Most of them

were modifications of established substances already in clinical

use. Current and future developments will have to consider

these improved 2nd and 3rd generation antibiotics [6] along-

side the search for completely unknown structures. For such

novel agents, natural products appear to be a promising source

[7-9].

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Bacteria deploy different mechanisms to escape the toxic effect

of an antibacterial drug [10-12]. These include the structural

modification and degradation of a drug, as it is reported for

aminoglycoside-modifying proteins [13], and alteration of the

drug target, as can be found in macrolide-resistant bacteria that

contain mutations in the bacterial ribosome [14]. Further mech-

anisms are an increased efflux [15] and a change in perme-

ability of the cell wall [16,17]. Due to the evolutionary pressure

exerted by antibiotics, bacteria featuring the aforementioned

mutations survive, proliferate and may even develop resis-

tances against multiple drug classes. Excessive application of

antibiotics fuels the emergence of multiresistant strains such as

hospital and community-associated methicillin-resistant Staphy-

lococcus aureus (MRSA) [18,19] and vancomycin-resistant

Enterococcus (VRE) [20]. This development raises the demand

for antibiotics exploiting yet unused modes of action. Potential

targets within bacteria include peptidoglycan biosynthesis, pro-

tein biosynthesis, DNA and RNA replication and folate metabo-

lism [21].

Promising candidates meeting the requirements for new drugs

are nucleoside antibiotics, i.e., uridine-derived compounds that

address the enzyme translocase I (MraY) as a novel target,

thereby interfering with a membrane-associated intracellular

step of peptidoglycan biosynthesis. This review will focus on

muraymycins as a subclass of nucleoside antibiotics, covering

their mode of action, synthetic approaches as well as SAR

studies on several derivatives. Furthermore, first insights into

the biosynthesis of these Streptomyces-produced secondary

metabolites will be discussed.

Review
Structures of naturally occurring
muraymycins
The muraymycins were first isolated in 2002 from a broth of a

Streptomyces sp. [22]. McDonald et al. discovered and charac-

terised 19 naturally occurring muraymycins (Figure 1). These

compounds belong to the family of nucleoside antibiotics which

have a uridine-derived core structure in common. Their antibi-

otic potency is based on the inhibition of MraY, thereby

blocking a membrane-associated intracellular step of bacterial

cell-wall biosynthesis. The structure elucidation was carried out

using one- and two-dimensional NMR experiments as well as

FT mass spectrometry [22].

Muraymycins have a glycyl-uridine motif, which is connected

via an aminopropyl linker to a urea peptide moiety consisting of

L-leucine or L-hydroxyleucine, L-epicapreomycidine (a non-

proteinogenic cyclic arginine derivative) and L-valine. The

uridine structure is glycosylated in its 5'-position with an

aminoribose unit and in some cases a lipophilic side chain is at-

tached to the hydroxyleucine residue. The 19 compounds are

divided into four different series (A–D) which mainly vary in

the leucine residue and the lipophilic side chain or the amino

sugar (Figure 1). The aminoribose is missing in muraymycins

A5 and C4, which may eventually be hydrolysis products. The

series A and B have lipophilic side chains with varying chain

lengths, which are either ω-functionalised with a guanidino or

hydroxyguanidino-function in case of series A or unfunction-

alised but terminally branched in case of series B. Muraymycins

of series C contain unfunctionalised L-hydroxyleucine while in

series D proteinogenic L-leucine occurs instead.

Muraymycin A1 is one of the most active members of this

family and shows good activity mainly against Gram-positive

(Staphylococcus MIC: 2–16 μg/mL, Enterococcus MIC:

16–64 µg/mL) but also a few Gram-negative bacteria (E. coli

MIC: down to 0.03 μg/mL). Since the activity against wild-type

E. coli is clearly lower (MIC > 128 μg/mL) [22], it is assumed

that this might be an effect resulting from low membrane

permeability.

There are other naturally occurring nucleoside antibiotics which

address the same biological target, thereby inhibiting peptido-

glycan biosynthesis. Figure 2 shows the structures of selected

other classes of nucleoside antibiotics, with structural similari-

ties being highlighted. A broad overview of antimicrobial

nucleoside antibiotics blocking peptidoglycan biosynthesis

is given by Bugg et al. in two review articles [23,24] and by

Ichikawa et al. in a recent review [25].

Representing the first discovered nucleoside antibiotics, the

tunicamycins were isolated in 1971 from Streptomyces lysosu-

perficus nov. sp. by Takatsuki and Tamura et al. [26-28]. They

contain a uridine moiety, two O-glycosidically linked sugars,

the so-called tunicamine and a fatty acid moiety, which typical-

ly is terminally branched and unsaturated. Two closely related

nucleoside antibiotics were isolated later on and named strep-

toviridins (isolated in 1975 from Streptomyces griseoflavus

subsp. thuringiensis [29-31]) and corynetoxins (isolated in 1981

from Corynebacterium rathayi [32]). These classes have merely

the uracil nucleoside core structure in common with the muray-

mycins and the terminally branched lipophilic side chain resem-

bles the acyl moiety in muraymycins of group B.

Capuramycin, a nucleoside antibiotic isolated in 1986 from

Streptomyces griseus, shares the uracil-derived nucleoside

moiety with the muraymycins [33,34]. The antibiotic

FR-900493, which is structurally closely related to muray-

mycins, was isolated from Bacillus cereus and characterised in

1990 [35]. In comparison to the muraymycins, only the urea

peptide moiety and the lipopeptidyl motif are absent.
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Figure 1: Structures of the naturally occurring muraymycins isolated by McDonald et al. [22].

The mureidomycins [36-38] and pacidamycins [39-41], both re-

ported in 1989, the napsamycins (1994) [42] and the sansan-

mycins (2007) [43,44] are structurally closely related. They

consist of a 3'-deoxyuridine unit with a unique enamide linkage

and the non-proteinogenic N-methyl-2,3-diaminobutyric acid,

which branches into two peptide moieties. They differ in the

amino acid residues AA2, AA4 and AA5, with AA2 and AA5

being aromatic in all four classes. The amino acid residue AA4

is either methionine for mureidomycins, napsamycins and

sansanmycins or alanine in case of pacidamycins. Remarkably,

these natural products share a urea peptide motif with the

muraymycins. They are mainly active against Gram-negative

bacteria, which is a noteworthy difference to the muraymycins

and other related nucleoside antibiotics.

The liposidomycins (isolated in 1985) [45] and the related

caprazamycins (isolated in 2003) [46,47] have a unique

diazepanone ring, and in case of the caprazamycins a per-
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Figure 2: Structures of selected classes of nucleoside antibiotics. Similarities to the muraymycins are highlighted in different colours.

methylated rhamnose residue. They resemble the muraymycins

in their uridine-derived core structure, which is also glycosy-

lated in 5'-position with an aminoribose unit, and they contain a

fatty acid moiety as well. Caprazamycins also display note-

worthy antimicrobial activity against M. tuberculosis as well as

most Gram-positive bacteria (Table 1) [46,48].

All aforementioned nucleoside antibiotics address the same bio-

logical target and most likely have the same mode of action by

inhibiting MraY (see below), but their in vitro activity differs

significantly. It is important to notice that a comprehensive

comparison of minimum inhibitory concentrations (MIC values)

is difficult because naturally occurring nucleoside antibiotics
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Table 1: Comparison of the antimicrobial activities of selected representative compounds of different classes of nucleoside antibiotics against
selected bacterial species.a

Gram-positive Gram-negative

S. aureus B. subtilis M. smegmatis E. coli P. aeruginosa

Muraymycin A1 ++ n.r. n.r. ++/+b +/−
Tunicamycin − ++ − − −
Capuramycin − − ++ − −
FR-900493 ++ ++ n.r. n.r. n.r.
Mureidomycin C − n.r. n.r. − ++
Caprazamycin B ++ ++/+ ++ − ++
Liposidomycin A − − n.r.c − n.r.

a++: good activity (MIC < 10 μg/mL), +: moderately active (10 μg/mL < MIC < 32 μg/mL), −: no notable activity (MIC > 32 μg/mL), n.r.: not reported.
bNot active against wild-type E. coli. cActive against M. phlei.

have been tested against different bacterial strains. However,

synthetic analogues of the nucleoside antibiotics listed in

Table 1 have been tested against some of the listed bacterial

species. It can therefore be assumed that the parent natural

products display similar activities even though there are no data

available. Furthermore, the activity of a compound against dif-

ferent strains of a bacterial species can vary. Nonetheless, there

are certain trends and differences that can be observed.

Muraymycin A1 is mainly active against Gram-positive bacteria

such as S. aureus or E. faecalis, but also against some Gram-

negative E. coli strains [49]. Tunicamycin, capuramycin and

FR-900493 only show antimicrobial activity against Gram-posi-

tive strains. For mureidomycin C (R5 = Gly, AA2 = AA5 =

m-Tyr, AA4 = Met, B = uracil, see Figure 2) as a representative

compound, no activity against Gram-positive bacteria was ob-

served, but it displayed pronounced antibacterial activity against

P. aeruginosa. This remarkable finding distinguishes the murei-

domycins, pacidamycins, sansanmycins and napsamycins from

other nucleoside antibiotics. On the other hand, caprazamycin B

shows good activity against Gram-positive bacteria, Pseudomo-

nas and M. tuberculosis [48]. The related liposidomycins

display good activity against M. phlei, while they are not active

against a range of other bacteria [45].

Mode of action
To develop an effective antibiotic one needs to choose a target

that is essential for bacterial survival or growth and offers selec-

tivity to strike only bacterial cells (without cytotoxicity to

human cells). There are mainly four classical target processes

for antibiotics: bacterial cell wall biosynthesis, bacterial protein

biosynthesis, DNA replication and folate metabolism [21].

Novel approaches that differ from these established modes of

action are under investigation, but many new compounds in de-

velopment still address bacterial cell wall biosynthesis. They

are accompanied by a rich variety of prominent antibiotics in

clinical use such as the penicillins [23,50,51]. All bacteria, i.e.,

Gram-positive and Gram-negative congeners, have a cell wall

as part of their cell envelope. While its thickness differs among

bacteria – Gram-positive strains usually have a thicker cell wall

relative to Gram-negative ones – the principle molecular struc-

ture remains identical: Bacterial cell walls consist of peptido-

glycan, a heteropolymer with long chains of alternating units of

N-acetylmuramic acid (MurNAc) and N-acetylglucosamine

(GlcNAc) that are cross-linked through peptide chains attached

to the muramic acid sugar (Figure 3) [52].

The biosynthesis of peptidoglycan is illustrated in Figure 4 and

has been described in detail in several reviews (e.g., [51,53-

57]). It can be divided into three parts: first, the formation of the

monomeric building blocks in the cytosol (Figure 4, step A);

second, the membrane-bound steps with the attachment to the

lipid linker, transformation to a disaccharide and transport to the

extracellular side of the membrane (Figure 4, steps B, C);

finally, polymerisation to long oligosaccharide chains and

cross-linking occur (Figure 4, steps D, F).

In the cytosol, uridine diphosphate-N-acetylglucosamine (UDP-

GlcNAc), that is formed from fructose-6-phosphate in four

steps, is transformed into UDP-MurNAc-pentapeptide in a num-

ber of enzyme-catalysed reactions (Figure 4, step A). The exact

composition of the peptide chain varies in different organisms.

Examples given in Figure 3 are frequently occurring ones and a

more comprehensive list has been reported elsewhere [52].

The membrane-associated steps commence with the transfer of

UDP-MurNAc-pentapeptide to the lipid carrier undecaprenyl

phosphate, catalysed by translocase I (MraY), to give lipid I

(Figure 4, product of step B). The glycosyltransferase MurG

attaches a GlcNAc sugar to furnish lipid II (Figure 4, product of

step C). This building block is then transported to the extracel-
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Figure 3: Structure of peptidoglycan. Long chains of glycosides (alternating GlcNAc (green) and MurNAc (blue)) are cross-linked through the MurNAc
peptide chain. The exact composition of the peptide chain varies among different bacterial species.

lular side of the membrane. It is speculated that there might be

some kind of 'flippase' involved but this particular step is still

unclear and requires further investigation [55]. On the extracel-

lular side of the membrane, the building blocks are connected

by transglycosylases to form long chains (Figure 4, step D) and

then are cross-linked by transpeptidases (Figure 4, step E). Both

enzymes are members of the family of penicillin-binding pro-

teins [23].

As mentioned above, there are many antibiotics in clinical use

that target at least one step of bacterial cell wall biosynthesis.

Prominent examples besides penicillins are cephalosporins,

cycloserine, vancomycin, fosfomycin and daptomycin [9]. All

of them (except fosfomycin and cycloserine) inhibit late, extra-

cellular steps of cell wall formation. Thus, there are still many

steps not addressed by clinically used drugs, which implies that

cell wall biosynthesis still offers promising novel targets for the

development of antibiotics with new modes of action. Muray-

mycins and other nucleoside antibiotics target translocase I

(MraY) that represents such a potential novel molecular target

[22].

Overexpression of the mraY gene, identified in an mra (murein

region A) cluster, led to an increase of UDP-N-acetylmuramoyl-

pentapeptide: undecaprenyl phosphate phospho-N-acetylmu-

ramoyl-pentapeptide transferase activity [58]. Gene knockout

experiments revealed the MraY-catalysed reaction in cell wall

biosynthesis to be an essential process for bacterial viability and

growth [59-63].

The chemical transformation catalysed by MraY is shown in

Figure 5. The cytosolic precursor UDP-MurNAc-pentapeptide

is linked to undecaprenyl phosphate, a C55-isoprenoid lipid

carrier that is located in the cellular membrane. With concomi-

tant release of uridine monophosphate (UMP), this furnishes a

diphosphate linkage between the two substrates. The reaction is

reversible and MraY accelerates the adjustment of the equilib-

rium state. Whereas this reaction was known for a long time

[64,65], the structure of the MraY protein remained unclear.

The mechanism of the MraY-catalysed reaction was investigat-

ed by kinetic studies by Heydanek, Neuhaus et al. in the 1960s.

They proposed a two-step mechanism for lipid I formation that

was later revised (Figure 6A) [55,66-69].
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Figure 4: Schematic representation of bacterial cell wall biosynthesis.

The identification of the mraY gene [58] facilitated the align-

ment of MraY homologue sequences by van Heijenoort et al.

and resulted in a two-dimensional topology model of MraY

from E. coli, among others [70]. Bugg et al. identified three

conserved residues with nucleophilic side chains within the

superfamily of polyisoprenyl-phosphate N-acetyl hexosamine

1-phosphate transferases (PNPT). Mutation of these three aspar-

tate residues (D115, D116 and D267 in the E. coli protein)

resulted in a complete loss of catalytic activity. This led to a

proposed model for the active site of MraY in accordance with

previous findings [66]: D115 and D116 bind a Mg2+-cofactor,

UDP-MurNAc-pentapeptide also binds the Mg2+-cofactor and

D267 acts as a nucleophile within the proposed two-step mech-

anism (Figure 6) [68]. In a study with purified MraY from

B. subtilis, Bouhss et al. found small remaining activity in the

D231N mutant (corresponding to D267 in MraY from E. coli).

They assumed that this would contradict the two-step mecha-

nism as a nucleophilic residue is essential for the previously

proposed mechanism. They found D98 to be crucial for activity

and proposed its role to deprotonate undecaprenyl phosphate.

This was speculated to be followed by a one-step nucleophilic

attack of the C55-alkyl phosphate at the UDP-MurNAc-

pentapeptide (Figure 6B) [69].

In 2013, Lee et al. reported an X-ray crystal structure (3.3 Å

resolution) of MraY from Aquifex aeolicus (MraYAA) as the

first structure of a member of the PNPT superfamily. MraYAA

crystallised as a dimer and additional experiments showed that

it also exists as a dimer in detergent micelles and membranes

[71]. The previously proposed models are in agreement with the

solved structure showing ten transmembrane helices and five

cytoplasmic loops. The authors identified a cleft at the cyto-

plasmic side of the membrane that showed the highest conser-

vation in sequence mapping. Furthermore, it is also the region

where most of the previously identified, functionally important

residues [69] are located [71]. The location and binding mode

of the Mg2+ ion in the crystal does not support the proposed

model for a two-step mechanism [68]. In experiments with

Mn2+ exchange no interaction of the metal with D117 and D118

could be detected. Surface calculation of MraYAA showed an

inverted U-shaped groove that could harbour the undecaprenyl

phosphate co-substrate. The locations of this groove, the Mg2+
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Figure 6: Proposed mechanisms for the MraY-catalysed reaction. A: Two-step mechanism postulated by Heydanek et al. [66]; B: one-step mecha-
nism postulated by Bouhss et al. [69].

Figure 5: Translocase I (MraY) catalyses the reaction of UDP-
MurNAc-pentapeptide with undecaprenyl phosphate towards lipid I.

and D265 do at least not contradict the proposed one-step mech-

anism. Nevertheless, there is still a need for further studies to

fully understand the MraY-catalysed reaction at the molecular

level [71].

In the context of a different MraY inhibitor, i.e., lysis protein E

from bacteriophage X174, Bugg et al. reported a different site

of inhibition in pronounced distance to the proposed active site.

It has been demonstrated before that mutation of phenylalanine

288 (F288L) in helix 9 of MraY caused resistance against lysis

protein E [72,73]. An interaction between F288 and glutamic

acid 287 (E287) with the peptide motif arginine-tryptophan-x-x-

tryptophan (RWxxW, x represents an arbitrary amino acid) was

found. Mutants F288L and E287A showed reduced or no

detectable enzyme inhibition, thus indicating a secondary

binding site for potential MraY inhibitors. Nevertheless, it

remains unclear how binding at helix 9 can inhibit MraY func-

tion and further studies are probably inevitable [74].

In order to investigate the biological potencies of MraY inhibi-

tors such as the muraymycins, in vitro assay systems are

needed. A widely used and universal method to evaluate the in

vitro activity of potential agents against certain bacteria is the

determination of minimum inhibitory concentrations (MIC).

MICs are defined as the lowest concentration at which a poten-

tial antimicrobial agent inhibits the visible growth of a microor-

ganism [75]. They are easily determined and reflect several

effects such as target interaction, cellular uptake and potential

resistance mechanisms of the microorganism. MIC values are

therefore widely used, also in studies on muraymycin ana-

logues (e.g., [22,76-78]) and have been the basis of many struc-

ture–activity relationship studies (see below).

This bacterial growth assay, however, does not elucidate the

inhibitory potency of the potential antimicrobial solely against

the target protein MraY. Thus, another assay system that is not

based on the interaction with whole cells but only with the
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Scheme 1: First synthetic access towards simplified muraymycin analogues as reported by Yamashita et al. [76].

target protein is required. For MraY, there are three different

assays available that provide such inhibition data: i) a fluores-

cence-based and ii) a radioactivity-based assay as well as iii) a

relatively new Förster resonance energy transfer (FRET)-based

method.

The fluorescence-based assay was developed by Bugg et al.

[79,80] and uses a fluorescently labelled (dansylated) analogue

of the MraY substrate UDP-MurNAc-pentapeptide. The reac-

tion of this substrate analogue with undecaprenyl phosphate

leads to an increase in fluorescence intensity that can be used as

a measure for enzymatic activity (e.g., [74,78]). The assay re-

ported by Bouhss et al. [81] uses a radioactively labelled UDP-

MurNAc-pentapeptide and thin layer chromatography (TLC)

separation of undecaprenyl-linked MurNAc-pentapeptide from

unreacted substrate (e.g., [77,82]). The third assay was intro-

duced in 2012 by Shapiro et al. and uses a FRET system with

the FRET donor attached to the UDP-MurNAc-pentapeptide

and the FRET acceptor in a detergent or detergent/lipid micelle

that also hosts the MraY protein [83].

The overexpression and purification of the transmembrane pro-

tein MraY is challenging. MraY from different bacterial strains

was heterologous overexpressed in E. coli and was used in

assays mentioned above as a crude cellular membrane prepara-

tion or as a detergent-solubilised membrane protein mixture

[79,84]. A purification to homogeneity was reported for MraY

from B. subtilis by Bouhss et al. in 2004 [81] and for the

congener from Aquifex aeolicus by Lee et al. in 2013 [71].

Wang, Bernhard et al. achieved a cell-free production of MraY

from B. subtilis and E. coli, also experiencing the need of pro-

nounced adjustments in expression conditions [85].

Synthetic access
Following the isolation of muraymycins [22], a group of scien-

tists from Wyeth reported the semisynthetic access towards

16 derivatives of muraymycin C1 for structure–activity relation-

ship (SAR) studies [86]. At the same time, a first set of fully

synthetic structurally simplified muraymycin analogues was de-

scribed [76]. Starting from uridine (1), protected uridine-5'-

aldehyde 2 was prepared in four steps (Scheme 1) [87,88]. This
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Scheme 2: Synthesis of (+)-caprazol (19) reported by Ichikawa, Matsuda et al. [92].

was followed by an aldol reaction of aldehyde 2 with N,N-

dibenzylglycine tert-butyl ester (3) [89] and LDA as a key step

of the synthesis (Scheme 1). The resultant products were the

two 5'-epimers 4 (5'R,6'S) in 31% yield and 5 (5'S,6'S) in 14%

yield, which could be separated by column chromatography.

After debenzylation, the resultant primary amines were

connected with amido aldehydes 6 substituted with different

moieties R and R' by reductive amination with R being either a

hydroxy group or a hydrogen and R' representing an alkyl, allyl,

ester or a protected amino moiety. This led to many truncated

muraymycin analogues based on the structures 7 and 8 [76].

Cbz deprotection and subsequent peptide coupling with the

L-arginine-L-valine-derived urea dipeptide 9 gave various full-

length muraymycin analogues 10 and 11 [76]. Some of the trun-

cated and the full-length compounds were able to inhibit lipid II

formation. These active compounds are discussed in the section

on structure–activity relationship (SAR) studies.

In 2005, Ichikawa, Matsuda et al. reported the synthesis of

(+)-caprazol [90-92] which contains the same uridine-derived

core structure as the muraymycins. The latest and optimised

synthesis is shown in Scheme 2 [92]. Oxidation of the iso-

propylidene-protected uridine 12 to the 5'-aldehyde and a Wittig

reaction [93] gave olefin 13. The key step was a subsequent

asymmetric Sharpless aminohydroxylation [94] furnishing

(5'S,6'S)-nucleosyl amino acid 14 in 96% yield (98% de)
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[92,95]. A novel β-selective glycosylation of the 5'-hydroxy

group was also established. Thus, 14 was reacted with the

ribosyl fluoride 15 and BF3·Et2O, which afforded the glycosy-

lated product 16 in 77% yield and with a β/α-selectivity of 24:1

[91,92]. This reaction was followed by an azide reduction, Boc

protection, saponification of the ester, peptide coupling with the

amino acid 17, oxidative cleavage of the double bond to give 18

and an intramolecular reductive amination in order to construct

the seven-membered ring. Methylation with subsequent acidic

global deprotection led to the target compound (+)-caprazol

(19) [90,92].

For the synthesis of muraymycins, Ichikawa, Matsuda et al.

furthermore developed a new route towards the epicapreomyci-

dine-containing urea dipeptide unit via C–H activation

(Scheme 3) [96,97]. For this purpose, the commercially avail-

able δ-N-Boc-α-N-Cbz-L-ornithine (20) was transformed into

sulfamate 21. Subsequently, the C–H insertion representing the

key step of this synthesis was examined with two different cata-

lysts and different reaction conditions. Despite different ratios

in the outcome of the C–H insertion in favour of the unwanted

diastereomer 22, the synthesis was finished with the desired

minor component 23. Boc deprotection followed by reaction

with guanidinylation reagent 24 gave bicyclic compound 25.

The next steps included a desulfonylation and the reaction with

26 leading to protected epicapreomycidine-containing urea

dipeptide 27 [96,97].

Starting from the uridine derivative 28 used in the synthesis of

(+)-caprazol, Ichikawa and Matsuda built up muraymycin D2

and its epimer (Scheme 4). They used an Ugi four-component

reaction with an isonitrile derivative 29 obtained from the

uridine-derived core structure 28, aldehyde 30, amine 31 and

the urea dipeptide building block 27. A two-step global depro-

tection then gave the desired muraymycin D2 and its epimer

which could be separated by HPLC [96,97].

In 2012, Kurosu et al. also reported the synthesis of potential

key intermediates for the total synthesis of muraymycins

(Scheme 5) [98]. A fully protected ureidomuraymycidine tri-

peptide was prepared through lactone opening followed by urea

formation and a final Mitsunobu ring closure as key steps. A

Strecker reaction of the benzylimine 34 followed by several

steps afforded the alcohol 35. A thermal lactonisation as a first

key step of the synthesis led to a 1:1 mixture of the two epimers

36 and 37, and the undesired lactone 37 could be epimerised

and converted into 36 by treatment with DBU [98]. Epimerisa-

tion and simultaneous lactone opening could be achieved in

another key step using L-valine tert-butyl ester. Acetylation of

the thus formed primary alcohol resulted in compound 38. This

was followed by benzyl and Cbz deprotection and the subse-

Scheme 3: Synthesis of the epicapreomycidine-containing urea dipep-
tide via C–H activation [96,97].

quent urea formation with the imidazolium salt 39 to furnish tri-

peptide 40. After Boc deprotection, the resultant amine was

guanidinylated using isothiourea 41. The thus obtained precur-

sor 42 was treated with DIAD and PPh3 in a final step for an

intramolecular Mitsunobu ring closure to finish the synthesis of

the fully protected ureidomuraymycidine 43 (Scheme 5) [98].

In 2010, Ducho et al. reported an alternative synthesis of the

naturally occurring uridine-derived muraymycin core structure

(Scheme 6) [78,99]. The key step of their route was a sulfur-

ylide reaction with high substrate-controlled diastereoselectiv-

ity [100-102]. This epoxide-forming sulfur-ylide reaction had

been established before by Sarabia et al. [103,104]. After some

initial confusion regarding the stereochemical configuration of

the epoxide product, it could be unambiguously proven that the
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Scheme 4: Synthesis of muraymycin D2 and its epimer reported by Ichikawa, Matsuda et al. [96,97].

transformation of uridine-5'-aldehyde 44 with sulfonium salt 45

under basic conditions furnished epoxide 46 with high dia-

stereoselectivity (Scheme 6). Subsequent ring opening of this

epoxide with Bu4NBr resulted in bromohydrine 47, followed by

levulinyl (Lev) protection of the hydroxy group (product 48).

Nucleophilic substitution at the 6'-position with Bu4NN3 gave

the naturally occurring (5'S,6'S)-stereochemistry of the uridine

core structure in a double inversion manner [78,99]. DDQ oxi-

dation then provided indolamide 49. Hydrolysis of the amide,

formation of the synthetically more versatile tert-butyl ester,

azide reduction and final Cbz protection resulted in the uridine-

derived building block 50 for the synthesis of naturally occur-

ring muraymycins (Scheme 6). Furthermore, 5'- and 6'-epi ana-

logues of muraymycins were also synthesised via suitable

epoxide precursors by Ducho et al. [105].

Ducho's synthesis of epicapreomycidine (Scheme 7) started

from the (R)-configured Boc-protected Garner aldehyde 51

[106], which was transformed into the N-benzylimine 52. The

latter was then diastereoselectively converted with a Grignard
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Scheme 5: Synthesis of the urea tripeptide unit as a building block for muraymycins reported by Kurosu et al. [98].

reagent into the amine 53 as a key step of the synthesis [78].

Cbz protection followed by ozonolysis with subsequent reduc-

tive amination and hydrogenolysis led to the 1,3-diamine 54.

The cyclisation to the guanidine functionality was achieved

with the novel guanidinylation reagent 55. With the protected

epicapreomycidine precursor 56 in hand, the Boc and acetonide

protecting groups were removed. Urea formation with the

valine derivative 57 with final oxidation of the primary hydroxy

function afforded the desired dipeptide 58 [78] (Scheme 7).

Furthermore, Ducho et al. synthesised the hydroxyleucine

moiety found in naturally occurring muraymycins of classes A

to C (Scheme 8) [107]. Adapting a strategy developed by Zhu et

al., D-serine (59) was stereoselectively converted into the pro-

tected amino alcohol 60 [108]. Key intermediate 60 was then

Cbz- and acetonide protected to give 61. A sequence of desilyl-

ation and oxidation furnished the acid 62. Peptide coupling with

amine 63 and acidic deprotection then afforded the desired alde-

hyde 64, which already contained the muraymycin linker unit

(Scheme 8) [107]. Together with the uridine core structure 50

and the urea dipeptide 58, the aldehyde 64 was the third build-

ing block of Ducho's envisioned stereocontrolled tripartite route

towards muraymycins, in contrast to Ichikawa's and Matsuda's

modular multicomponent, but non-stereocontrolled approach

(see above).

This novel tripartite approach was then used by Ducho et al. to

synthesise the structurally simplified natural product analogue

5'-deoxy muraymycin C4 (65), which formally differs from the

parent natural product only by absence of one oxygen atom

(Scheme 9) [78,109,110]. Starting from protected uridine-5'-

aldehyde 44, the first key step of the synthesis was a (Z)-selec-

tive Wittig–Horner reaction with phosphonate 66 [111] in order

to obtain the didehydro amino acid 67. The next important step

of this route was an asymmetric catalytic hydrogenation

[112,113] with the chiral Rh(I)–DuPHOS catalyst 68 to prepare

the (6'S)-configured product 69 [109,110]. Subsequent

hydrogenolytic cleavage of the Cbz group gave the nucleosyl

amino acid 70. To complete the tripartite approach, the reduc-

tive amination with the aldehyde 64 furnished 71, and Cbz
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Scheme 6: Synthesis of the uridine-derived core structure of naturally occuring muraymycins reported by Ducho et al. [78,99].

Scheme 7: Synthesis of the epicapreomycidine-containing urea dipep-
tide from Garner's aldehyde reported by Ducho et al. [78].

Scheme 8: Synthesis of a hydroxyleucine-derived aldehyde building
block reported by Ducho et al. [107].

deprotection and peptide coupling with the epicapreomycidine-

containing urea dipeptide 58, followed by acidic global

deprotection, gave the desired 5'-deoxy muraymycin C4 (65)

(Scheme 9) [78].
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Scheme 9: Synthesis of 5'-deoxy muraymycin C4 (65) as a closely related natural product analogue [78,109,110].

In addition to the described synthetic routes, a range of other

muraymycin analogues has been prepared. In the interest of

conciseness, this synthetic work is not discussed here, but the

biological properties of such analogues will be summarised in

the following section on SAR studies.

Structure–activity relationship studies
With various structurally diverse compounds at hand, the stage

has been set for SAR studies on muraymycins. The antimicrobi-

al activities found by McDonald et al. introduced muraymycins

as a promising subject of study [22]. The naturally occurring

muraymycins isolated from Streptomyces guided first insights

into the structural features essential for MraY inhibition. For the

most active member of the family, i.e., muraymycin A1, antibi-

otic activity could be found against various bacteria ranging

from Staphylococci with MIC values of 2 to 16 μg/mL, Entero-

cocci with 16 μg/mL and higher to some Gram-negative

bacteria (8 μg/mL). Against an E. coli mutant with increased

membrane permeability, an MIC value below 0.03 μg/mL was

obtained, suggesting that inhibition is a matter of cellular uptake

of the compound. In vivo efficacy was demonstrated for

muraymycin A1 with an ED50 of 1.1 mg/kg in Staphylococcus

aureus-infected mice.

Five of the 19 naturally occurring compounds (i.e., muray-

mycins A1, A5, B6, C2 and C3) were capable of inhibiting both

MraY and peptidoglycan synthesis at the lowest concentration

tested (IC50 = 0.027 μg/mL), which represented activities

comparable to those of liposidomycin C (0.05 μg/mL) and

mureidomycin A (0.03 μg/mL). As a general trend, higher anti-

microbial activities were found for acylated compounds, in par-

ticular with longer and functionalised fatty acid side chains.
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Figure 7: Summary of modifications on semisynthetic muraymycin analogues tested by Lin et al. [86]. Most active compounds are highlighted (in vitro
inhibition of lipid II formation at 6.25 μg/mL: orange; 25–50 μg/mL: green).

Lin et al. employed a semisynthetic approach for modifications

of muraymycin C1 as starting point of their SAR studies

(Figure 7) [86]. In accordance with the results reported by

McDonald et al., their work was based on the assumption that

the cellular uptake required for MraY inhibition is mainly de-

pendent on fatty acids connected to the hydroxyleucine moiety.

The attachment of lipophilic groups on either the primary or

both the primary and secondary amino function was supposed

to have similar effects. The muraymycin derivatives 72–86

were thus evaluated against the target in a coupled MraY–MurG

in vitro assay employing radiolabelled UDP-N-acetylglucos-

amine. Disubstituted analogues were not active at the concen-

trations tested, suggesting that one free amino group is vital for

activity. Hydantoin-derived compounds 79 with C12H25 and 80

with PhCH2 as residues R at the hydantoin moiety gave the best

results with inhibition of lipid II formation at 6.25 μg/mL,

which is comparable to muraymycin C1. Good activity was also

found for hydantoin derivative 77 with the 4-FC6H4 substituent,

showing inhibition of lipid II formation at 25 μg/mL. The only

N-alkylated derivative inhibiting in the same order of magni-

tude was 83 with n-C11H23 substitution. However, activities of

the other compounds within this group also coincided with the

previous observation that lipophilic compounds were more

active. Overall, the tested monosubstituted hydantoin deriva-

tives confirmed the assumed correlation between inhibitory ac-

tivities and lipophilicity of the substituent.

Yamashita et al. studied truncated muraymycin analogues

lacking the lipophilic side chain as described in the section on

synthetic access (compounds of type 7, 8 and 10) [76]. The ac-
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Figure 8: Bioactive muraymycin analogues identified by Yamashita et al. [76].

tivities measured in a soluble peptidoglycan assay indicated a

stereochemical preference for the (5'S)-configuration, contrary

to the results of MIC value determination. Further studies were

then carried out with (5'R)-derivatives only, i.e., with 5'-epimers

of the parent natural products. The influence of protecting

groups was examined applying a strategy of stepwise deprotec-

tion. This led to the observation that fully protected compounds

were not active at all, as well as the completely deprotected ana-

logues. Remarkably, some partially protected congeners 87–90

with the free terminal amino group were found to show good

inhibition (MIC = 1–16 μg/mL) of the growth of Gram-positive

bacteria including S. aureus and E. faecalis strains, with best

results obtained for 88 (Figure 8). Evaluation of the inhibition

of lipid II formation revealed the importance of the substitution

pattern of the terminal amino acid.

In 2010 and 2011, Ichikawa, Matsuda et al. published SAR

studies with a range of synthetic muraymycin analogues

[77,114]. The IC50 values were measured in an in vitro assay

mentioned above to examine the inhibitory activity of the pre-

pared analogues against the target enzyme. MIC values were

determined against several bacterial strains. The inhibitory ac-

tivities of the synthesised muraymycin D2 33 (with an

L-leucine unit) and its epimer (with a D-leucine unit) on the

purified MraY enzyme from B. subtilis were determined. Both

compounds showed good inhibitory activities with IC50 values

of 0.01 μM and 0.09 μM, respectively. However, their antibac-

terial activities against several Gram-positive bacteria

(S. aureus, E. faecalis, E. faecium) were low (MIC values up to

64 μg/mL). In comparison to the analogues of the A and B

series, which showed good antibacterial activities (see above),

muraymycin D2 (33) and its epimer lack the hydrophobic side

chain at the leucine moiety [22]. It was postulated that this

lipophilic side chain may not be necessary for target inhibition,

but for cellular uptake through the lipid bilayer of the cyto-

plasmic membrane, as an increased lipophilicity is advanta-

geous for this [77,114].

Consequently, several lipophilic derivatives 91a–d were pre-

pared (Figure 9). Long-chain lipophilic amino acids were incor-

porated into the muraymycin core structure as a simplified

replacement of the O-acylated hydroxyleucine moiety. Com-

pound 91a (highlighted in orange) with the pentadecyl side

chain showed the best activity as an MraY inhibitor (IC50 =

0.33 μM (with L-leucine moiety), IC50 = 0.74 μM (with

D-leucine moiety)), but relative to muraymycin D2 and its

epimer, this implied a 33-fold and 8-fold, respectively, de-

crease of inhibitory activity. In bacterial growth assays, the ana-

logue 91a exhibited the best MIC values ranging between

0.25 μg/mL and 4 μg/mL (see Table 2). These values were

comparable to those of the naturally occurring congeners of the

A and B series [22]. Generally, derivatives with the naturally

occurring L-configuration in the leucine moiety showed slightly

better activities. These lipophilic analogues were also tested for

cytotoxicity towards Hep G2 cells and showed no cytotoxicity

(IC50 > 100 μg/mL) [114].

In another series of analogues with different peptide units, the

pentadecyl side chain of 91a was kept. The L-epicapreomyci-

dine (L-epi-Cpm) unit of 91a was replaced by L-capreomyci-
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Figure 9: Muraymycin D2 and several non-natural lipidated analogues
91a–d [77,114].

dine (L-Cpm, 92a), L-arginine (L-Arg, 92b) and L-ornithine

(L-Orn, 92c) in order to investigate the role of the cyclic guani-

dine functionality (Figure 10) [77].

These compounds were all active against MRSA and VRE with

varying MIC values (Table 2). The most active analogues of

this series were 92a and 92b (Figure 10, highlighted in orange)

with MIC values between 1 μg/mL and 4 μg/mL. Derivatives

with unnatural D-stereochemistry in the pentadecyl glycine

motif possessed a similar antibacterial activity (potency within

factor 2). Truncated analogues lacking the L-valine urea

terminus (Cbz-protected 92d and N-terminally unprotected 92e)

showed only a minor loss of activity (MIC = 4–8 μg/mL)

(Table 2). These results indicated that the guanidine motif of

analogues 91a, 92a and 92b (MICs between 0.25 μg/mL and

4 μg/mL) is preferred, but that amino analogues 92c and 92f

still show good activity (MICs between 2 μg/mL to 8 μg/mL).

The different stereochemistry at the central leucine unit and the

terminal truncation had no crucial effects on the antibacterial

activity (Table 2). Truncated derivatives 92f–h (Figure 10)

without the L-valine urea terminus contained L-ornithine

Table 2: Inhibitory (against MraY) and antibacterial activities of non-
natural lipophilic muraymycin analogues [77,114].

Compound (L-Leu)
(D-Leu) IC50 (μM)a MIC (μg/mL)b

muraymycin D2 (33) 0.01
0.09

>64
>64

91a 0.33
0.74

2–4
0.25–4

91b n.d. 4–16
4–16

91c n.d. 16–64
4–64

91d n.d. 4–8
4–16

92a n.d. 2–4
2–4

92b n.d. 1–2
2–4

92c n.d. 2–8
4–8

92d n.d. 4–8
4–8

92e n.d. 4–8
4–8

Compound (L-Leu) IC50 (μM)a MIC (μg/mL)b

92f n.d. 4–8
92g n.d. 4
92h n.d. 4–8
93 5 32 to ≥64

aInhibitory activities were determined against purified MraY enzyme
from B. subtilis [77]; bMIC values were determined for different strains
of S. aureus, E. faecalis and E. facium including some multiresistant
strains [77]; n.d. = not determined.

(L-Orn, 92f), L-arginine (L-Arg, 92g) and L-methionine

(L-Met, 92h), respectively. They were also tested and showed

reasonable activity against some bacterial strains (MIC =

4–8 μg/mL), which further indicated that significant variations

in the peptide moiety are tolerated. The truncated analogue 93

(Figure 10) only consisted of the N-alkylated nucleoside core

structure. Its inhibitory activity was 6 to 12-fold reduced

(IC50 = 5 μM) and the antibacterial activity decreased with MIC

values between 32 μg/mL and 64 μg/mL. In summary, these

systematic SAR studies demonstrated the importance of the

lipophilic side chain for the antibacterial activity. The urea

dipeptide motif is important for antibacterial activity as well,

but it could be diversified with simpler amino acids as well as

being truncated in order to provide bioactive analogues. A

graphical summary of these results is provided in Figure 11.

In 2014, Ichikawa, Matsuda et al. continued their SAR studies

with respect to urgently needed anti-Pseudomonas agents [115].

These Gram-negative bacteria possess an outer membrane
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Figure 10: Non-natural muraymycin analogues with varying peptide
structures [77,114].

which acts as an additional permeability barrier, making them

generally less sensitive to antibacterial agents. In this context,

the aforementioned muraymycin analogues (91a, 92a–h) were

tested for MraY inhibitory activity again, with MraY enzyme

from S. aureus (Table 3). However, antibacterial activities

against several Pseudomonas strains were moderate to low with

MICs between 8 μg/mL and >64 μg/mL. Analogue 92g was the

most active congener in this series with MIC values between

8 μg/mL and 32 μg/mL. Compounds 92e and 92f showed nearly

no activity (MIC = 32 to >64 μg/mL). More lipophilic trun-

cated analogues 94 without the urea dipeptide unit (Figure 12)

were synthesised and tested, but they all showed nearly no ac-

tivity.

These results indicated the importance of the presence of a

guanidine residue and a lipophilic side chain for potential anti-

bacterial activity against Pseudomonas strains. Hence, several

derivatives were prepared in which the positions and numbers

of the guanidine groups and the lipophilic side chains were

varied in order to optimise their relative orientation for best bio-

logical activity. This strategy resulted in the bioactive ana-

logues 95–98 (Figure 12). Analogue 95 with an interconversion

of the lipid side chain and the guanidine group had a slightly

reduced activity compared to lipidated analogue 92g. Analogue

96 showed an increased antibacterial activity towards some of

the tested Pseudomonas strains. Analogue 97 is an intercon-

verted version of 96 and displayed a comparatively poor activi-

ty. The most active analogue was compound 98 which is a

hybrid type of the aforementioned analogues 95–97. The results

indicate that a lipophilic side chain and guanidine groups are

necessary for antibacterial potency. Compounds 95–98 showed

antibacterial activity, with the branched-type compound 96

(MIC values between 8 μg/mL and 16 μg/mL) and the hybrid-

type compound 98 (MIC between 4 μg/mL and 8 μg/mL) being

the most active congeners. A limitation of both analogues 96

and 98 is their increased cytotoxicity against HepG2 cells with

IC50 values of 4.5 μg/mL and 34 μg/mL, respectively. Further,

the metabolic stability was studied in vitro for the analogues 95,

96 and 98 using human or rat liver microsomes and all of them

proved to be reasonably stable [115].

In 2014, Ducho et al. reported the synthesis of 5'-deoxy

muraymycin C4 (65, see above) [78]. Biological assays

revealed that 65 inhibited the MraY enzymes of E. coli and

S. aureus with potencies in the range of tunicamycins. The anti-

bacterial activity of 65 was tested against some selected E. coli

and S. aureus strains although the lack of a lipophilic moiety in-

dicated that the compound should not be a potent antibiotic.

However, an unexpected moderate activity against E. coli DH5

alpha was observed, whereas 65 was weakly active against E.

coli strain ΔtolC but not active against the S. aureus Newman

strain. Further studies indicated excellent plasma and metabolic

stability and no cytotoxicity. Overall, the structurally simplified

5'-deoxy muraymycin scaffold 65 may therefore be useful for

further antibacterial development. It should also be noticed that
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Figure 11: SAR results for several structural variations of the muraymycin scaffold.

Table 3: Inhibitory (against MraY) and antibacterial activities of non-natural muraymycin analogues against Pseudomonas aeruginosa [115].

Compound IC50 (nM)a MIC (μg/mL)b

91a, 92a–d 0.7–4.2 ≥ 64
92e,f 2.4–3.8 32 to ≥ 64
92g 2.2 8–32
92h 8.5 16 to ≥ 64

94 (R1 = -H or -COCH3) 2.6–2.7 32 to ≥ 64
94 (R1 = -CO(het)aryl ) 6.4–105 ≥ 64

95 1.6 8–32
96 0.14 8–16
97 12.2 16–32
98 0.60 4–8

aInhibitory activities were determined against MraY enzyme from S. aureus [115]; bMIC values were determined for several P. aeruginosa strains
[115].

it has inspired the design of a novel oligonucleotide backbone

modification [116,117].

Biosynthesis
So far, there are only limited insights into muraymycin biosyn-

thesis. The biosynthetic gene cluster for the formation of

muraymycins in Streptomyces sp. NRRL 30471 has been identi-

fied by Chen, Deng et al. in 2011 [118]. The sequence analysis

revealed the cluster to contain 33 open reading frames (ORFs)

with 26 of them being involved in muraymycin formation.

Based on their elucidation of the gene cluster and sequence

homologies, Chen, Deng et al. proposed an outline pathway for

muraymycin biosynthesis (Scheme 10).

According to this biosynthetic proposal, uridine (1) is enzymati-

cally oxidised to give uridine-5'-aldehyde 99. Aldehyde 99 then

supposedly undergoes an aldol addition with glycine 100 as the

enol(ate) component, thus furnishing the amino acid–nucleo-

side hybrid 5'-C-glycyluridine (GlyU, 101). Alkylation of the

6'-amino group is then achieved by reaction with S-adenosyl

methionine (SAM), and the resultant intermediate 102 is

decarboxylated to provide diamine 103. Attachment of the

aminoribosyl moiety (which is supposedly also derived from

uridine (1) over several enzymatic steps) finally affords the

aminopropyl-substituted 5'-O-aminoribosylated GlyU core

structure 104. Transformation of 104 with the thioester-

activated peptide moiety 105 then gives muraymycin C2

(Scheme 10), which is speculated to serve as an intermediate en

route to other muraymycins, in particular towards O-lipidated

congeners of the A and B series (see Figure 2).

A fragmented non-ribosomal peptide synthetase (NRPS) system

appears to be responsible for the assembly of the urea tripep-

tide building block 105. However, the non-proteinogenic amino
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Figure 12: Muraymycin analogues designed for potential anti-Pseudomonas activity (most active analogues are highlighted in orange) [115].

acids need to be formed first. It has been proposed that L-argi-

nine (106) undergoes 3-hydroxylation (giving 3-hydroxy-L-

arginine (107)) and subsequent ring closure to furnish

L-epicapreomycidine ((2S,3S)-capreomycidine, 108), that is

then activated as thioester 109 (Scheme 10). This proposal is

based on the elucidated formation of the epimeric amino acid

L-capreomycidine ((2S,3R)-capreomycidine) as part of

viomycin biosynthesis in Streptomyces vinaceus. In this produc-

ing organism, L-arginine is diastereoselectively hydroxylated to

afford (3S)-3-hydroxy-L-arginine. The ring-closure reaction

then occurs with formal inversion of the β-stereocenter (but

quite likely through an aza-Michael addition to the α,β-unsatu-

rated intermediate) [119-121]. The exact stereochemical course

of epicapreomycidine formation in muraymycin biosynthesis is

unclear though as the stereochemical configuration at C-3 of the

intermediate 3-hydroxy-L-arginine (107) has not been identi-

fied yet. It cannot be ruled out that an epimerisation reaction

might be involved in the biosynthesis of 108, in particular with

respect to other epimerisation steps in bacterial biosynthetic

pathways [122]. Consequently, synthetic routes towards both

3-epimers of 3-hydroxy-L-arginine have been developed which

would also enable the preparation of isotopically labelled

congeners for biosynthetic studies [123,124]. It should also be

noted that a biomimetic domino guanidinylation–aza-Michael-

addition reaction for the synthesis of the capreomycidine scaf-

fold has been developed, which only furnished the target struc-

tures as stereoisomeric mixtures though [125].

The epicapreomycidine-derived thioester 109 is proposed to be

converted into the urea dipeptide motif with valine derivative

110 and possibly hydrogen carbonate as a C1-building block for

urea formation, thus furnishing 111. The 3-hydroxy-L-leucine
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Scheme 10: Proposed outline pathway for muraymycin biosynthesis based on the analysis of the biosynthetic gene cluster by Chen, Deng et al.
[118]. MTA = 5'-deoxy-5'-(methylthio)adenosine.
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Scheme 11: Biosynthesis of the nucleoside core structure of A-90289 antibiotics (which is identical to the muraymycin nucleoside core) according to
the studies of Van Lanen et al. [126]. 2-OG = 2-oxoglutarate.

moiety might be obtained by stereoselective enzymatic

β-hydroxylation of thioester-activated L-leucine 112, which

leads to the formation of 113. Finally, peptide formation by

condensation of 111 with 113 affords the complete thioester-

activated urea tripeptide unit 105 (Scheme 10). One interesting

aspect of this biosynthetic proposal by Chen, Deng et al. is that

they assume the putative dioxygenase Mur16 to catalyse

β-hydroxylations of two structurally distinct amino acid sub-

strates, i.e., L-arginine (106) and thioester-activated L-leucine

112.

As pointed out, there is a lack of experimental insights into

muraymycin biosynthesis beyond the elucidation of its gene

cluster. However, Van Lanen et al. have studied the early steps

of the biosynthesis of A-90289 nucleoside antibiotics in detail

(Scheme 11) [126]. The A-90289 subclass is structurally closely

related to caprazamycins and liposidomycins, and its aminori-

bosylated nucleoside core is identical to that of muraymycins

(Figure 2). This supports the assumption that the early steps of

the biosynthesis of all these subclasses are probably highly sim-

ilar, if not identical. For the A-90289 nucleoside antibiotics,

Van Lanen et al. have demonstrated that uridine monophos-

phate (UMP, 114) is the actual source of uridine-5'-aldehyde 99,

which is furnished in an oxidative transformation of UMP 114

with the 2-oxoglutarate (2-OG)-dependent non-haem Fe(II)-

oxygenase LipL [127]. This result challenges the proposal by

Chen, Deng et al. that aldehyde 99 might be formed by oxida-

tion of uridine (1) in muraymycin biosynthesis. Aldehyde 99

then undergoes the aforementioned aldol-type transformation to

GlyU 101, catalysed by the enzyme LipK. However, aldehyde

99 also serves as a source of the aminoribosyl moiety. Thus, it

is converted into 5'-amino-5'-deoxyuridine (115) in a transami-

nation reaction mediated by LipO. This is followed by the LipP-

catalysed displacement of the uracil with a phosphate moiety to

afford 5-amino-5-deoxyribose-1-phosphate (116). The LipM-

mediated reaction of ribosyl phosphate 116 with a nucleoside

triphosphate (NTP) then yields nucleoside diphosphate (NDP)-

aminoribose 117. Finally, aminoribosylation of 101 with glyco-

syl donor 117, catalysed by glycosyltransferase LipN, furnishes

the complete nucleoside core structure 118 (Scheme 11). The

order of 6'-N-(3-aminopropyl) attachment and 5'-O-aminoribo-

sylation is not fully clear yet, i.e., it is not elucidated if 101 or

6'-N-aminoalkyl intermediate 103 (see Scheme 10) act as the

glycosyl acceptor in the aminoribosylation step.

Van Lanen et al. then studied the LipK-catalysed aldol-type for-

mation of GlyU 101 in more detail [128]. Surprisingly and in

contrast to Chen's and Deng's proposal, L-threonine (119)

turned out to be the source of the enol(ate) component instead

of glycine (100). Hence, LipK was revealed to be a transal-

dolase mediating a retro-aldol reaction of L-threonine (119)

towards the enol(ate) and acetaldehyde (120), followed by a
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stereoselective aldol addition of the former to uridine-5'-alde-

hyde 99 (Scheme 12). Using synthetic reference compounds, it

could be proven that (5'S,6'S)-GlyU 101 is the stereoisomer

furnished in this reaction, so that no epimerisation at a later

stage of the biosynthetic route is required for the formation of

the A-90289 nucleoside antibiotics.

Scheme 12: Transaldolase-catalysed formation of the key intermedi-
ate GlyU 101 in the biosynthesis of muraymycin-related A-90289 anti-
biotics [128].

Based on the elucidation of the LipK-mediated reaction, Van

Lanen et al. then performed a PCR-based screening of a collec-

tion of ≈2500 actinomycete strains for similar transaldolase-

encoding genes [129]. They could identify the gene sphJ from a

Sphaerisporangium sp., which encoded the transaldolase SphJ

having 51% amino acid sequence identity with LipK. Following

detailed characterisation of this enzyme, the sphJ gene was em-

ployed as a probe to clone the entire genetic locus consisting of

34 putative ORFs. The expression of three selected genes (in-

cluding sphJ) was monitored under different growth conditions.

Under the thereby identified optimal conditions, the actino-

mycete produced a set of four unprecedented MraY-inhibiting

nucleoside antibiotics named sphaerimicin A to D [129]. Hence,

detailed studies on LipK-like transaldolases led to the discovery

of novel antimicrobially active secondary metabolites.

It remains to be proven that the results obtained for the early

steps of A-90289 and sphaerimicin biosynthesis are also valid

for the biosynthetic formation of muraymycins. Bioinformatic

analyses of the biosynthetic gene clusters of A-90289 antibiot-

ics, caprazamycins and muraymycins revealed six shared ORFs

overall [128]. A sequence comparison of a range of transal-

dolases gave 47% identity and 78% similarity of Mur17 with

LipK [129]. Overall, these insights suggest that the formation of

the GlyU intermediate 101 and very likely also of the whole

aminoribosylated nucleoside core structure occur in a conserved

manner. Further studies on muraymycin biosynthesis are still

pending.

Conclusion
In summary, this review describes a promising class of antimi-

crobially active natural products, the uridine-derived muray-

mycins. Muraymycins are one subclass of nucleoside antibiot-

ics inhibiting the membrane protein translocase I (MraY), a key

enzyme in the intracellular part of peptidoglycan formation.

Synthetic methodology for the preparation of muraymycins and

their analogues has been established, and first SAR insights

revealed that the design of structurally simplified, biologically

active muraymycin analogues is an auspicious approach. How-

ever, further SAR studies as well as investigations on the inter-

play of target inhibition and cellular uptake for the antibiotic ac-

tivity are surely desirable. Studies on muraymycin biosynthesis

may not only be of academic interest, but could also lead to

semi- or mutasynthetic methodology for the preparation of

novel muraymycin analogues. Several laboratories around the

world currently perform research on muraymycins and other

uridine-derived nucleoside antibiotics. Hopefully, this work will

contribute to the development of urgently needed novel antimi-

crobial drugs.
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Abstract
Myxobacteria are famous for their ability to produce most intriguing secondary metabolites. Till recently, only terrestrial myxobac-

teria were in the focus of research. In this review, however, we discuss marine-derived myxobacteria, which are particularly inter-

esting due to their relatively recent discovery and due to the fact that their very existence was called into question. The to-date-

explored members of these halophilic or halotolerant myxobacteria are all grouped into the suborder Nannocystineae. Few of them

were chemically investigated revealing around 11 structural types belonging to the polyketide, non-ribosomal peptide, hybrids

thereof or terpenoid class of secondary metabolites. A most unusual structural type is represented by salimabromide from

Enhygromyxa salina. In silico analyses were carried out on the available genome sequences of four bacterial members of the

Nannocystineae, revealing the biosynthetic potential of these bacteria.
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Review
Taxonomy and ecology of myxobacteria
Bacteria from the order Myxococcales, commonly known as

myxobacteria, are Gram-negative, rod-shaped δ-proteobacteria,

comprising compared to many other bacteria large genomes.

The 14,782,125 bp large genome of Sorangium cellulosum

So0157-2 is the largest bacterial genome reported to date [1].

Myxobacteria are able to glide over surfaces in swarms in order

to facilitate heterotrophic nutrition on macromolecules as well

as on whole microorganisms, a distinctive trait of these bacteria

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
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[2]. Additionally, under adverse environmental conditions, e.g.,

nutrient shortages, high temperature and dryness, individuals

cooperate to create intercommunicated multicellular myxo-

spore-containing fruiting bodies in order to ensure the distribu-

tion of nutrients they can still harness, allowing germination as

soon as conditions are favorable for the vegetative phase again

[3]. Based on our experience in the laboratory, fruiting bodies

can occur on solid surfaces like agar plates, as well as in liquid

cultures. These adaptive strategies play a fundamental role on

how these organisms are able to endure under unfavorable

conditions [2,4]. In terms of oxygen demand for growth,

myxobacteria were thought to be strictly aerobic until the only

anaerobic genus known to date, Anaeromyxobacter, was

reported in 2002 [5]. Also, for many years myxobacteria

were considered to typically occur only in terrestrial habitats

and much has been published in terms of their morphology,

physiology and ecology [2,4,6,7].

Recently, ever more myxobacteria from intertidal and marine

environments were reported. According to salt requirements for

growth, a straightforward classification of these bacteria has

been provided [8]: (I) halotolerant strains are capable to grow

with or without NaCl; and (II) halophilic bacteria are unable to

grow without sea salt. Bacteria of group (I) may be derived

from terrestrial organisms, which have adapted to saline condi-

tions, whereas those of group (II) may be of truly marine origin.

A typical halotolerant myxobacterium, originally obtained

from coastal samples, is the Myxococcus fulvus strain HW-1

(suborder Cystobacterineae). In this case, it was demonstrated

that salt concentration not only affects growth, but also

myxobacterial motility systems as well as fruiting body forma-

tion [9]. In the absence of salt, both capabilities were dimin-

ished. Mutational studies imply that the single, probably hori-

zontally transferred gene hdsp, which was found in five halotol-

erant Myxococcus strains, but not in soil-derived Myxococcus

strains, leads among other changes to sea water tolerance [10].

Only few myxobacteria dwelling in sea habitats are considered

as halophilic, that is, of true marine origin. Indeed, early isolates

from marine environments were thought to be halotolerant

terrestrial myxobacteria whose myxospores had been washed

into the ocean [11]. This opinion prevailed until Fudou and

Iizuka [12-15] discovered the first strictly halophilic myxobac-

teria within the suborder Nannocystineae, namely Enhy-

gromyxa, Haliangium, and Plesiocystis, which strictly require

sea-like salinity conditions in order to grow. Whether the adap-

tation to the marine environment was acquired independently

several times, or if these entire marine clades share one

common ancestor, is not clarified yet due to the relatively low

number of species known to date.

Regarding the strategies employed by these bacteria to cope

with salt and desiccation stress, the accumulation of organic

osmolytes instead of the salt-in strategy can be expected. This

hypothesis is supported by the fact that all strains investigated

so far can grow within a relatively wide range of salinity. Also,

the terrestrial strain M. xanthus, which is slightly halotolerant,

uses organic osmolytes, i.e., glycine betaine to combat osmotic

stress [16]. Analyses on the osmoprotective strategies of

Enhygromyxa salina SWB007 and Plesiocystis pacifica SIR-1

revealed that both closely related strains rely on organic

osmolytes. For instance, E. salina SWB007 biosynthesizes the

osmolytes betaine, ectoine, and especially hydroxyectoine under

high salt concentrations. In contrast, P. pacifica SIR-1 does not

synthesize specialized compatible solutes; this strain rather

accumulates amino acids as osmoprotective agents [17]. Of

course, further mechanisms may be involved for osmoregula-

tion, but are not known to date for myxobacteria. A list of

general bacterial osmoregulation processes is given elsewhere

[18].

Secondary metabolites from myxobacteria
Members of the order Myxococcales are famous for their ability

to produce secondary metabolites of diverse chemical nature

with the capability to exert different biological effects [19,20].

Detailed descriptions of myxobacteria-derived metabolites can

be found in various detailed reports [19-23]. The majority of

these metabolites are either non-ribosomal peptides, e.g., cysto-

bactamids 1–3 (Figure 1) [24], polyketides, e.g., aurafuron A

(4) [25], or hybrids thereof, e.g., corallopyronin A (5, Figure 2)

[26].

Interestingly, an ample amount of them was shown to work as

antimicrobial agents, above all corallopyronin A. This is proba-

bly a reflection of their predatory habits [27,28]. A comprehen-

sive description of antibiotics obtained from myxobacteria can

be found in a previous review [21]. One outstanding example of

a biologically active PKS/NRPS-derived compound produced

by the terrestrial S. cellulosum is the microtubule stabilizer

epothilone B, of which the lactam analogue ixabepilone (6) is

currently used together with capecitabine (7, Figure 3) in cancer

therapy to improve the effectiveness of taxane-resistant meta-

static breast cancer treatment, demonstrating the therapeutic

potential of myxobacterial secondary metabolites [29-31]. This

drug has also been assessed as chemotherapeutic agent in

pancreatic lymphoma showing promising results and tolerable

toxicity [32].

Over time, different strategies have been designed to tackle the

sometimes cumbersome task of finding bioactive secondary

metabolites of bacterial origin, i.e., mainly bioactivity- or chem-

istry-guided methods. An additional approach, complementary
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Figure 1: Structures of cystobactamids 507, 919-1 and 919-2.

Figure 2: Structures of aurafuron A and corallopyronin A.

to the latter, arose in the late 1990s, when the first microbial

genomes were sequenced, allowing genome mining. Thus,

knowledge derived from bioinformatic analysis of microbial

genomes paved the way to gain detailed insights into bacterial

secondary metabolism. Since then, in silico methods for

genome mining have enormously advanced and effective exper-

imental approaches for connecting genomic and metabolic

information have been developed [33-35].

The terrestrial Myxococcus xanthus strain DK1622 was the first

myxobacterium to have its 9.14 Mb genome sequenced, with

the initial aim to study its swarming motility and fruiting body

formation [36]. At the same time, this work reinforced the

notion that large genomes often correlate with the potential for

prolific secondary metabolite production by revealing almost

8.6% of the genome to be possibly involved in the biosynthesis

of secondary metabolites [36]. Mining this genome for the pres-

ence of PKS and NRPS genes exposed 18 biosynthetic clusters,

with a predominance of hybrid PKS-NRPS systems [37].

M. xanthus strain DK1622 is responsible for the synthesis of

metabolites like DKxanthene-534 (8, Figure 4), a pigment re-

quired for fruiting body formation and sporulation processes

[37] and the siderophore myxochelin A (9), which belongs to a

class of compounds that have recently been shown to have anti-

proliferative effects on leukemic K-562 cells [27].
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Figure 3: Structures of ixabepilone and capecitabine.

Figure 4: Structures of DKxanthene-534 and myxochelin A.

Halotolerant and halophilic marine myxobacteria are poorly in-

vestigated regarding secondary metabolite production. There-

fore, the pool of secondary metabolites isolated from organisms

of this kind is very low to date, when compared to that of their

terrestrial counterparts. This is mainly due to the difficulties that

are encountered during isolation and cultivation processes of

marine myxobacteria. However, herein we intend to show that

these organisms are a great research niche, which offers the op-

portunity to find novel bioactive compounds with the potential

to become drug leads.

Regarding halotolerant myxobacteria, the 9 Mb genome of the

Myxococcus fulvus strain HW-1 (ATCC BAA-855, suborder

Cystobacterineae) was the first-of-its-kind to be sequenced [38].

Genome mining performed in our group revealed that this or-

ganism displays, analogous to the previously discussed exam-

ple M. xanthus strain DK1622, a plethora of cryptic gene clus-

ters, e.g., five NRPS, four hybrid PKS-NRPS, one PKS-NRPS-

lantipeptide, three lantipeptide and numerous bacteriocin- and

terpene-encoding gene loci. A more detailed comparison

revealed that both strains share the majority of their gene clus-

ters, among them the aforementioned DKxanthene, the

myxochromide [39] and myxoprincomide [40] pathways,

besides other, yet uncharacterized loci. It is worth mentioning

that no gene clusters involved in synthesis of osmolytes like

betaine and ectoine were detected in the halotolerant bacterium.

Taxonomy, cultivation and secondary
metabolite chemistry of marine-derived
myxobacteria (Nannocystineae)
The following sections summarize features of three halotol-

erant and three marine-derived bacterial taxa clustered in

the suborder Nannocystineae: Nannocystis, Haliangium,

Enhygromyxa, Plesiocystis, Myxobacterium SMH-27-4 (i.e.,

Paraliomyxa) and Pseudenhygromyxa (see Figure 5).

Information on strain isolation, culture conditions, phylogeny,

genetics and hitherto isolated molecules will be provided, with

an emphasis on structural details and biological activity of the

metabolites. Additionally, putative gene clusters for secondary
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Figure 5: Phylogenetic tree of halotolerant and halophilic myxobacteria. The neighbor-joining tree is based on a multiple sequence alignment (MSA)
of the 16S rDNA sequences. The terrestrial myxobacteria Myxococcus xanthus DK1622 and Sorangium cellulosum Soce56 as well as Escherichia
albertii DM104 are included for comparison (see Supporting Information File 1 for the sequences used; the MSA was computed using Clustal
Omega).

metabolite biosynthesis are included in this review. For this

reason we were mining the four available genomes from

bacteria of the Nannocystineae using the antiSMASH 3 tool

[41] (see Table 1). The genome mining results are generated by

feeding the software with the INSDC code of the annotated se-

quences. The databases are continuously updated, thus, results

presented in this part of the review may vary in ulterior

analyses. Our data, however, present a useful guide for future

projects. For detailed information on terrestrial myxobacteria

and other predatory bacteria, readers are referred to the review

article from Korp et al. in this thematic series [42].

The genus Nannocystis
Bacteria of the genus Nannocystis are merely halotolerant and

frequently isolated from terrestrial or intertidal regions. Back in

the 1970s, the Reichenbach group informed on the isolation of a

widely distributed soil-dwelling myxobacterium similar to

members of the genus Sorangium in terms of cytology and

growth pattern [43]. After taxonomic studies, they proposed a

new genus and species, i.e., Nannocystis exedens. Only recently

it was recognized that members of this genus have a great

potential as producers of metabolites with relevant biological

activities. One striking example is the 2015 described nanno-

cystin A (10, Figure 6), a macrocyclic compound of NRPS-PKS

origin with strong antiproliferative properties isolated from the

terrestrial Nannocystis sp. ST201196 (DSM 18870) [44].

It was subsequently shown that nannocystin A targets the

eukaryotic translation elongation factor 1α, a promising novel

target for cancer therapy [44]. Regarding metabolites from halo-

tolerant Nannocystis strains, the most outstanding examples

are the phenylnannolones A–C (11–13, Figure 7), molecules

of polyketide nature with a phenylalanine-derived starter unit

[45].
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Table 1: Summary of antiSMASH analysis (version 3.0.4) of the four available genomes of myxobacteria of the suborder Nannocystineae.

halophilic/halotolerant terrestrial

Enhygromyxa
salina
DSM 15201

Plesiocystis
pacifica SIR 1

Haliangium
ochraceum DSM
14365

Nannocystis
exedens ATCC
25963

genome size (Mb) 10.44 10.59 9.45 11.61
GC % 67.4 70.7 69.5 72.2
number of contigs 330 237 1 174
% of genome involved in secondary metabolisma 9.2 6.4 10.1 8.2
total number of clusters 38 28 25 31
NRPS 2 1 3 1
PKS (including PKS hybrids) 13 11 2 2
NRPS/PKS hybrids 2 0 3 6
terpene 7 6 3 10
bacteriocin 6 6 5 3
ribosomal peptides 0 0 4 1
siderophore 2 1 0 2
indole 1 0 0 0
arylpolyene 2 1 0 2
phenazine 0 0 0 2
ectoine 0 0 1 0
other 3 2 4 2

aTotal bases of all detected antiSMASH secondary metabolite gene clusters divided by number of bases in the genome.

Figure 6: Structure of nannocystin A.

These compounds are synthesized by N. exedens strain 150,

later reassigned to N. pusilla, isolated from the intertidal region

of a beach in Crete [45]. Cultivation of the regarding organism

was carried out in liquid medium with addition of adsorber

resin. The adsorbed metabolites were then extracted and isolat-

ed via different chromatographic techniques. Phenylnannolone

A (11) was found to be the main metabolite, which is accompa-

nied by only minute amounts of the other derivatives 12 and 13.

Phenylnannolone A was proven to restore daunorubicin sensi-

tivity in cancer cells by inhibiting P-glycoprotein (P-gp), an

Figure 7: Structure of phenylnannolones A–C.

ATP-binding cassette transporter (ABC transporter). In tumor

cells, P-gp serves as an efflux transporter of drugs, ultimately

leading to treatment failure [46].

Apart from these polyketides, an array of nitrogen-containing

metabolites was published recently by Jansen et al. [47]. They

investigated three strains of N. pusilla isolated from coastal

sediment samples – deemed halotolerant for this reason – for

their secondary metabolite production. Two strains, Ari7 and

Na a174 yielded a new class of halogenated pyrrole–oxazole

compounds 14–18 (Figure 8). Pyrronazols A (14), A2 (15) and
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Figure 8: Structures of the pyrronazols, dihydroxyphenazin and 1-hydroxyphenazin-6-yl-α-D-arabinofuranoside.

B (16), synthesized by Ari7, additionally include an α-pyrone

moiety [48].

This is worth noting, since the non-cyclic alkyl moiety in the

pyrronazols C1 (17) and C2 (18), found in strain Na a174, is

supposed to be a result of degradation processes due to long-

time cultivation. Additionally, the known compound 1,6-dihy-

droxyphenazin (19) and its arabinofuranoside 20 were obtained.

To date, 14 has shown marginal antifungal activity towards

Mucor hiemalis (DSM 2656, MIC: 33.3 μg/mL) and 19 proved

to have cytotoxic effects in the lower micromolar range against

different cancer cell lines [47].

Nannozinones A (21) and B (22, Figure 9) are produced by

N. pusilla strain MNa10913, isolated from a soil sample,

collected in Mallorca, Spain [49]. They represent novel pyrazi-

none type molecules. Additionally, the siderophore nannochelin

A (23) also from other myxobacteria was isolated [50].

All three compounds were tested against a broad range of

microorganisms and mammalian cell lines. The most relevant

Figure 9: Structures of nannozinones A + B and nannochelin A from
N. pusilla strain MNa10913.

antimicrobial activity was shown by 21 towards Mycobac-

terium diernhoferi (DSM 43542), Candida albicans (DSM

1665) and Mucor hiemalis (DSM 2656, 33.3 μg mL−1 in each
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case). Significant cytotoxic activity was revealed for 22 towards

SKOV-3 (IC50 = 2.4 μM), KB3-1 (IC50 = 5.3 μM), as well as

A431 (IC50 = 8.45 μM), while 23 showed remarkable cytotoxic-

ity against cell lines HUVEC and KB3-1 (IC50 = 50 nM).

So far, no genome sequence is publicly available for halotol-

erant strains of this genus. The only sequence found in the data-

bases belongs to the terrestrial N. exedens ATCC 25963 (see

Table 1). Remarkably, this genome encodes, among a consider-

able number of NRPS/PKS hybrids, 10 different terpene bio-

synthesis gene clusters.

The genus Haliangium
Haliangium ochraceum sp. nov. (initially termed H. luteum,

DSM 14365T) and H. tepidum sp. nov. (DSM 14436T) were

isolated from seaweed and sea grass, respectively, with both

samples being obtained from a sandy beach in Miura, Japan by

Fudou et al. in 2002 [12]. The species were proposed to be of

true marine origin according to their salt requirement for

growth. Indeed, 2 to 3% NaCl (w/v) and a pH of 7.5 are optimal

for growth on yeast medium with artificial seawater solution.

These conditions were established for routine isolation and

cultivation. One particular feature worth mentioning is that the

species have rather different optimal growth temperature inter-

vals: 30–34 °C for H. ochraceum and 37–40 °C for H. tepidum.

According to the original report, both strains share 95.5% of

16S rDNA sequence identity and have the terrestrial Kofleria

flava (DSM 14601) as their closest relative (16S rDNA

sequence identity lower than 95%). The GC content of

H. ochraceum and H. tepidum is 67 and 69 mol %, respectively.

H. ochraceum was found by Fudou et al. [51] to be a producer

of secondary metabolites with antibacterial and antifungal activ-

ities. Further investigation led to the isolation and structure

elucidation of the bioactive polyketide haliangicin (24,

Figure 10), which was the first myxobacterial metabolite of true

marine origin.

Figure 10: Structure of haliangicin from H. ochraceum.

It was found that this molecule comprised a β-methoxyacrylate

subunit including a conjugated tetraene moiety [52]. The com-

plete structure was elucidated via 2D NMR techniques, while

NOESY correlations were used to study the configuration of the

double bonds. However, the configuration at the epoxide bear-

ing carbon atoms could not be resolved at that time. In further

work, Kundim et al. [53] published three new haliangicin

stereoisomers, which differed in the configuration of the three

terminal double bonds in the tetraene moiety. Each of the

isomers haliangicin, haliangicin B, haliangicin C and

haliangicin D happened to be present with two different con-

figurations around the epoxy group. The NOESY spectra

showed correlations for the cis- and trans-configuration. How-

ever, the absolute configuration of the chiral centers could not

be resolved yet. Moreover, the origin of the different isomers is

not clear. Due to their alleged instability upon exposure to air

and light, one could speculate that isomerization occurs during

the purification process. Interestingly, the authors found a

NaCl-dependent production of haliangicin [51]. The optimal

production range is at 2–3% NaCl (w/v) in the medium, which

is the same range as for optimal growth. Haliangicin showed ac-

tivity against some fungal organisms, e.g., Aspergillus niger

(AJ117374, MIC: 12.5 μg mL−1) and Fusarium sp. (AJ177167,

M I C :  6 . 3  μg  m L − 1 ) .  T h e s e  M I C  v a l u e s  w e r e

in a similar range as those of known antifungal compounds

such as amphotericin B or nystatin against the same fungi

(MIC: 3.1 μg mL−1 for both compounds).

Recently, the 9.4 Mb genome of H. ochraceum (DSM 14365T)

was completely sequenced and published [54]. This was

the first marine-derived myxobacterium to have its genome

fully determined. We performed an antiSMASH analysis on

the genome of H. ochraceum (DSM 14365T, INSDC:

CP001804.1). The results revealed the presence of 25 second-

ary metabolite gene clusters, among them three NRPS, two

PKS, three NRPS/PKS and four ribosomal peptides (see

Table 1). Apart from homologies to geosmin (100%), aura-

furon (71%) and paneibactin (50%) biosynthetic genes, the gene

clusters display a large degree of novelty. Recently, the biosyn-

thetic gene cluster of haliangicin was heterologously expressed

in Myxococcus xanthus, leading to tenfold higher haliangicin

production than in the native producer. Insights into its biosyn-

thesis were gained by feeding studies with labeled precursors

and in vitro experiments. Additionally, unnatural haliangicin

analogues that provided insights into the structure–activity rela-

tionship of haliangicin were generated in this study [55]. The

huge potential to synthesize novel metabolites in the genus

Haliangium is further corroborated by a PCR screening-based

study for PKS sequences in H. tepidum among other myxobac-

teria [56]. The authors found H. tepidum to contain the highest

amount of novel PKS sequences in this array. Additionally, the

indications at the genetic level are reinforced by the very recent

discovery of a new compound produced by H. ochraceum

SMP-2, i.e., haliamide (25, Figure 11). The authors also
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describe the corresponding hybrid PKS-NRPS machinery

responsible for metabolite biosynthesis [57]. The molecule

was shown to have cytotoxic effects towards HeLa-S3 cells

(IC50 = 12 μM).

Figure 11: Structure of haliamide from H. ochraceum SMP-2.

The genus Enhygromyxa
All Enhygromyxa species isolated to date are halophilic and

considered as truly marine myxobacteria. The initial report on

isolation, characterization and taxonomic classification of six

strains of E. salina, SHK-1T, SMK-1-1, SMK-1-3, SMK-10,

SKK-2, and SMP-6, was published in 2003 by Iizuka et al. [14].

These organisms were obtained respectively from mud, sand

and algal samples collected in marine environments around

Japan. Later, four additional strains of E. salina were isolated

by the group of König from marine-intertidal sediment samples

collected at the West Coast of the USA, at German coasts and

the Netherlands [58,59]. As judged from these varied geograph-

ical occurrences a world-wide distribution of Enhygromyxa

species is likely.

The prior mentioned groups reported 1–2% NaCl (w/v) and a

pH interval of 7.0–8.5 for optimal growth on yeast medium.

The optimal temperature for growth was determined as

28–30 °C. In terms of gliding motility, fruiting body and myxo-

spore formation, these bacteria show the typical features of

terrestrial myxobacteria. A salt-dependency and high G + C

content ranging from 65.6 to 67.4 mol % [14] and 63.0 to

67.3 mol % [59] were also observed. Based on 16S rDNA se-

quence alignments, E. salina SHK-1T (NR_024807) from

Iizuka [14] was found to be most closely related to the E. salina

strains from the König group [59]. The 16SrDNA sequences of

these strains share between 98% (SWB004, AN: HM769727)

and 99% (SWB005, AN: HM769728; SWB006, AN:

HM769729; SWB007, AN: KC818422) identity.

Some of the bacterial isolates were originally evaluated for their

ability to produce PKS-type metabolites and for the biosynthe-

sis of antimicrobials [59]. In these studies, PKS genes could be

amplified, sequenced and compared with known sequences in

the BLAST database. The potential of producing active mole-

cules was established by using disc diffusion antibiotic activity

testing of the bacterial extracts, whereby an inhibitory effect of

the extracts of E. salina SWB005 on various test organisms, in-

cluding the clinically relevant MRSA (methicillin resistant

Staphylococcus aureus) strains LT1334, LT1338 and MRSE

methicillin resistant Staphylococcus epidermidis strain LT1324

was observed [59].

To date, five structures of putative polyketide, shikimate and

terpenoid origin have been described and classified as

salimabromide (26, Figure 12) [58], produced by E. salina

SWB007, enhygrolides 27 and 28 and salimyxins 29 and 30

produced by E. salina SWB005 [60].

Figure 12: Structures of salimabromide, enhygrolides A + B and
salimyxins A + B.

Salimabromide (26) is particularly interesting due to its unique

halogenated tetracyclic core structure. Its biosynthesis is postu-

lated to be carried out by a type III-PKS. Pure PKS-derived

compounds are rare in myxobacteria, which together with the

new carbon skeleton and the high bromination level makes this

structure even more fascinating. Structure elucidation was

achieved via extensive NMR measurements. The absolute con-

figuration of the chiral centers could be resolved through com-

parison of the experimental CD spectrum with calculated data.

This metabolite showed inhibitory activity towards the

bacterium Arthrobacter crystallopoietes with an MIC value of

16 μg mL−1. Further bioactivity assays were impossible to carry



Beilstein J. Org. Chem. 2016, 12, 969–984.

978

out due to the minute amounts in which this metabolite is pro-

duced. Consequently, a synthetic approach has been utilized in

order to overcome this problem, leading so far to the synthesis

of the tricyclic core structure of the molecule. However, the

complete natural product has not yet been synthesized [61].

The enhygrolide group of compounds comprises enhygrolide A

(27) and B (28). These molecules resemble cyanobacteria-

derived metabolites, known as nostoclides and cyanobacterin,

which also have a γ-lactone-moiety with a similar substitution

pattern. In the myxobacterial metabolites an E-configuration

was found at the benzylidene unit, whereas the nostoclides and

cyanobacterin have a Z-configuration. Only the anhydro form of

cyanobacterin was found to isomerize from the Z- to the

E-configured isomer in organic solvents upon light exposure

[62].

The salimyxins represent the third group of compounds, i.e.,

salimyxin A (29) and B (30). These belong to a subgroup of

terpenoids named incisterols, which were first discovered from

the sponge Dictyonella incisa [63]. Their biosynthesis presum-

ably involves oxidative degradation of a sterol, leading to the

tricyclic core structure. Compounds 27 and 30 have shown

inhibitory activity towards A. crystallopoietes (MIC value of 8

and 4 μg mL−1, respectively).

Since salimabromide is a novel structure of putatively assigned

PKS origin, our research group sequenced the genome of the

producing strain SWB007. The results revealed a PKS III gene

cluster adjacent to a halogenase sequence (unpublished data).

Upon sequencing, primers for these genes were designed. Given

the genetic proximity among the E. salina isolates, strains

SWB004, SWB005 and SWB006 were screened with the PKS

III and halogenase primers specific for the SWB007 sequence

revealing the presence of close-to-identical sequences in their

genomes (unpublished data), a clear suggestion that similar

molecules may be also produced by the related strains.

Bioinformatic analysis was performed by us on the available

genome of E. salina (DSM 15201, INSDC: JMCC00000000.2)

of which as to date, no reports on the isolation of compounds

are available. However, the screening with antiSMASH

revealed an ample amount of uncharacterized biosynthetic gene

clusters, among them 17 gene clusters putatively responsible for

the synthesis of NRPS, PKS and hybrid NRPS-PKS products

(see Table 1). Apart from the geosmin biosynthesis genes, no

gene cluster or fragment thereof shares an identity higher than

33% to any known gene cluster in the MiBIG database [64]. It

should be noted that since this is a draft genome sequence, the

actual amount of gene clusters might be slightly smaller, since

small contigs display only fragments of gene clusters.

The genus Plesiocystis
In 2003 Iizuka et al. [13] proposed the genus and the species

Plesiocystis pacifica for the myxobacterial strains SHI-1 (JCM

11592, DSM 14876) and SIR-1T (JCM 11591T, DSM 14875T).

SHI-1 was retrieved from a sand sample of a Japanese coastal

area, whilst strain SIR-1T was isolated from a piece of dried

marine grass (Zostera sp.). These strains require 2–3% NaCl

(w/v) and a pH of 7.4 for optimal growth on yeast medium with

artificial seawater solution at 28 °C.

According to Iizuka et al. [13] the isolates are closely related,

sharing 99.5% 16S rDNA sequence identity between them.

Their closest relative was reported to be Nannocystis exedens

DSM 71T, with 89.3% sequence identity to SIR-1T and 89.4%

to SHI-1. Regarding GC content, SIR-1T and SHI-1 were re-

ported to have 69.3 and 70.0 mol %, respectively. Such a high

GC content is a distinctive trait of all myxobacteria. To date, no

reports on biological testing of extracts or of any metabolites

isolated from these organisms have been published.

The antiSMASH analysis was performed on the available

draft  genome of P. pacif ica  s train SIR-1 (INSDC:

ABCS00000000.1). The analysis revealed the presence of 12

NRPS, PKS and hybrid NRPS-PKS gene clusters amongst

many others (see Table 1), which should encourage researchers

to isolate some of the predicted metabolites. Here, no gene

clusters sharing more than 28% identity to pathways of char-

acterized molecules were detected. Again, many of the PKS

and NRPS gene cluster appear to be fragmented to smaller

contigs.

Myxobacterium SMH-27-4 (Paraliomyxa miuraensis)
In 2006, as a result of the remarkable efforts of Iizuka et al. [65]

a novel myxobacterium was isolated from a soil sample of a

seashore area in Miura, Japan. After genetic analysis, the new

isolate was classified as strain SMH-27-4, tentatively named

Paraliomyxa miuraensis. This strain is considered slightly

halophilic.

Yeast medium with only a low sea salt concentration was

selected for isolation, whereas cultivation in NaBr-containing

medium was selected for antibiotic production. The diminished

strength of salinity in the medium implies an optimal salt range

concentration for growth of 0.5–1% (w/v), at pH 7.2 and a tem-

perature of 27 °C. Fermentation and the production of antibiot-

ic compounds were performed at 27 °C at pH 7.3.

Surprisingly, the authors do not report fruiting body formation

during the cultivation of myxobacterium SMH-27-4, which

usually is a hallmark feature of myxobacteria. Phylogenetic

analyses carried out by Iizuka et al. [65] revealed that this or-
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Figure 13: Structures of miuraenamides A–F from P. miuraensis.

ganism shares 93.0% identity with Nannocystis exedens DSM

71T (AB084253), 93.2 to 93.3% with Enhygromyxa salina JCM

11769T (AB097590), and 91.3 to 91.5% with Plesiocystis paci-

fica JCM 11591T (AB083432). No information on the GC

content of the bacterial genome has been found.

Myxobacterium SMH-27-4 (AN: AB252740) was investigated

for the production of secondary metabolites [65]. This work led

to the isolation and structure elucidation of two compounds of

peptidic nature called miuraenamide A (31) and B (32,

Figure 13). Two years later, the same research group published

the structures of four additional derivatives, named miuraen-

amides C–F (33–36) [66].

The cyclic core structure of this compound class represents a

halogenated depsipeptide with an additional polyketide-derived

moiety. As in haliangicin, all miuraenamides, except E, contain

a methoxyacrylate structural motif, which surely is important

for the biological activity. For miuraenamide A (31) the

absolute configuration was determined. Marfey´s method was

employed to show that L-alanine and N-methyl-D-tyrosine are

present. Furthermore, after acid hydrolysis, methylation and ap-

plication of modified Mosher´s method the absolute configura-

tion at the oxygen bearing C-9 was deduced as S. For miuraen-

amide F (36) the configuration at C-3 was found to be R, again

using Mosher’s method. For all the other chiral centers in com-

pounds 32–36 the authors conclude that they have the same

configuration as determined for 31. Further work led to semi-

synthetic derivatives, which upon activity testing, revealed that

the lactone moiety and the configuration of the methoxyacry-

late partial structure are crucial for antifungal activity. The latter

structural motif is well known from a range of antifungal com-

pounds produced by fungi and myxobacteria, e.g., the strobil-

urins and the melithiazols [67,68].

Miuraenamide A (31) was assayed against various fungal, yeast

and bacterial organisms. It showed a remarkable inhibitory

effect toward the fungal phytopathogen Phytophthora capsici

NBRC 8386 (MIC: 0.4 mg mL−1) and Candida rugosa

AJ 14513 (MIC: 12.5 mg mL−1). No inhibitory effect on

selected bacteria was detected. The mode of action is proposed

to be similar to other antifungals with a methoxyacrylate partial

structure, i.e., inhibition of the mitochondrial cytochrome bc1

complex. Additionally, miuraenamide A was shown to act as

actin filament stabilizer in HeLa cells [69]. The activity of

miuraenamide B (32) was not assessed due to the minute

amounts of the metabolite available.

To date, there is no genome sequence available for this organ-

ism.

The genus Pseudenhygromyxa
Pseudenhygromyxa salsuginis is the latest example of a halotol-

erant myxobacterium, published in 2013 by Iizuka et al. [70].

This organism was retrieved from mud samples of an estuarine

marsh in a coastal area in Japan and termed SYR-2T. Even

though it is able to grow in the absence of salt, optimal growth

was shown to occur within a concentration range of 0.2–1.0%

NaCl (w/v) and pH values from 7.0–7.5 on CY-S agar (bacto

casitone, bacto yeast extract) in a temperature range of
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Table 2: Metabolites reported to date from myxobacteria grouped into the suborder Nannocystineae and their bioactivities.

genus classification
according to salt
requirements for
growth

metabolites metabolite [No]
bioactivity

Nannocystis terrestrial nannocystin A (10) 10
antiproliferative activity, MDA-MB231 and its related
drug resistant MDA-A1 (IC50 = 6.5 and 12 nM
respectively), HCT116 (IC50 = 1.2 nM) and PC3
(IC50 = 1.0 nM)

halotolerant phenylnannolone A, B, C (11–13),
pyrronazol A, A2, B, C1, C2 (14–18),
nannozinone A, B (21, 22),
nannochelin A (23)

11
reversing drug-resistance of tumor cells
21
Mycobacterium diernhoferi, Candida albicans,
Mucor hiemalis, MICs: 33.3 μg mL−1 in each case
22
cytotoxicity, SKOV-3 IC50 = 2.4 μM, KB3-1 IC50 =
5.3 μM and A431 IC50 = 8.45 μM
23
cytotoxicity, HUVEC and KB3-1 IC50 = 50 nM

Haliangium moderately
halophilic

haliangicin (24)
haliamide (25)

24
Aspergillus niger, MIC: 12.5 μg mL−1, Phytophthora
capsici, MIC: 0.4 μg mL−1;
25
Cytotoxicity, HeLa-S3, IC50 12 μM

Enhygromyxa halophilic salimabromide (26)
enhygrolide A, B (27, 28)
salimyxin A, B (29, 30)

26, 27, 30
Arthrobacter crystallopoietes, MICs: 16, 8 and
4 μg mL−1, respectively

Myxobacterium
SMH-27-4
(Paraliomyxa)

slightly halophilic miuraenamide A–F (31–36) 31
Trichophyton mentagrophytes,
MIC: 12.5 μg mL−1

Plesiocystis halophilic no metabolites described –

Pseudenhygro-
myxa

halotolerant no metabolites described –

30–35 °C. After alignment of 16S rDNA sequences, Iizuka et

al. [70] found that P. salsuginis SYR-2T showed 96.5% and

96.0% identity to Enhygromyxa salina SHK-1T (NR_024807)

and Plesiocystis pacifica SIR-1T (NR_024795), respectively.

The G + C content is 69.7 mol %, and thus slightly higher than

for various E. salina strains described above.

To date, no reports on biological activities or any metabolites

derived from P. salsuginis have been published. Nevertheless,

the genetic proximity to E. salina and the fact that it belongs to

the group of myxobacteria suggests that this organism may also

possess a high potential as a producer of active molecules. To

date no genome sequence has been published.

Conclusion
Geographically, halophilic and halotolerant myxobacteria are

widely distributed as evidenced by some of the above described

bacterial isolates, originating, e.g., from German, Japanese and

US American marine environments. This observation is sup-

ported by the investigation of myxobacteria-enriched libraries

of 16S rRNA gene sequences revealing myxobacteria-related

sequences in mud samples taken around Japan. The latter se-

quences were phylogeographically clearly distinct from those of

terrestrial myxobacteria [71]. A further report also states that

myxobacteria capable of thriving in ocean-like conditions ex-

hibit a worldwide distribution [72].

The quantitative presence of myxobacteria in marine environ-

ments can hardly be judged. Based on the isolation success one

may suggest that the frequency is much lower (e.g., only

6 isolates from 90 coastal samples [12,14]) than in terrestrial

habitats, but this may simply represent the less than perfect

isolation and cultivation conditions used today. Indeed, the

currently applied isolation protocols for marine myxobacteria

are only slightly altered in terms of the addition of sea salt,

when compared to those for terrestrial strains, e.g., terrestrial
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Escherichia coli is still used as prey. In addition, it surely is

difficult to recognize marine myxobacterial colonies after isola-

tion, since their morphological features may deviate from the

ones of terrestrial strains and are not well known. Thus, in order

to use marine-derived myxobacteria as a source of bioactive

metabolites, in-depth studies of their morphology and physi-

ology are necessary.

From the available genetic and chemical data, the potential

of halotolerant and halophilic myxobacteria as producers of

chemically diverse secondary metabolites is out of question.

Salimabromide (26) from E. salina is an outstanding example of

such a molecule having a most unusual new carbon skeleton

[58]. The number of molecules obtained so far however is very

low (Table 2), especially when compared with the expected

metabolites envisioned after bioinformatic analysis of the four

available genomes of myxobacteria in the suborder Nanno-

cystineae. All strains harbor at least 25 biosynthetic gene clus-

ters (Table 1), most of them bearing no or very little homology

to known biosynthetic genes. Compared to Myxococcus xanthus

DK1622, the so far sequenced strains dedicate a similar or even

larger portion of their genome of up to 10% to secondary

metabolism.

These “cryptic” or “silent” gene clusters may be addressed with

different strategies [73], e.g., the OSMAC (one strain, many

compounds) approach [74] or co-culturing and elicitation tech-

niques [75-77]. Mass spectrometric analysis [78-81], dereplica-

tion procedures [35,79], bioinformatic analysis and genetic ex-

periments allow a direct connection of metabolites and gene

clusters [33,34,80]. On the other hand, recent advances in the

direct cloning of gene clusters and their heterologous expres-

sion [82-85] may enable researchers to select their “favorite”

gene cluster and express and manipulate it in heterologous hosts

for rational secondary metabolite discovery. These techniques

offer the chance for an effective metabolomics-guided natural

product and genome mining platform.

In conclusion, the application of these promising state-of-the-art

approaches to marine myxobacteria should expand our know-

ledge on novel secondary metabolites in these organisms, and

help to systematically unveil the chemistry encoded in their

genomes.
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Abstract
Ribosomally synthesised and post-translationally modified peptides (RiPPs) are a large class of natural products that are remark-

ably chemically diverse given an intrinsic requirement to be assembled from proteinogenic amino acids. The vast chemical space

occupied by RiPPs means that they possess a wide variety of biological activities, and the class includes antibiotics, co-factors,

signalling molecules, anticancer and anti-HIV compounds, and toxins. A considerable amount of RiPP chemical diversity is gener-

ated from cyclisation reactions, and the current mechanistic understanding of these reactions will be discussed here. These cyclisa-

tions involve a diverse array of chemical reactions, including 1,4-nucleophilic additions, [4 + 2] cycloadditions, ATP-dependent

heterocyclisation to form thiazolines or oxazolines, and radical-mediated reactions between unactivated carbons. Future prospects

for RiPP pathway discovery and characterisation will also be highlighted.

1250

Introduction
Nature employs a number of routes to produce peptidic second-

ary metabolites, including non-ribosomal peptide synthetases

[1,2] (NRPSs) and diketopiperazine-forming cyclases [3,4]. Al-

ternatively, peptides synthesised by the ribosome can be post-

translationally modified into secondary metabolites [5]. These

are termed ribosomally synthesised and post-translationally

modified peptides (RiPPs), and they are prevalent throughout

nature. Massive advances in genome sequencing has revolu-

tionised the discovery of new natural products from all biosyn-

thetic classes [6-8], and it has been particularly beneficial for

the discovery of new RiPP pathways, which are often small and

lacking in homology to one another [9]. There has therefore

been a massive increase in the study of their biosynthesis in

recent years.

RiPPs usually originate from a larger precursor peptide that

consists of an N-terminal leader sequence and a core peptide

that contains the natural product precursor (Figure 1). The

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:andrew.truman@jic.ac.uk
http://dx.doi.org/10.3762%2Fbjoc.12.120
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Figure 1: Schematic of RiPP biosynthesis. Thiazole/oxazole formation is represented by the blue heterocycle (X = S, O), lanthionine formation is
represented by the purple cross-link (X = S) and macrolactam (X = N) or macrolactone (X = O) formation is represented by the green cyclisation.

bottromycin precursor peptide represents a notable exception as

it features an N-terminal core peptide and a C-terminal follower

peptide [10-13]. The core peptide is post-translationally modi-

fied and cleaved from the leader peptide to yield a biologically

active peptide natural product (Figure 1 and Figure 2). A huge

variety of RiPP post-translational modifications have been iden-

tified [5,14]; some are specific to certain classes of RiPP while

others occur across the entire RiPP spectrum. These modifica-

tions can range from leader peptide hydrolysis and disulphide

bond formation through to the complex remodelling of almost

every amino acid in a molecule. For example, thiopeptide anti-

biotics [15] and the marine toxin polytheonamide [16] were

both believed to be non-ribosomal peptides for a number of

years, while the bacterial cofactor pyrroloquinoline quinone

(PQQ, Figure 2) has a ribosomal origin [17] but has been modi-

fied so that no peptide bonds remain. This demonstrates that a

huge amount of structural diversity can be introduced into

RiPPs, despite an intrinsic requirement to be assembled from

the 20 regular proteinogenic amino acids (possibly 21, as RiPPs

containing selenocysteine were proposed in a recent bioinfor-

matic study [18]). Excitingly, the ribosomal origin of RiPPs

means that significant chemical changes to complex natural

products can be achieved by simple site-directed mutagenesis.

This requires the associated tailoring enzymes to tolerate a

modified substrate, and there are many examples of pathways

whose precursor peptides can be extensively mutagenised [19-

23]. This is a powerful tool for the generation of natural prod-

uct analogues and means that RiPP libraries can be generated

much more rapidly and predictably than molecules made from

multi-domain megasynthases such as polyketides and non-ribo-

somal peptides.

Cyclisation is a common post-translational modification in

RiPP pathways and includes a multitude of transformations.

These modifications are usually essential for the proper biologi-

cal activity of the RiPP, as they fundamentally change the shape

of a molecule, which can be critical for receptor binding or

for protection from proteolysis. Examples include amide

bonds, heterocyclisation to form thiazolines or oxazolines [24]

(Figure 2), oxidative carbon–carbon bond formation [25] and

thioether cross-links [26]. Fascinatingly, a significant number of

these modifications are unique to RiPPs [27]. This review will

focus on cyclisations that have been mechanistically charac-

terised, as well as reactions where a mechanism can be confi-

dently postulated. Disulphide bond formation is common in

RiPP pathways but is found across proteins of all sizes so will

not be discussed here.

Review
Thiazole and oxazoles
Thiazoles and oxazoles are found in a huge number of bacterial

RiPPs, which are often loosely defined as thiazole/oxazole-

modified microcins [24] (TOMMs), although these can be

subdivided more accurately into a variety of structural classes,

including linear azol(in)e-containing peptides (LAPs, e.g.,

microcin B17 [28], Figure 3A), thiopeptides (e.g., TP1161 [29],

Figure 2) and cyanobactins [30] (e.g., patellamide A [31],

Figure 2). In each class, the biosynthetic route to generate



Beilstein J. Org. Chem. 2016, 12, 1250–1268.

1252

Figure 2: Examples of heterocycles in RiPPs alongside the precursor peptides that these molecules derive from. The red features on the molecules
indicate where cyclisation has taken place, while the sections of the sequences highlighted in red correspond to the core peptides for each of these
molecules. The sequence highlighted in blue in PatE corresponds to the core peptide for patellamide C, another macrocyclic RiPP that contains thia-
zoles and oxazolines.

azol(in)es is highly similar, and is distinct from their generation

in non-ribosomal peptides. The first in vitro reconstitution of a

TOMM was carried out with microcin B17 [28,32,33], which

showed that there are four essential proteins for its biosynthesis:

the precursor peptide (the “A” protein McbA) that is post-trans-

lationally modified into the final product, and a heterotrimeric

complex that is responsible for both heterocyclisation of serine

and cysteine residues, and subsequent oxidation of (ox/

thi)azolines into (ox/thi)azoles (Figure 3A). This catalytic com-

plex consists of “C” and “D” proteins (annotated as McbB and

McbD, respectively, for microcin B17) that cooperate to cata-

lyse heterocyclisation of specific serine and cysteine residues in

McbA, and a flavin-dependent dehydrogenase (the “B-protein”,

McbC for microcin B17) that oxidises these heterocycles. These

early in vitro studies indicated that the “C-protein” was a zinc-

containing cyclase, and the “D-protein” possesses ATPase ac-

tivity. The requirement for ATP turnover during cyclisation led

to the hypothesis that the D-protein was a docking protein that

regulates heterocyclase activity [33], while the presence of zinc

in the C-protein pointed towards a catalytic role for this metal

[33]. However, this role was later demonstrated to be structural

rather than catalytic [34].

The Mitchell group showed [35] that the D-protein is actually

directly involved in catalysis and uses ATP to activate the back-

bone amide bond for cyclodehydration, thus explaining the

hydrolysis of ATP. A stoichiometric ratio of 1:1 between azole

formation and ATP hydrolysis was demonstrated, and

[18O]H2O was used in the reaction to show that oxygen incor-

porated into phosphate following ATP turnover was not derived
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Figure 3: Formation of thiazoles and oxazoles in RiPPs. A) Biosynthesis of microcin B17. B) Mechanistic models for the introduction of azol(in)es into
microcin, where pathway a was reported by the authors as the likely order of steps. An analogous mechanism was proposed in the biosynthesis of
trunkamide, but with the transfer of AMP instead of phosphate. Inset: partial mechanism of intein-mediated protein splicing, which proceeds via a re-
versible hemiorthoamide, and the proposed mechanism of PurM-catalysed conversion of formylglycinamide ribonucleotide (FGAM) into aminoimida-
zole ribonucleotide (AIR), which involves activation of an amide by ATP and a 5-endo-trig cyclisation.

from bulk water. This led to a mechanistic model where a re-

versible hemiorthoamide is first formed by side-chain S- or

O-attack onto the amide carbonyl [35] (Figure 3B, pathway a),

which is analogous to a step proposed for protein autoproteol-

ysis [36] (Figure 3, inset). The exocyclic oxygen in this inter-

mediate then attacks the α-phosphate of ATP to displace ADP

and generate a phosphorylated hemiorthoamide. This highly

reactive intermediate ensures that the rapid elimination of phos-

phate to generate (ox/thi)azolines is thermodynamically

favourable. [18O]-labeled precursor peptide was subsequently

used to further substantiate this proposal [37].

A similar heterocyclisation mechanism was proposed by the

Naismith group for the cyanobactin heterocyclase TruD, which
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Figure 4: Lanthionine bond formation. A) Nisin and its precursor peptide. B) Mechanism of lanthionine bond formation for class I–IV lanthionine
synthetases. GTP is used in an analogous way to ATP by some enzymes, for example in the biosynthesis of labyrinthopeptin A2. C) Labyrinthopeptin
A2 and its precursor peptide. D) Mechanism for labionin formation in the biosynthesis of labyrinthopeptin A2.

contains fused C- and D-proteins [38]. Interestingly, this

revealed a notable difference with the microcin pathway, as

cyclisation was accompanied by the generation of AMP and

pyrophosphate (PPi), instead of ADP and phosphate. This points

to an adenylation-type mechanism, and the authors also pro-

posed a hemiorthoamide mechanism to account for the absence

of wasted ATP hydrolysis (Figure 3B, pathway a). An alterna-

tive mechanism that would also account for the [18O]-labelling

results involves direct activation of the amide carbonyl by ATP

(Figure 3B, pathway b), which is analogous to a reaction cata-

lysed by PurM family enzymes (aminoimidazole ribonu-

cleotide synthetases) in the biosynthesis of aminoimidazole

ribonucleotide as part of the purine biosynthetic pathway [39]

(Figure 3, inset). This activated amide would then be attacked

by an adjacent serine or cysteine side chain, thus releasing

phosphate/AMP and generating the heterocycle. This order of

steps was not advocated by either the Naismith or Mitchell

groups as it requires a disfavoured 5-endo-trig cyclisation, al-

though this mode of cyclisation is postulated to be catalysed by

PurM, and Baldwin disfavoured cyclisations do occur in other

biosynthetic pathways [40,41].

Curiously, members of the D-protein family are commonly

annotated as YcaO domain proteins [35], where YcaO is an

E. coli protein (Ec-YcaO) of unknown function that has been

implicated in the β-methylthiolation of ribosomal protein S12

[42]. Crystallographic analysis has demonstrated that Ec-YcaO

is structurally homologous to RiPP D-proteins and that ATP-

binding residues are conserved across the superfamily [38,43].

Furthermore, biochemical studies showed that Ec-YcaO hydro-

lyses ATP to AMP and pyrophosphate [43]. The function of this

highly conserved “non-TOMM” protein has yet to be identified,

but it indicates that amide activation by ATP may not be

confined to the biosynthesis of secondary metabolites or

purines. Ec-YcaO also lacks a partner C-protein, which is also

the case for a number of characterised secondary metabolite

pathways. For example, the bottromycin gene cluster encodes

two stand-alone YcaO domain proteins that have been postu-

lated to participate in heterocyclisation reactions [10-13].

Lanthionine bond formation in lanthipeptides
Lanthipeptides (alternatively named lantipeptides [44]) are large

bacterial RiPPs, and the first member to be reported was nisin

(Figure 4A) from Lactococcus lactis in 1928 [45]. Many

members of this family have antibacterial activity and these are

termed lantibiotics [46]; nisin itself is used as a food preserva-

tive as it suppresses bacterial spoilage. Lanthipeptides are char-

acterised by meso-lanthionine (Lan) and (2S,3S,6R)-3-methyl-

lanthionine (MeLan) residues. Lanthionine consist of two

alanine residues linked via a thioether that connects their

β-carbons, while MeLan contains an additional methyl group

(Figure 4B). These crosslinks are formed via a two-stage

process. Firstly, serine (for Lan) and threonine (for MeLan)

residues are dehydrated to 2,3-didehydroalanine (Dha) and (Z)-

2,3-didehydrobutyrine (Dhb), respectively (Figure 4B). This is

followed by 1,4-nucleophilic additions onto these didehydro
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amino acids by cysteine residues [47-49]. Lanthipeptides are

divided into four distinct classes (I–IV) based on the differ-

ences between the biosynthetic enzymes that carry out dehydra-

tion and cyclisation [44]. Dehydration in class I lanthipeptide

pathways is catalysed by a LanB dehydratase (NisB for nisin)

and cyclisation is catalysed by a zinc-dependent LanC cyclase

(NisC). In nisin biosynthesis, the precursor peptide, NisA, is

dehydrated 8 times by NisB [50], and this has been shown to

occur with directionality from the N- to C-terminus of the core

peptide [51].

In vitro reconstitution of NisB activity with the nisin precursor

peptide NisA showed that dehydration involves the glutamyl-

ation of Ser and Thr side chains prior to elimination of gluta-

mate [50]. This mechanistic proposal was established due to the

observation that three NisB mutants (R786A, R826A and

H961A) were able to transfer multiple glutamates to NisA with-

out subsequent elimination. Wild-type NisB was then able to

convert polyglutamylated NisA to dehydrated NisA without the

need for any additives that are usually necessary for NisB in

vitro activity, thus demonstrating that glutamylated NisA is an

authentic activated intermediate. Subsequent biochemical and

structural work identified that glutamate is supplied by

glutamyl-tRNA, and that glutamylation and elimination steps

are catalysed by distinct domains within NisB [52]. Protein

homology analysis indicated that LanB-like proteins are wide-

spread in bacteria [52], so this unusual use of an aminoacyl-

tRNA may actually be common across nature. Interestingly, a

subset of these proteins lack the elimination domain and are

commonly associated with NRPSs rather than RiPPs, but the

function of these small LanBs is not yet known [52,53].

In contrast to class I lanthipeptides, both dehydration and cycli-

sation reactions are catalysed by bifunctional lanthionine

synthetases for classes II–IV [47,49,54]. Furthermore, dehydra-

tion in each of these classes has been shown to proceed via

phosphorylation of the amino acid side chain rather than by glu-

tamylation [54]. Class II synthetases (“LanM”) have an N-ter-

minal dehydratase domain and a C-terminal LanC-like cyclase

domain, and detailed mechanistic studies on LamM enzymes

was enabled by the in vitro reconstitution of lacticin 481

synthetase, LctM [47,54-56]. Both class III (“LanKC” [57]) and

IV (“LanL” [49]) synthetases feature three domains, where a

central kinase domain catalyses phosphorylation and an N-ter-

minal lyase domain catalyses elimination [58]. Both class III

and IV synthetases have C-terminal LanC-like cyclase domains,

but class III enzymes lack the three conserved residues that bind

zinc in the other classes [57], which is surprising, given that the

active site Zn2+ is proposed to activate the cysteine side chains

for cyclisation. The identification of the labyrinthopeptins [59]

(Figure 4C) led to the discovery of a subset of class III lanthi-

peptides that contain an additional carbocyclic ring, which

features the labionin (Lab) amino acid (Figure 4C). This is

formed by sequential Michael-type cyclisations [57,60], where

a conventional lanthionine thioether is first formed by the

attack of cysteine onto Dha. The resulting enolate then attacks

another Dha residue to stereospecifically form the carbocycle

(Figure 4D), and the stereochemical outcome of this cyclisation

is equivalent to lanthionine formation [59]. Both S–C and C–C

crosslinks are formed by the same enzyme, LabKC, which also

catalyses the formation of the Dha residues. An elegant experi-

ment using a series of peptides with α-deuterated serine residues

demonstrated that LabKC dehydrates the precursor peptide with

C- to N-terminal directionality [61], which is in contrast to

NisB from the nisin pathway, which processes its peptide in the

opposite direction [51].

Aminovinylcysteine-containing peptides
A structural variation on the lanthionine linkage is the C-termi-

nal aminovinylcysteine [62] (AviCys, Figure 5A). This is found

in a variety of RiPPs that also feature conventional lanthionine

rings, such as epidermin [63] (Figure 5A), mersacidin [64] and

cypemycin [65]. In epidermin, a S-[(Z)-2-aminovinyl]-D-

cysteine (AviCys) residue is formed by the 1,4-nucleophilic ad-

dition of an oxidatively decarboxylated cysteine residue onto a

Dha residue derived from serine (Figure 5A). Extensive in vitro

experiments indicate that decarboxylation of cysteine precedes

1,4-addition and is catalysed by a flavoprotein (EpiD) in

epidermin biosynthesis [66,67], which uses flavin mononu-

cleotide (FMN) to oxidise the cysteine. A mechanistic proposal

based on structural data involves the oxidation of the thiol to a

thioaldehyde, which then functions as an electron sink to facili-

tate decarboxylation to generate the double bond between Cα

and Cβ [66] (Figure 5A). The functional characterisation of

EpiD led to the identification of homologous bacterial flavopro-

teins (Dfp) that catalyse the decarboxylation of 4’-phospho-N-

pantothenoylcysteine to 4’-phosphopantetheine, which is essen-

tial for coenzyme A biosynthesis [68] (Figure 5B). This demon-

strates how the mechanistic analysis of secondary metabolism

can inform the characterisation of primary metabolism. Surpris-

ingly, the gene cluster for the AviCys-containing RiPP cype-

mycin indicates that this pathway features an alternative way to

produce dehydrated amino acids [65]. Firstly, the cluster does

not encode any Lan-like dehydratases, and secondly, the Dha

residue required for AviCys formation derives from cysteine

rather than serine.

Pyridine and piperidine formation in
thiopeptides
Thiopeptides are a widespread bacterial RiPP family that are

characterised by multiple thiazoles, dehydrated residues and a

central substituted pyridine, dehydropiperidine or piperidine
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Figure 5: S-[(Z)-2-Aminovinyl]-D-cysteine (AviCys) formation in the epidermin pathway. A) Mechanisms for decarboxylation and 1,4-addition.
B) Mechanism for the E. coli Dfp-catalysed conversion of (R)-4'-phospho-N-pantothenoylcysteine into 4'-phosphopantetheine during coenzyme A bio-
synthesis. The function of Dfp was discovered following the mechanistic characterisation of EpiD.

ring [69] (Figure 6A). Micrococcin was the first member to be

identified [70], while the most well-studied member of the class

is thiostrepton [71], whose gene cluster was the first of this

class to be reported [72,73], along with the thiocillin and

siomycin A gene clusters [73,74]. Thiopeptides are antibacteri-

al towards Gram-positive species by inhibiting protein biosyn-

thesis [75], but some members also exhibit biological activity

towards a number of eukaryotic targets, which makes them

promising anticancer [76,77] and antimalarial [78] compounds.

Intriguingly, a recent study identified actively transcribed

thiopeptide gene clusters in human microbiota from every body

site assessed [6].

Thiazoles in thiopeptides are introduced by a BCD-protein

system described previously, while threonine and serine

residues are dehydrated by lantibiotic-like dehydratases. The

formation of core pyridine, dehydropiperidine or piperidine is

consistent with a [4 + 2] cycloaddition across two dehydrated

serine residues [79,80]. Genetic disruption of tclM from the

thiocillin pathway showed that TclM was responsible for this

transformation [81], although the precise cyclisation mecha-

nism (concerted or stepwise) could not be distinguished. There-

fore, a synthetic peptide substrate was tested with recombinant

TclM [82]. This showed that standalone TclM does function as

a “hetero-Diels–Alderase” and a potential concerted mecha-

nism has been proposed that involves the imidic acid tautomer

of one amino acid residue (Figure 6B). The enzyme is also

capable of catalysing aromatisation by elimination of water and

the leader peptide. Aromatisation via leader peptide elimination

does not happen in the biosynthesis of various thiopeptides, in-

cluding thiostrepton, which indicates that TclM could have an

active role in this elimination step.

Macrolactam and macrolactone formation
A diverse array of macrolactams are found in RiPPs from

bacteria [31], plants [83] and mammals [84]. These can arise

from a variety of routes: (i) head-to-tail cyclisation by attack of

the N-terminal amine of the core peptide onto the C-terminus



Beilstein J. Org. Chem. 2016, 12, 1250–1268.

1257

Figure 6: Cyclisation in the biosynthesis of thiopeptides. A) Mechanism of TclM-catalysed heterocyclisation in the biosynthesis of thiocillin I. B) An
overview of the various 6-membered nitrogen-containing heterocycles that are found in thiopeptides.

[85]; (ii) attack of a side-chain amine onto a carbonyl [86];

(iii) condensation between the N-terminal amine of the core

peptide onto a side-chain carboxylate [87]. Biochemically, these

macrolactams are formed via two distinct routes: (a) ATP-de-

pendent activation of carboxylates [88], and (b) peptidase-like

cyclisation onto internal amides [85].

(a) ATP-dependent macrolactam and macrolactone
formation
ATP-dependent macrolactam formation occurs in the biosynthe-

sis of the lasso peptides [87] and the microviridins [86,89]

(Figure 7). Lasso peptides are bacterial RiPPs that are charac-

terised by their knotted structures, where a tail peptide is

threaded through a macrolactam that is formed by the condensa-

tion of the N-terminal amino group with an asparatate or gluta-

mate side-chain carboxylate. These are highly stable structures,

and lasso peptides with a variety of biological activities have

been identified [87,90]. The most well-studied member of the

family is microcin J25 (Figure 7C) from E. coli AY25. Initial

structural characterisation incorrectly identified microcin J25 as

a conventional head-to-tail macrocyclic peptide [91], which was

later revised to the lassoed structure by multiple groups [92-94].

McjC was identified as the macrolactam synthetase using both

genetic inactivation in E. coli and in vitro analysis of purified

protein [95]. McjC has homology to asparagine synthetases and

the reaction they catalyse is mechanistically similar [96], al-

though McjC lacks the N-terminal domain that catalyses the

hydrolysis of glutamine to glutamic acid and ammonia [95].

The McjB peptidase first removes the leader peptide to expose

an N-terminal amino group, which is usually a glycine residue,

although other residues have been identified at this position

[97,98]. McjC then catalyses cyclisation by activating the

carboxylate of an aspartate or glutamate side chain at position 7,

8 or 9 using ATP. This generates an acyl-AMP intermediate,

which is then attacked by the α-NH2 group of the N-terminal

amino acid to form the isopeptide bond. Crucially, the precur-

sor peptide is pre-folded so that once the lactam is formed the

C-terminal tail is trapped within the macrolactam due to the po-
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Figure 7: ATP-dependent macrocyclisation. A) General mechanism for ATP-dependent macrolactonisation or macrolactamisation in RiPPs.
B) Structure of microviridin B, where the nucleophilic residues involved in the formation of cyclic esters are coloured green. C) Illustration of microcin
J25 alongside a solution NMR structure [93] of this molecule (PDB: 1PP5). The Phe19 and Tyr20 side chains are shown in both structures to illus-
trate how the lasso peptide is conformationally restricted following cyclisation.

sition of bulky side chains on the lasso peptide tail (Phe19 and

Tyr20, Figure 7C).

Microviridins constitute a much smaller family of RiPPs than

lasso peptides and have only been identified from a limited

number of cyanobacteria [99-103]. Members of this family can

feature both macrolactams and macrolactones, and both of these

are introduced by ATP-grasp ligases [88]. These macrolactams

are formed by the condensation between the side chains of

lysine and glutamate residues, whereas the macrolactones form

from the condensation of threonine or serine side chains with

aspartate or glutamate side chains. Studies on microviridin B

(Figure 7B) from Microcystis aeruginosa NIES298 and

microviridin K from Planktothrix agardhii CYA126/8 demon-

strated that one ligase is responsible for ester formation and

another catalyses amide formation [86,89]. In vitro studies on

the microviridin K pathway showed that one ATP-grasp ligase

catalyses the formation of two macrolactone rings, which

precedes macrolactam formation [88]. The stoichiometric gen-

eration of phosphate during lactonisation indicates that the acid

side chains are activated as carboxylate-phosphate mixed anhy-

drides, which are then attacked by serine or threonine to release

phosphate. The sequence similarity between the ligases in the

microviridin pathway points towards an equivalent mechanism

for lactam formation, although this has not yet been demon-

strated experimentally.

(b) Peptidase-like macrolactam formation
An alternative route to macrolactams involves the use of

protease-like proteins that catalyse cyclisation via a ping-pong

mechanism [85,104,105] (Figure 8A). In fact, protease-medi-

ated ligation is a well-established concept and early studies

showed that peptide bond formation could be achieved by

modulating protease reaction conditions accordingly [106]. This

has since been found to happen in the biosynthesis of cyclic

RiPPs from a wide range of hosts, including cyclic peptides

from both plants [105] and bacteria [104] (Figure 8B and C).

Mechanistically, these cyclases function in an analogous way to

either cysteine proteases or serine proteases, and these RiPP

cyclases often belong to these peptidase superfamilies. The

PatG cyclase from the patellamide cyanobactin pathway [31]

has been very well characterised to show that one of its domains

(PatGmac) possesses similarity to subtilisin-like peptidases

[104,107]; accordingly, this catalyses macrocyclisation via a

serine protease-like mechanism. PatG features a canonical

serine protease-like catalytic triad (Asp548, His618 and

Ser783), which cuts before an AYDG motif on the precursor

peptide. This generates an acyl–enzyme intermediate, where the

C-terminus of the peptide is bound to Ser783 as an ester. The

N-terminal amino group then attacks this intermediate to

generate a cyclic octapeptide. This is mechanistically similar to

thioesterase-catalysed macrocyclisation found in NRP biosyn-

thesis, although the energetic demands of breaking an amide
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Figure 8: Peptidase-like macrolactam formation. A) General mechanism. B) Examples of RiPPs cyclised by serine protease-like enzymes.
C) Examples of RiPPs cyclised by cysteine protease-like enzymes.

bond versus a thioester bond are notably different. PatG may

have synthetic utility, as studies with unnatural substrates have

shown that macrocycles of between 5–22 residues can be pro-

duced [108], despite it naturally producing a cyclic octapeptide.

A serine protease-like cyclase (PCY1) is also found in the bio-

synthesis of Caryophyllaceae-type cyclic peptides in Saponaria

vaccaria [109]. This cyclase functions in an analogous way to

PatG, although PCY1 has structural similarity to S9a family

serine peptidases, whereas PatG belongs to the S8 family.

Another S9a family serine protease-like cyclase features in the

biosynthesis of α-amanitin (Figure 8B), an amatoxin produced

by the fungus Amanita phalloides and related fungi [110].

Amatoxins are responsible for many of the fatalities caused by

mushroom poisoning of humans, where they function by inhib-

iting RNA polymerase II [111]. In the α-amanitin pathway

[112], a prolyl oligopeptidase-like enzyme catalyses both

hydrolysis of the leader peptide and transpeptidation to yield a

backbone macrolactam [113]. No distinguishing features have

been identified to indicate how it preferentially catalyses cycli-

sation over hydrolysis.

Given the discovery of serine protease-like cyclisation in RiPP

biosynthesis, it is not surprising that cysteine protease-like en-

zymes have also evolved the ability to cyclise ribosomal

peptides. A well-characterised cysteine protease-like macrocy-

clase is found in the biosynthesis of the 14-residue sunflower

trypsin inhibitor 1 (SFTI-1, Figure 8C), where asparaginyl

endopeptidase (AEP) employs a catalytic triad of Asn, His and

Cys to catalyse both proteolysis and cyclisation [105,114,115].

SFTI-1 is found in sunflower seeds and its precursor peptide,

prealbumin, is processed into both SFTI-1 and albumin [115].

Evidence towards the mechanism of AEP-catalysed cyclisation

was provided by an in situ assay that used the enzyme isolated

from sunflower seeds [115]. This showed that the enzyme is

directly responsible for cyclisation and that the reaction does

not involve full hydrolysis of the precursor peptide; this indi-

cates that it catalyses cyclisation by amine attack onto an

acyl–enzyme intermediate. Furthermore, AEP is a broad speci-

ficity peptidase that can also catalyse regular peptide hydroly-

sis, including excision of the SFTI-1 core peptide from prealbu-

min. This means that macrolactam formation is somewhat inef-

ficient and a significant amount of acyclic SFTI-1 is also pro-

duced, but this is masked by the rapid in vivo degradation of

this unwanted side-product [105].

Gene silencing experiments have linked AEP-like proteins to

the macrocylisation of other cyclic plant RiPPs, including

kalata-type cyclotides [85] (Figure 8C) and cyclic knottins

[116], especially because the ligation site almost always fea-

tures an Asx residue. Clitoria ternatea is a tropical plant that

produces cylotides, and a remarkably efficient peptide ligase,

butelase 1, was identified from this plant that is capable of

cyclising a range of native and non-native peptides of between

14 to 58 residues [117]. This enzyme belongs to the AEP

family, but in contrast to sunflower seed AEP, it preferentially
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catalyses cyclisation over hydrolysis and is actually the fastest

known peptide ligase or cyclase. The variety of unrelated cyclic

peptides from phylogenetically distant plant families that are

processed by AEP family proteins has led to the theory that this

reflects evolutionary parallelism, where AEP functions as a

constraining evolutionary channel due to its capacity to cata-

lyse cyclisation [116]. Butelase 1 can also catalyse peptide liga-

tion when a short C-terminal sequence motif of NHV is used as

the acceptor, where N is the site of ligation. Conversely, the

well-characterised peptide ligase sortase A (SrtA) has been em-

ployed to catalyse cyclisation using a cysteine protease-like

mechanism [118]. In vivo, this staphylococcal protein ligates

proteins with a C-terminal LPXTG motif to the peptidoglycan,

via the formation of an enzyme bound thioester on the threo-

nine residue, and has been used widely as an enzymatic tool for

ligation to proteins with an LPXTG tag. Cyclisation can be

achieved using SrtA by the same principle, although this does

require oligo-Gs at the N-terminus for efficient cyclisation

[119].

A cysteine protease-like cyclase is proposed in the biosynthesis

of autoinducing peptide [120] (AIP). However, its function

differs from the above pathways as a thiolactone is generated in

AIP biosynthesis (Figure 9). Autoinducing peptides are secreted

molecules that form part of a quorum-sensing system in Staphy-

lococcus [121]. Heterologous expression in E. coli showed that

only AgrD (precursor peptide) and AgrB (peptidase) are re-

quired for AIP biosynthesis, although AgrD contains an N-ter-

minal signal peptide that is cleaved by an endogenous pepti-

dase [120]. Unlike other macrocyclisation peptidases, AgrB

does not belong to a well-characterised peptidase family,

but mutagenesis experiments on Cys86 infer that a cysteine

protease-like mechanism acts to generate a thioester acyl–en-

zyme intermediate that is then attacked by Cys28 of AgrD to

generate a 16-membered thiolactone [120] (Figure 9).

Figure 9: Structure of autoinducing peptide AIP-I from Staphylo-
coccus aureus and the sequence of the corresponding precursor
peptide AgrD.

Radical SAM-catalysed oxidative cross-
linking
The majority of characterised cyclic RiPPs are generated by

standard ionic reactions. In contrast, radical mechanisms permit

reactions between unactivated atoms [122], and this exotic

chemistry is employed in a number of RiPP cyclisations. In

each case, cyclisation is catalysed by members of the SPASM

protein family [123,124]. These are radical SAM (S-adenosyl-

methionine) proteins that contain two [4Fe–4S] binding

domains, and the highly reactive iron–sulphur clusters in these

proteins make them capable of carrying out complex oxidative

chemistry. This protein family has been named after currently

characterised pathways (SPASM = subtilosin, PQQ, anaerobic

sulfatase, and mycofactocin), although the mycofactocin path-

way has only been described bioinformatically [123]. Subtilosin

is a Bacillus RiPP antibiotic that belongs to the sactipeptide

family of natural products that are defined by the presence of

one or more sulphur to α-carbon bonds [125]. Three thioethers

in subtilosin are formed by a single SPASM protein, AlbA, and

a mechanism was proposed by the Marahiel group based

following detailed in vitro studies [26] (Figure 10A). The first

[4Fe–4S] cluster accepts an electron from an external source to

generate an active reduced form. This electron is transferred to

a coordinated SAM, which is reductively cleaved to generate a

5’-deoxyadenosyl radical (5’-dA•). The formation of 5’-dA• is

common to all radical SAM proteins. The second [4Fe-4S]

cluster coordinates the peptide substrate via a deprotonated thiol

group of a cysteine. The 5’-dA• abstracts a hydrogen from a

specific α-carbon, which then attacks the thiol bound to the

second [4Fe–4S] cluster. To facilitate sulphur to α-carbon bond

formation, the second cluster accepts an electron. It is possible

that the electron accepted by the second [4Fe–4S] cluster can be

transferred to the first cluster by intramolecular electron chan-

neling to convert both clusters into their active forms. A study

on thioether bond formation during the biosynthesis of sporula-

tion killing factor, another Bacillus sactipeptide, was in agree-

ment with this mechanistic model [126].

Another SPASM protein involved in RiPP cyclisation is found

in the biosynthesis of streptide, a streptococcal RiPP that is

involved in bacterial communication [127]. Here, StrB cataly-

ses the formation of a carbon–carbon bond between lysine and

tryptophan side chains [25]. This is proposed to be mechanisti-

cally similar to thioether bond formation, although the role of

the second [4Fe–4S] cluster is likely to differ slightly as it is

unlikely that either carbon initially bonds to this cluster

(Figure 10B). Instead, a radical on the lysine β-carbon (gener-

ated by 5’-dA• hydrogen abstraction) attacks C-7 on the trypto-

phan ring. This generates an indolyl radical that can lose an

electron to the second [4Fe–4S] cluster along with simulta-

neous loss of a proton to rearomatise. An analogous reaction
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Figure 10: Radical cyclisation in RiPP biosynthesis. A) AlbA-catalysed formation of thioethers in the biosynthesis of subtilosin. The mechanism for
deoxyadenosine radical formation is consistent throughout most radical SAM enzymes. B) Mechanism of carbon–carbon cross-linking in streptide bio-
synthesis. C) Proposed carbon–carbon bond formation by SPASM protein PqqE in the biosynthesis of pyrroloquinoline quinone (PQQ).

takes place in the biosynthesis of the bacterial cofactor pyrrolo-

quinoline quinone (PQQ), where the SPASM protein PqqE was

proposed to catalyse the oxidative cross-linking of carbon bonds

on glutamate and tyrosine side chains [17] (Figure 10C). This

proposal was confirmed by in vitro reconstitution of PqqE ac-

tivity with PqqA [128]. Interestingly, PqqE activity is depend-

ent on PqqD, a 10 kDa protein that functions as a chaperone

that tightly binds PqqA [129]. This key interaction promotes an

association with PqqE, which then catalyses cross-linking. A

number of SPASM proteins actually have a PqqD-like domain

at their N-terminus, including AlbA and ThnB [130]. ThnB ca-

talyses thioether bridge formation in thurincin H biosynthesis,
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Figure 11: RiPPs with uncharacterised mechanisms of cyclisation. Unusual heterocycles in ComX and methanobactin are indicated in red. RTD-1 is
formed by the head-to-tail dimerisation of precursor peptides encoded on two separate genes.

and in vitro analysis demonstrated that its PqqD-like domain is

essential for catalysing thioether formation, but not for SAM

cleavage activity [130].

Notable uncharacterised RiPP cyclisations
Despite the huge progress that has been made over the past

couple of decades on RiPP cyclisation, there still exist a num-

ber of notable pathways where key cyclisation mechanisms

have not yet been determined. This is often due to the lack of

suitable candidate enzymes, especially in eukaryotic pathways

where gene clustering is less common. Otherwise, it could

reflect the challenges associated with expression of functional

soluble protein or the generation of a suitable substrate for

candidate enzymes. A number of these cyclisations are found in

partially characterised pathways, such as the S–C cross-link in

α-amanitin (Figure 8B) that is formed between cysteine and

tryptophan residues (the tryptathionine linkage [131]). The

ComQXPA quorum sensing (QS) system [132] found in

Bacillus species represents another partially characterised path-

way that features an unusual cyclised RiPP [133]. Mature

ComX is a secreted RiPP that functions as a signal in this QS

system, and the cyclised residue is crucial for its bioactivity

[134]. The precursor peptide ComX is modified by a isoprenyl

transferase (ComQ), which transfers an isoprenyl group to posi-

tion 3 of the indole side chain of a conserved tryptophan residue

[135]. This directly generates a tricyclic structure, presumably

via attack of the main chain amide nitrogen onto the iminium

intermediate that is generated following prenylation (Figure 11).

Class IV bacteriocins
Class IV bacteriocins are a broad class of cyclic bacterial RiPP

where their N- and C-termini are linked by a peptide bond

[136]. This broad class consists of globular, α-helical and ther-

mostable cyclic peptides, and includes molecules whose path-

ways are poorly understood, such as enterocin AS-48 [137,138]

(also known as bacteriocin 21 [139]). AS-48 is a 70-residue

cyclic antibiotic produced by Enterococcus faecalis and was

recently shown to enhance the ability of the strain to colonise

the mammalian gastrointestinal tract by outcompeting bacteria

that are sensitive to AS-48 [140]. A gene cluster has been iden-

tified [141], and site-directed mutagenesis has been used to

identify key residues in the precursor peptide that are critical for

cyclisation [142], but the actual cyclase has not been charac-

terised. One explanation for the limited understanding of this
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pathway is that the leader peptide removal and cyclisation could

be catalysed by membrane associated proteins (perhaps as a

complex), which hinders biochemical characterisation. Alterna-

tively, these biosynthetic proteins may exist elsewhere in the

Enterococcus genome.

Defensins
Mammals produce various antimicrobial peptides (AMPs) that

have important roles in the mammalian immune system [143],

including in humans [144], and these AMPs often exist as a

cocktail of compounds. Many of these are unmodified linear

peptides, such as the human peptide cathelicidin LL-37 [145],

or are cyclised by disulphide bonds, such as human β-defensin

hBD-2 [146]. However, there is one class of backbone-cyclised

AMP in mammals, the θ-defensins [84]. These are found in Old

World monkeys and orangutans, but are not made by New

World monkeys or humans. θ-Defensins, such as RTD-1

(Figure 11), are 18-residue peptides that are formed by the

head-to-tail cyclisation of two nonapeptides that are themselves

derived from the C-terminal region of precursor peptides, and

both heterodimers or homodimers can be formed in this process

[84,144]. Along with their antimicrobial activity, these peptides

can inhibit fusion of HIV-1 to host cells [147]. Surprisingly, the

human genome contains six θ-defensin pseudogenes that are

actually expressed [148]. However, these contain premature

stop codons that prevent the proper expression of these precur-

sor peptides. Remarkably, aminoglycoside-induced stop codon

readthrough of these genes in human-tissue cultures leads to

the production of properly cyclised θ-defensins that possess

antimicrobial activity [148], indicating that humans have

retained the proteins required for processing and cyclisation.

The identity of these genes in either humans or monkeys has not

been found, although a peptidase-like mechanism can be

speculated.

Methanobactins
Methanobactins are copper-binding RiPPs produced by methan-

otrophic bacteria [149,150]. A methane monooxygenase

(MMO) used by these bacteria requires copper as a cofactor, so

the requirement for copper with these methanotrophs is much

higher than in other bacteria [151]. Therefore, methanobactins

assist with copper uptake for these bacteria and have been

shown to participate in the control of the “copper-switch” that

regulates whether copper-containing or copper-free MMO is

expressed [152]. Thus far, methanobactins have been identified

that contain oxazolones and pyrazinediones [150,153,154],

which are found alongside thioamides in these molecules

(Figure 11). These post-translational modifications are critical

for copper binding but the mechanisms of these heterocyclisa-

tion steps have not yet been determined for any pathway,

despite the identification of various gene clusters [150,154]. A

bioinformatic analysis showed that methanobactin-like path-

ways are found in non-methanotrophic bacteria [154], although

the products and roles of these gene clusters are currently

unknown.

Future challenges
There have been stunning advances in the discovery and charac-

terisation of RiPP post-translational modifications in recent

years [5,14]. Much of this has been led by genomics, which has

informed both the study of established molecules whose biosyn-

thetic origins were previously unknown (e.g., thiostrepton [72])

and the discovery of new pathways via genome mining [155-

157]. However, gene cluster identification does not provide

detailed mechanistic information about post-translational modi-

fications and there are numerous examples where key steps in

pathways with sequenced gene clusters have not been charac-

terised (see examples above). More widely, it is clear that there

are a vast number of uncharacterised pathways encoded in

sequenced genomes [8,158]. Many of these are homologous to

known RiPP classes, such as uncharacterised lasso peptide and

lanthipeptide pathways that are highly prevalent in many bacte-

rial genomes [49,87,159], although it is evident that many novel

classes of RiPP await characterisation [7].

Despite the successes reported above, genome mining for novel

RiPP clusters is hindered by a number of factors. Firstly, RiPP

“gene clusters” can be as small as two genes: a precursor

peptide and a tailoring protein, especially when further

hydrolytic processing can be carried out by endogenous pepti-

dases [120]. The prevalence of putative small peptides encoded

throughout genomes [160] make it difficult to predict which of

these are post-translationally processed, and some small genes

are overlooked by automated gene annotation software, which

means that some putative RiPP precursors are not even listed in

databases. Furthermore, novel classes are difficult to identify

precisely due to their novelty compared to known pathways.

This is in contrast to terpenes, polyketide synthases or NRPSs,

whose pathways are all clearly identified by signature protein

domains. Finally, many RiPPs do not possess antimicrobial or

cytotoxic activity, so are not identified by classical activity-

based screens.

Mass spectrometry (MS) represents a relatively unbiased ap-

proach to screening for the production of novel RiPPs, al-

though this is non-trivial due to the variety of unusual post-

translational modifications that could take place. This means

that product masses and fragmentation patterns are very diffi-

cult to predict, especially when peptides are cyclised [161].

Despite these issues, significant progress has been made to

develop methods to correlate MS data with RiPP genomic data

[162], although these methods still have focused on known
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RiPP classes with relatively predictable modifications [155-

157,161]. The use of ultra-tolerant search terms does allow for

the identification of peptides with unexpected post-translational

modifications [163], although this method has not been applied

to bacterial RiPPs.

To overcome these barriers to discovery, various search algo-

rithms have been developed or adopted to identify truly novel

RiPP gene clusters. For example partial phylogenetic profiling

was used to propose the currently uncharacterised “mycofac-

tocin” family of gene clusters [123]. A similar approach was

also used to propose a family of selenocysteine-containing

RiPPs [18]. An alternative approach is to screen for homology

to tailoring proteins from known pathways, which can be partic-

ularly effective when RiPP-specific protein classes are assessed.

For example, thousands of gene clusters with limited homology

to TOMMs were identified by searching for clusters associated

with YcaO domain proteins [43,164], which are essential for

heterocyclisation. These pathways may have some mechanistic

similarities with known TOMM pathways, but the diversity of

precursor peptide sequences identified, along with novel combi-

nations of predicted tailoring enzymes, indicates that the prod-

ucts of these pathways will be significantly different to known

RiPPs. Similar results were obtained when mining for lanthi-

peptide-like gene clusters [7,53], and widespread searches for

pathways with RiPP-like tailoring enzymes can be carried out

using BAGEL3 [9]. More generally, a hidden Markov model-

based probabilistic algorithm, ClusterFinder, identified hun-

dreds of putative new classes of RiPP alongside novel clusters

for the biosynthesis of other natural product classes [8,158].

These bioinformatic analyses all indicate that a vast amount of

the RiPP landscape remains unexplored, and a major future

challenge will be to determine the both identity and the biologi-

cal function of these putative metabolites.

Conclusion
A remarkable array of RiPP cyclisation steps have been identi-

fied and subsequently mechanistically characterised. These

biosynthetic steps enable producing organisms to convert

simple ribosomal precursor peptides into complex molecules

with exquisite biological activities. There is a degree of

commonality between the modification steps that have been

characterised for both RiPPs and for other secondary metabo-

lite pathways, but it is interesting to note that there are a signifi-

cant number of biochemical modifications that, thus far, appear

to be unique to RiPP biosynthesis. For example, lanthionine for-

mation, YcaO protein-catalysed heterocyclisation and radical

SAM-catalysed thioether cross-links are only found in RiPP

biosynthetic pathways. Much recent work on RiPP biosynthesis

has been assisted by the rapid identification of gene clusters by

next generation sequencing technologies, and this widespread

genome sequencing also indicates that there remains a wealth of

unexplored pathways to discover and characterise.
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Abstract
This review highlights the biosynthesis of heterocycles in polyketide natural products with a focus on oxygen and nitrogen-contain-

ing heterocycles with ring sizes between 3 and 6 atoms. Heterocycles are abundant structural elements of natural products from all

classes and they often contribute significantly to their biological activity. Progress in recent years has led to a much better under-

standing of their biosynthesis. In this context, plenty of novel enzymology has been discovered, suggesting that these pathways are

an attractive target for future studies.

1512

Introduction
Heterocycles
Heterocycles are important structural elements, which are

present in natural products from all classes and also in many

biologically active synthetic compounds. They often contribute

significantly to their structural and physical properties as well

as to their biological activity [1-3]. Heterocycles can for exam-

ple be involved in cation complexation as known for ionophoric

polyethers or introduce conformational rigidity into a molecule,

which is crucial for target binding [4].

Oxygen heterocycles are mainly found in carbohydrates,

polyketides, peptides and terpenoids. Nitrogen heterocycles are

part of peptides and alkaloids. Both can of course also occur in

the respective hybrid natural products. Sulphur-containing

heterocycles are present in few polyketides and more wide-

spread in peptidic natural products of both, non-ribosomal and

post-ribosomal modified origin [5].

The biosynthetic mechanisms for heterocycle formation are nu-

merous, and range from simple addition or condensation reac-

tions to oxidative ring closures. The large number of mechanis-

tically different cyclisation modes triggers the interest on the re-

sponsible enzymes. Due to the relevance of heterocycles, under-

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:frank.hahn@uni-bayreuth.de
http://dx.doi.org/10.3762%2Fbjoc.12.148
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standing the enzymology of heterocycle formation is also an

important milestone on the way to using the enzymes as chemo-

enzymatic tools in natural product synthesis and medicinal

chemistry [6,7].

Polyketides
Polyketide natural products are biosynthesised by polyketide

synthases (PKSs) of the types I–III. Type I PKS are multimod-

ular megaenzyme complexes that produce linear, reduced

polyketides in an assembly line process that uses acyl carrier

proteins (ACP), ketosynthase (KS) and acyl transferase (AT)

domains as well as ketoreductase (KR), dehydratase (DH),

enoyl reductase (ER) and thioesterase (TE) domains [6,8]. The

PKS intermediates remain tethered to the megaenzyme via a

thioester linkage during the whole process.

Among these domains, only TE domains participate in cyclisa-

tion reactions as part of their standard catalytic repertoire

(Scheme 1). They transacylate the thioester of a PKS-bound

polyketide onto a nucleophile. If the nucleophile is water, this

leads to carboxylic acids. The reactions of backbone hydroxy

groups or amines consequently give lactones and lactams. TE

domains mostly form macrocycles or more rarely medium-sized

and small cycles with defined size.

Scheme 1: Schematic description of the cyclisation reaction catalysed
by TE domains. In most cases, the nucleophile “X” represents oxygen
or nitrogen leading to lactones or lactams, respectively.

Type II and type III PKS are mono-modular and form aromatic

structures. Their gene clusters can contain additional cyclase/

aromatase domains and a chain-length factor that together force

particular folding patterns of a polyketone precursor and thus

particular ring systems [9-11].

Most heterocycles in polyketides are formed by specialised PKS

domains and tailoring enzymes. These can be active during

assembly of the nascent PKS precursor (as for example in the

case of pyran/furan formation via oxa-Michael addition, see

chapters 1.1.1 and 1.2.1), during the cleavage of the fully elon-

gated precursor from the PKS (as for example for tetronates,

tetramates and pyridinones, see chapters 1.7.1, 2.2.1 and 2.1.3)

or during post-PKS tailoring (as for example during oxidative

cyclisation in aureothin biosynthesis, see chapter 1.2.2).

This review intends to give an overview on the mechanisms

involved in heterocycle formation during polyketide biosynthe-

sis. A focus will be placed on oxygen and nitrogen-containing

heterocycles due to their abundance and relevance.

Although the genuine polyketide biosynthesis machinery does

not harbour enzymatic units that introduce nitrogen, we

expanded the scope of this article to those products of polyke-

tide synthase–non ribosomal peptide synthetase (NRPS) hybrid

systems in which the polyketide portion strongly dominates the

overall structure and in which the amino acid nitrogens are in-

corporated into the respective heterocycles.

We will not cover medium-sized and macrocyclic lactones and

lactams, but concentrate on small heterocycles with ring sizes

between 3 and 6 atoms (for a review about macrolactones see

reference [12]).

Review
1 Oxygen-containing heterocycles
Oxygen-containing heterocycles are biosynthesised in seven

principal ways (Scheme 2). Those comprise nucleophilic addi-

tion of a hydroxy group to electrophiles like epoxides 4, carbon-

yl groups 6 or Michael acceptors 9, potentially followed by

further processing (a–c in Scheme 2).

Lactones 12 are formed by transacylation of a thioester to a

hydroxy group (d in Scheme 2). A Michael addition–lactonisa-

tion cascade leads to pyranones with a substituent in the 4-posi-

tion 16 (e in Scheme 2). 3-Acylfuran-2-ones (19, 3-acyl-

tetronates) are formed by acylation–Dieckmann condensation

between 2-hydroxythioesters 18 and β-ketothioesters 17 (f in

Scheme 2). The oxidative cyclisation after C–H activation of

alkyl carbons is known for the formation of furan rings 21 (g in

Scheme 2).

1.1 Pyrans
1.1.1 oxa-Michael addition: The oxa-Michael addition on an

α,β-unsaturated thioester intermediate leads to oxygen hetero-

cycles along with the formation of up to two new stereocentres.

Its appearance in several polyketide biosynthetic pathways was

proposed for a decade based on gene cluster analysis. An in

vitro characterisation of responsible catalytic units has however

only recently been achieved. Two pyran-forming cyclase

domains were characterised in the pederin (24) and the ambru-
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Scheme 2: Mechanisms for the formation of oxygen heterocycles. The degree of substitution can differ from that shown in the scheme. In b, other
modes of processing are possible in the second step. Partially redrawn from [13].

ticin (28) biosynthetic pathways (Scheme 3 and Scheme 4)

[14,15].

Scheme 3: Pyran-ring formation in pederin (24) biosynthesis. Incuba-
tion of recombinant PedPS7 with substrate surrogate 22 gave conver-
sion into cyclic stereoisomers anti-23 and syn-23 [14].

PedPS7 is a monofunctional pyran synthase (PS) domain that

was predicted to catalyse ring formation from an α,β-unsatu-

Scheme 4: The domain AmbDH3 from ambruticin biosynthesis cataly-
ses the dehydration of 25 and subsequent cyclisation to tetrahydro-
pyran 27 with high stereoselectivity [15].

rated intermediate in the biosynthesis of the PKS–NRPS hybrid

product pederin (24) [16,17]. The recombinant, isolated domain

transformed both enantiomers of the structurally simplified

tetraketidic precursor surrogate 22 into cyclised products anti-

23 and syn-23 (Scheme 3a) [14]. The in vitro reaction with

PedPS7 proceeds with moderate stereoselectivity irrespective of

the configuration of the substrate at C7.
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Scheme 5: SalBIII catalyses dehydration of 29 and subsequent cyclisation to tetrahydropyran 30 [18].

PS domains are common in trans-AT PKS clusters and partici-

pate in the biosynthesis of such important compounds as bryo-

statin and sorangicin. They are related to DH domains on the

amino acid sequence level, but show a significant mutation of a

DH-characteristic aspartic acid to a histidine or an asparagine

residue in their active site. This exchange avoids the dehydra-

tion reaction and might facilitate the activation of the hydroxy

group for nucleophilic attack on the Michael system by proton

abstraction. PS domains also form a distinct phylogenetic clade

compared to DH domains. Within a module, PS domains are

usually located adjacent to DH domains and act on their tran-

siently formed dehydration product [14].

The arrangement is somewhat different in the case of AmbDH3

from ambruticin biosynthesis (Scheme 4) [15]. This bifunc-

tional domain catalyses both steps, dehydration of a 3-hydroxy-

thioester intermediate 25 and subsequent cyclisation to a tetra-

hydropyran ring 27. AmbDH3 is currently the only known case

of a pyran-forming domain in a cis-AT PKS.

Hahn et al. showed that AmbDH3 catalyses dehydration of only

the 2-D,3-D-configured precursor 25 to the E-configured olefin

intermediate 26 and subsequent cyclisation to 27 (Scheme 4).

The C6 epimers of compounds 25 and 26 were also accepted,

but with much lower conversion. In both cases, the configura-

tion at C2 in the cyclic product was exclusively D, highlighting

the high stereoselectivity of the domain-catalysed reaction. The

ambruticins contain a second hydropyran ring that is estab-

lished by epoxide opening (see chapter 1.1.3).

A further enzyme with similar dehydratase–cyclase activity was

recently discovered by Leadlay et al. in the biosynthesis of the

polyether ionophore salinomycin (31, Scheme 5) [18]. SalBIII

is a pyran-forming cyclase that was originally annotated as an

epoxide hydrolase/cyclase.

The putative biosynthetic precursor 29 was isolated from a gene

knockout strain and used in an in vitro assay. The recombinant

enzyme converted this compound into the cyclised salinomycin

precursor 30. The proposed mechanism also proceeds via a

dehydration–oxa-Michael addition cascade. A crystal structure

revealed two crucial aspartic acid residues as candidates for the

acid–base catalysis occurring in the active site [18].

1.1.2 Processing of hemiacetals: Reduction or alkylation of

hemiacetals in the presence of Lewis acids is a common synthe-

tic strategy for making pyrans and furans. Hemiacetals are also

biosynthesis intermediates where they are transformed into indi-

vidually functionalised heterocycles or acetals. In many cases,

these hemiacetals are also appropriately activated to react

further spontaneously. The involvement of individual enzymes

in these reactions has only been shown in a few cases.

Pyranonaphtoquinones. Pyranonaphtoquinones are a subclass

of bacterial and fungal polyketides with an aglycone core,

which is built up of a naphthalenedione and an annelated pyran

ring (Figure 1) [19,20].

Their biosynthesis can be divided into three parts: the assembly

of the PKS carbon backbone by a type II PKS including forma-

tion of the carbocyclic aromatic core, post-PKS modifications

leading to the installation of the oxygen heterocycle and third,

its modification by diverse tailoring enzymes [21,22].

The actinorhodin (34) PKS is probably the best studied type II

PKS and has been used as a model system for understanding

basic features of such iterative bacterial systems. The respec-

tive biosynthetic gene cluster had already been cloned in 1984

and the genes were sequenced in 1992 (Scheme 6) [23,24].

As for most pyranonaphtoquinones, seven rounds of chain

extensions followed by controlled cyclisation yield the reactive

intermediate 38 after release from the PKS [25,26]. The

intermediate is prepared for the action of ActVI-1, which

is annotated as a 3-hydroxyacyl-coenzyme A (CoA) dehydro-

genase (3HAD). Enzymes of this family catalyse the
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Figure 1: All pyranonaphtoquinones contain either the naphtha[2,3-c]pyran-5,10-dione (32) or the regioisomeric naphtha[2,3-c]pyran-6,9-dione (33)
unit. Representative examples are actinorhodin (34), medermycin (35), granaticin (36) and alnumycin A (37) [21].

Scheme 6: Pyran-ring formation in actinorhodin (34) biosynthesis. DNPA: 4-dihydro-9-hydroxy-1-methyl-10-oxo-3H-naphto[2,3-c]pyran-3-acetic acid.
Modified from [27-29].
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Scheme 7: Pyran formation in granaticin (36) biosynthesis. DNPA: 4-dihydro-9-hydroxy-1-methyl-10-oxo-3H-naphto[2,3-c]pyran-3-acetic acid. Modi-
fied from [27].

dehydration of L-3-hydroxyacyl-CoA during β-oxidation of

fatty acids.

In this case, it acts as a ketoreductase that installs the secondary

hydroxy group in 39. The catalytic mechanism has been pro-

posed using a homologous 3HAD from the human heart as a

model and was verified by mutagenesis and kinetic studies. In

the active site, Glu141 and His129 activate the C3 keto group

by protonation. The pro-S hydride of the reduced nicotinamide

adenine dinucleotide (phosphate) (NAD(P)H) is then trans-

ferred to the C3. The resulting hydroxy group participates in the

formation of a cyclic hemiacetal that subsequently undergoes

vinylogous dehydration to yield (S)-4-dihydro-9-hydroxy-1-

methyl-10-oxo-3H-naphto[2,3-c]pyran-3-acetic acid (41, (S)-

DNPA) [27]. Whether the enzyme actively participates in the

post-reduction steps is still in debate. It was proposed that dehy-

dration takes place while the substrate is still bound in the

active site, but it is also known that this and the analogous reac-

tion in similar systems like medermycin (35) can occur sponta-

neously [27,30].

In vitro studies with recombinant ActVI-1 and synthetic sub-

strate analogues showed a preference of the enzymes for a free

acid substrate analogue over N-acetylcysteamine (SNAC)-

bound substrates, suggesting that the polyketide is cleaved from

the PKS prior to keto reduction [31]. The dehydration product

41 is reduced by Act VI-2 to the dihydropyran 42, which under-

goes tailoring to finally yield actinorhodin (34).

In granaticin (36) biosynthesis, the pyran-forming enzyme Gra-

6 belongs to the short chain dehydrogenase/reductase (SDR)

family and shows the highly conserved catalytic triad of Ser-

Tyr-Lys (Scheme 7).

It was suggested that the Ser144 hydrogen bond to the C3 keto

group in 38 is essential for stereocontrol, while Tyr157 and

Lys161 participate in pre-orienting NADPH for transfer of its

pro-S proton [27,32]. The resulting secondary alcohol 43 is

processed similar to its enantiomer 39 in actinorhodin biosyn-

thesis to give (R)-DNPA (46) and finally graniticin (36) after

tailoring.

It has been proposed that already at the stage of the first post-

PKS modifications, the alnumycin (37) pathway differs from

the above mentioned routes (Scheme 8). Prior to pyran cyclisa-

tion, the lateral ring of precursor 48 is hydroxylated by the

combined action of the two-component flavin-containing mono-

oxygenase (FMO) AlnT and the flavin reductase AlnH [33].

No 3HAD homolog is present in the gene cluster that could cat-

alyse a similar reaction as in the above mentioned examples.

Instead, the oxidoreductase AlnO was proposed to catalyse the
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Scheme 8: Pyran formation in alnumycin (37) biosynthesis. Adapted from [21].

stereoselective reduction of the ketone at C15 in 49. The pyran

51 would then be obtained by spontaneous or enzyme-sup-

ported hemiacetalisation followed by dehydration [34]. The

tricyclic core unit is oxidised further and heavily decorated by

tailoring enzymes, also involving an unusual rearrangement

leading to the dioxane unit, whose carbon atoms originally

derive from a sugar building block [34-36].

1.1.3 Epoxide opening: The nucleophilic opening of epoxides

is probably the most abundant type of reaction leading to furans

and pyrans. It, for example, plays an important role in the bio-

synthesis of ionophoric terrestrial and marine polyethers (see

chapter 1.3). In this chapter, we will focus on two examples in

which one pyran ring is formed. Both characteristically deviate

from the typical polyether-specific interplay between one epoxi-

dase and one or a few epoxide hydrolases that collaboratively

set up multiple oxygen heterocycles.

Pseudomonic acid A. Mupirocin is a clinically important anti-

biotic against Gram-positive bacteria, which consists of a mix-

ture of pseudomonic acids from Pseudomonas fluorescens

NCIMB 10586 with pseudomonic acid A (61) being the main

compound (Scheme 9) [37-44]. It belongs to the group of trans-

AT-PKS products and the gene cluster harbours genes that code

for a β-hydroxymethylglutaryl-CoA synthase (HCS) cassette

(mupG, mupH, mupJ, mupK and macpC) and an iteratively

acting type I fatty acid synthase (FAS) (mmpB).

During the biosynthesis of the pseudomonic acids, the initially

formed PKS product 52 undergoes a complex tailoring path-

way (Scheme 9) [45]. A remarkable feature is the tightly regu-

lated steps that lead to the formation and decoration of the

pyran-ring-containing region between C5 and C11 in 61 [46-

49]. This has been studied by a series of fermentation and gene

deletion–intermediate isolation experiments.

The process starts by oxidoreductase domain MmpE-catalysed

epoxidation of the double bond between C10 and C11. Olefin

53 is thus a branching point from which two series of analo-

gous C10–C11 epoxides (53–61) and C10–C11 (not shown)

olefins arise (Scheme 9). The fact that the wild-type titers of the

respective olefins are much lower than the analogous epoxides

53–61 suggests that epoxidation has a strong influence on the

performance of the downstream enzymes.

The dioxygenase MupW together with its associated ferredoxin

dioxygenase MupT then catalyse dehydrogenation and epoxida-

tion on C8 and C16 of 53. Whether the pyran-ring closure is

also mediated by an enzymatic activity or if this reaction is a

spontaneous process could not be clarified yet and may be

subject for in vitro studies with the purified enzymes.

The net-deoxygenation on C8 of pseudomonic acid B (57) is

obtained by a multistep process (Scheme 9). After elongation by

the iterative type I fatty acid synthase MmpB, redox transfor-

mations and a dehydration on the MacpE-bound substrate 58

finally lead to pseudomonic acid A (61) with a 3,4-dihydroxy-

2,5-disubstituted pyran ring. The reason for the elaborate oxida-

tion–reduction on the C6 and C7 hydroxy groups during this

biosynthetic endgame remains enigmatic [46].
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Scheme 9: Biosynthesis of pseudomonic acid A (61). The pyran ring is initially formed in 57 after dehydrogenation, epoxidation and ring opening by
the ferredoxin dioxygenase MupT and the dioxygenase MupW and then formally deoxygenated [46].

Scheme 10: Epoxidation–cyclisation leads to the formation of the tetrahydropyran ring in the western part of the ambruticins [50].

Ambruticin. Another example in which a single epoxide

opening event leads to the installation of an individual ring is

the formation of the western tetrahydropyran ring in the biosyn-

thesis of the ambruticins (Scheme 10) [50].

Their gene cluster contains a single epoxidase gene but no

epoxide hydrolase, suggesting that the epoxidase is either multi-

functional or that epoxide opening occurs spontaneously. The

latter hypothesis is supported by the fact that allylic epoxides

have been shown in synthetic experiments to be much more

susceptible to nucleophilic attack than the respective 3,4-satu-

rated analogues and that 6-endo-tet attack can override the

5-exo-tet cyclisation, which is favoured according to Baldwin’s

rules [51,52].
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Scheme 11: a) Nonactin (70) is formed from heterodimers of (−)(+)-dimeric nonactic acid and (+)(−)-dimeric nonactic acid. b) The product of the nonS
gene catalyses the cyclisation of (6R,8R,E)-6,8-dihydroxy-2-methylnon-2-enoic acid thioester (71a and 71 b) to (+)-nonactic acid thioester (69b/72)
[53,56,58].

1.2 Furans
1.2.1 oxa-Michael addition: Similar to the PS domains de-

scribed in chapter 1.1.1, furan rings can also be biosynthesised

via oxa-Michael additions.

Nonactin. Nonactin (70) is the smallest homolog of the

macrotetrolides, a family of cyclic polyethers that commonly

have activity as ionophore antibiotics (Scheme 11a). It is pro-

duced by Streptomyces griseus subsp. griseus ETH A7796 as

well as by Streptomyces fulvissimus and consists of four

nonactic acid units, which are assembled in a head-to-tail

fashion giving a C2-symmetric (−)-(+)-(−)-(+) macrocycle [53].

Nonactin (70) biosynthesis has been extensively studied and

shows multiple unusual features. Genes of an ACP-less, non-

iteratively acting type II PKS are involved in the formation of

the nonactoyl-CoA (69a and 69b) backbone. The biosynthesis

starts from succinyl-CoA (65) and malonyl-CoA (66), which

are condensed to a 3-oxothioester and further processed to the

4,6-dioxothioester 68 (Scheme 11a) [54]. This achiral interme-

diate is the precursor for two enantiospecific pathways [55].

After stereoselective reduction to the (6S,8S) or the (6R,8R,

71a) enantiomer of (E)-6,8-dihydroxy-2-methylnon-2-enoyl-

CoA, respectively, the nonactate synthase NonS catalyses

stereospecific oxa-Michael addition [56,57]. This enzyme is

proposed to convert both enantiomers, finally giving the

nonactic acid monomers 69a and 69b.

Priestley et al. showed that the cell lysate of a recombinant

Streptomyces lividans strain overexpressing the nonS gene was

able to convert the N-caprylcysteamine thioester (71b) into the

respective cyclic compound 72 (Scheme 11b) [56]. This result

has been confirmed by in vivo experiments of Shen et al. [59].

NonS was annotated as an enoyl-CoA hydratase and shows a

high degree of up to complete identity amino acid homology to

mostly uncharacterised enzymes in several other clusters of

Streptomyces strains.

Pamamycins. Recently, the gene cluster of the macrodiolide

antibiotic group of the pamamycins 73 was sequenced and the

function of some of the genes studied (Figure 2) [60].

Figure 2: Pamamycins (73) are macrodiolide antibiotics containing
three tetrahydrofuran moieties, which are all proposed to be formed by
the NonS homolog PamS [60].
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Scheme 12: A PS domain homolog in oocydin A (76) biosynthesis is proposed to catalyse furan formation via an oxa-Michael addition [61].

Scheme 13: Mechanism of oxidation–furan cyclisation by AurH, which converts (+)-deoxyaureothin (77) into (+)-aureothin (79) [13].

This cluster contains a NonS homolog, PamS, that was pro-

posed to catalyse all three oxa-Michael additions that lead to

tetrahydrofuran formation during biosynthesis. As the enzyme

must act on biosynthetic intermediates of strongly varying size,

this attributes a remarkably broad substrate tolerance to PamS.

No detailed characterisation of PamS has been carried out yet.

Oocydin. Homologs of trans-AT-PKS-characteristic pyran

synthase (PS) domains are also proposed to be involved in the

biosynthesis of furan-containing compounds (see chapter 1.1.1).

In module 7 of the oocydin A (76)-PKS, a DH domain and a PS

domain are present that were proposed to first dehydrate a

3-hydroxythioester intermediate and then cyclise the resulting

enoyl intermediate 74, similar to the reaction in sorangicin or

pederin (24) biosynthesis (Scheme 12) [61].

1.2.2 Oxidative cyclisation: (+)-Aureothin. Furan rings can

also be directly formed by oxidative cyclisation. The best

studied example is the biosynthesis of (+)-aureothin (79), a

reduced polyketide with potent antitumor, antifungal, antipara-

sitic, pesticidal and antitrypanosomal activities (Scheme 13).

In its biosynthesis, the furan-ring formation occurs on a late

stage, catalysed in an unprecedented fashion by the cytochrome

P450 oxidase AurH [13,62-67]. This enzyme accomplishes two

consecutive CH activations at the positions 7 and 9a of the

biosynthetic precursor deoxyaureothin (77), finally leading to

oxidative cyclisation. The authors could reconstitute the enzy-

matic reaction in vitro and showed that stereospecific oxidation

of 77 occurs first at the 7-position, which is followed by allylic

oxidation at the 9a-position in 78 and cyclisation [13]. This

reaction was exploited in the chemoenzymatic total synthesis of

(+)-aureothin (79) [67,68].

The molecule also contains a pyran-4-one. Reminiscent of type

II and type III-PKS, this results from elimination–tautomerisa-

tion of the 3,5-dioxothioester formed by the final two elonga-

tion steps of the aureothin-PKS.

Leupyrrins. The leupyrrins (leupyrrin A2 (80) is shown in

Scheme 14) are remarkable hybrid natural products consisting

of PKS, NRPS and isoprenoid-originating portions. They

contain several heterocyclic elements, like a pyrrolidine, a

furan-2-one, an oxazolidinone and particularly a 3,4-furylidene

moiety in the polyketide part.

An analysis of the gene cluster as well as feeding experiments

with isotope-labelled precursors led to a proposal for the forma-

tion of the furan ring [69,70]. The anticipated mechanism is

reminiscent of the formation of a tetrahydropyridine ring by the

berberine bridge enzyme in plant alkaloid biosynthesis. It starts

with S-adenosyl-L-methionine (SAM)-dependent methylation

of the secondary hydroxy group in 81 by the O-methyltrans-
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Scheme 14: Leupyrrin A2 (80) and the proposed biosynthesis of its furylidene moiety [69,70].

Scheme 15: Asperfuranone (93) biosynthesis, adapted from [75].

ferase Leu14 (Scheme 14a) [71-74]. Oxidation of the methoxy

group in 82 by the cluster-encoded dehydrogenase Leu8 is fol-

lowed by a Prins-type cyclisation. No enzyme candidate for the

cyclisation reaction to 84 could be identified in the cluster.

1.2.3 Processing of hemiacetals: Asperfuranone. Asperfura-

none (93) consists of a polyketide side chain, attached to the C3

of an oxidised isobenzofuran (Scheme 15). The respective

biosynthetic cluster contains seven genes and has been identi-
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fied by Wang and co-workers through a genome mining ap-

proach in Aspergillus nidulans [76]. Later on, the same group

annotated a highly homologous gene cluster in Aspergillus

terreus and elucidated the timing and mechanism of asperfura-

none biosynthesis by step-wise heterologous expression of the

individual genes in A. nidulans [77]. Thus, genes involved in

asperfuranone biosynthesis have been renamed from “afo” to

“ateafo”.

This bipartite azaphilone structure corresponds to its assembly

by the highly reducing (HR)-PKS AteafoG, followed by a non-

reducing (NR)-PKS AteafoE. The product of the HR-PKS

AteafoG, tetraketide 85, is transferred to the starter unit:ACP

transacylase (SAT) domain of the NR-PKS AteafoE. After the

elongation by four further ketide units, reductive PKS release

and Knoevenagel condensation yield the benzaldehyde interme-

diate 88. Oxidative dearomatisation of 88 catalysed by the sali-

cylate monooxygenase AteafoD gives 89, which is hydroxylat-

ed at C8 by the oxygenase AteafoF. The positioning of this

newly formed hydroxy group forces the formation of a five-

membered ring hemiacetal in 91. Spontaneous dehydration

installs the furan moiety and after keto reduction by an endoge-

nous reductase, asperfuranone (93) is obtained.

Aflatoxins. Aflatoxins 94–99 are highly toxic carcinogens pro-

duced in several Aspergillus species (Figure 3). The respective

pathway gene clusters have been identified and homologies be-

tween Aspergillus species were compared for example by the

groups of Bennett and Ehrlich [78,79]. Structurally, aflatoxins

belong to the group of furanocoumarins and consist of a penta-

cyclic system in which a benzobisfuran is annelated with a

δ-lactone and a cyclopentanone or oxidation products of the

latter.

Aflatoxin biosynthesis has been studied since the late 1960s and

has attracted attention, because the polyketide undergoes a

series of oxidative rearrangements, which drastically alter the

molecular scaffold. Due to the complexity of these processes,

we will focus on the steps directly associated with heterocycle

formation [82-84].

Aflatoxin B1 (94) is considered as the most toxic aflatoxin. It is

derived in multiple enzymatic conversions from norsolorinic

acid anthrone 100, which is produced by the norsolorinic acid

synthase (NorS) (Scheme 16) [83,85]. NorS is a complex of a

NR-PKS PksA and a pair of yeast-like fatty acid synthases

HexA/HexB, which provide an unusual hexanoyl-CoA starter

unit [86]. Norsolorinic acid (100) undergoes three oxidative re-

arrangements towards aflatoxin B1 (94): The first rearrange-

ment sets up the benzobisfuran motif in 106, the second

rearranges the anthraquinone in 106 to the xanthone in 107 and

Figure 3: The four major aflatoxins produced by Aspergilli are the
types B1, B2, G1 and G2 (94–97). In the digestive tract of animals,
aflatoxins B1 and B2 (94 and 95) are oxidized to M1 and M2 (98 and
99), respectively [80,81].

the third is an oxidative ring contraction towards the cyclopen-

tanone in 94 (Scheme 16).

After several enzymatic post-PKS modifications, the oxoaver-

antin (OAVN) cyclase transforms 5’-oxoaverantin (101) into

averufin (102) by intramolecular acetal formation [87]. To date,

it is not clear, how exactly the OAVN cyclase participates in

this process [88]. Interestingly, the OAVN cyclase operates

cofactor-free, although it contains a NAD(P)+-binding Rossman

fold. Furthermore, this enzyme is also capable of catalysing the

later conversion of versiconal (105) to versicolorin B (106)

[88].

Averufin (102) is the starting point for the first oxidative rear-

rangement. Feeding experiments with isotope-labelled averufins

(102) showed that their C5’ and C6’-carbons (pink) are excised

on the way to aflatoxin B1 (94) and that the oxidation state of

C1’ (green) changes from that of an alcohol to an aldehyde,

implying that the rearrangement must be oxidative

[82,89,91,92,107].

The biosynthetic mechanims of the conversion of averufin (102)

into 1’-hydroxyversicolorone (103) has been the subject of

intensive studies. Gene disruption experiments in the aflatoxi-



Beilstein J. Org. Chem. 2016, 12, 1512–1550.

1524

Scheme 16: Overview on aflatoxin B1 (94) biosynthesis. HOMST = 11-hydroxy-O-methylsterigmatocystin [78,79,82-106].

genic strain A. parasiticus NRRL 2999 revealed that this step is

in fact catalysed by the cytochrome P450 enzyme AVR mono-

oxygenase via an undeciphered mechanism (encoded by the

gene cypX, see Scheme 16) [93]. The same study also revealed

the participation of the FMO MoxY in a Baeyer–Villiger oxida-

tion, which yields versiconal acetate (104) [93,94]. This is then

hydrolysed by a cytosolic esterase (putatively also coded in the

aflatoxin gene cluster as estA) to versiconal (105) [95]. The

bisfuran moiety of versicolorin B (106), which is crucial for the

mutagenic DNA binding, is then set up stereospecifically by the

versiconal cyclase, which accepts both enantiomers (2’R and

2’S) of versiconal (105) [96,108]. Heterologous expression and

characterisation by Townsend and co-workers revealed that the

versicolorin B synthase (VBS) does not require any cofactors,

in spite of its flavin adenine dinucleotide (FAD) binding site

[98,99].

The reaction mechanisms and biosynthetic enzymes involved in

the rearrangement of versicolorin B (106) to demethylsterigma-

tocystin (107) have also been discussed controversely. Up to

four genes (aflM, aflN, aflX and aflY) have been implied in

biosynthetic studies to code for enzymes that are participating

in this complex conversion [100]. Henry and Townsend sug-

gested an oxidation–reduction–oxidation sequence mediated by

putative NADPH-dependent oxidoreductase AflM and

cytochrome P450 enzyme AflN [101]. Gene disruption experi-

ments by Cary et al. have shown that the NADH-dependent

oxidoreductase AflX also takes part in the conversion [102].
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Scheme 17: A zipper mechanism leads to the formation of oxygen heterocycles in monensin biosynthesis [109-111].

Furthermore, the putative Baeyer–Villiger oxidase AflY was

shown to be essential for demethylsterigmatocystin (107) for-

mation and has been rationalised to form an intermediate

lactone that is decarboxylated towards the xanthone [103].

Studies with recombinant AflM and a lack of isolatable inter-

mediates however made it clear that the order of steps in

demethylsterigmatocystin (107) formation needs to be carefully

re-evaluated [100].

Methylation by an O-methyltransferase and subsequent oxida-

tion by the cytochrome P450 monooxygenase Ord1 yields

HOMST (108), which is the starting point for the final rear-

rangement towards aflatoxin B1 (94) [104,105]. Consequently,

the Ord1 enzyme alone catalyses the final steps towards afla-

toxin B1 (94) [106].

1.2.4 Epoxide opening: See chapter 1.1.3.

1.3 Polycyclic systems
During the biosynthesis of ionophoric terrestrial and marine

polyethers, polyolefinic PKS products are first polyepoxidised

and these epoxides are then opened in a so-called zipper mecha-

nism that installs furan and/or pyran rings as well as cyclic

acetals, if carbonyl groups are involved (shown for monensin in

Scheme 17) [109-111]. While polyepoxidation is usually

effected by only one epoxidase, one or more epoxide hydro-

lases mediate regioselective epoxide opening and following

controlled cyclisation.

As the topic polyether biosynthesis is highly complex and a

detailed discussion of further examples would go beyond the

scope of this article, we would like to refer the reader to appro-

priate review literature [4,109].

Aurovertin B. The 2,6-dioxabicyclo[3.2.1]octane (DBO) ring

system is present in several plant and microbial natural prod-

ucts, like decurrenside A from the goldenrod plant, sorangicin

A from myxobacteria as well as the marine toxin palytoxin from

zoanthids [112-114]. It was proposed that a complex epoxide

opening cascade is involved in its formation (Scheme 18) [115].

Tang et al. were recently able to show that the interplay of one

FMO and one epoxide hydrolase in the biosynthesis of the

fungal polyketide aurovertin B (118) is sufficient to form this

complex structural motif starting from a polyene-α-pyrone pre-

cursor (Scheme 18) [116]. The diene between C3 and C6 in 113

is first expoxidised by the FMO AurC. The epoxide hydrolase

AurD then regioselectively hydrolyses the epoxide at the C4 po-

sition of 114 and initiates a cascade that leads to the formation

of the dihydroxyfuran intermediate 115. AurC becomes active

for a second time and epoxidises the C7–C8 double bond,

which is then attacked by the syn-positioned hydroxy group on
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Scheme 18: Formation of the 2,6-dioxabicyclo[3.2.1]octane (DBO) ring system in aurovertin B (118) biosynthesis [116].

Figure 4: Structures of the epoxide-containing polyketides epothilone A (119) and oleandomycin (120) [123-125].

C4 to give the pyran ring. This terminal 6-endo-tet cyclisation is

likewise facilitated by AurD, overriding the 5-exo-tet pathway

that should be favoured in spontaneous reaction according to

Baldwin’s rules. Density functional theory calculations sug-

gested that this reaction pathway is favoured, if the hydroxy-

epoxide 116 is simultaneously activated by acidic and basic

residues [116].

1.4 Oxetans
Oxetans are present in several isoprenoid natural products with

important biological activity, like the anticancer drug paclitaxel

or merrilactone A [117-122]. However, to the best of our know-

ledge, no information on the biosynthesis of polyketides con-

taining this structural motif is known yet.

1.5 Epoxides
Epoxides are frequently occurring structural motifs in natural

products and are often sites of covalent interaction with target

proteins. Prominent compounds that contain epoxides are for

example epothilone A (119) and oleandomycin (120) (Figure 4)

[123-125].

Epoxides result from oxidation of olefins by oxidoreductases,

mostly cytochrome P450 monooxygenases or FMOs. Alterna-

tive mechanisms, such as reactions between carbenes and

carbonyls (analogous to the synthetic Corey–Chaykovsky epox-

idation) are not known in biosynthetic pathways. Epoxides are

abundant as biosynthetic intermediates that are further

processed in downstream processes. Examples are discussed in

the respective chapters 1.1.3 and 1.2.4.

1.6 Pyranones
1.6.1 TE-catalysed lactonisation: Most pyranones occurring in

polyketides are pyran-2-ones that result from the attack of

5-hydroxy groups or enols on the thioester of a PKS-bound

intermediate. For a general introduction into this reaction in

type II and type III PKS, we would like to refer the reader to the

review article from Schäberle et al. published in this issue

[126]. In type I PKS, cyclisation to pyran-2-ones usually occurs

TE-catalysed after full assembly of the PKS product and is

often followed by tailoring steps. Examples are the biosynthe-

sis of jerangolid A (122) and of phoslactomycin B (121)

(Scheme 19).
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Scheme 19: Structures of phoslactomycin B (121) (a) and jerangolid A (122) (b). The heterocycle-forming steps in their biosynthesis are shown on
the bottom [50,127].

In phoslactomycin B (121) biosynthesis, the 4-hydroxytetra-

hydro-2H-pyran-2-one 124 is formally dehydrated by consecu-

tive malonylation–elimination to finally give a 5,6-dihydro-2H-

pyran-2-one 127 [127]. The tailoring enzyme PlmT2 was

proposed to catalyse the decarboxylative elimination of

malonoyl halfester 126. It is not clear, whether the initial

malonylation was catalysed by an AT domain or another en-

zyme in the cluster. Similar chemistry occurs during the biosyn-

thesis of related compounds like fostriecin and leptomycin

[128,129].

In jerangolid A biosynthesis, the dihydro-2H-pyran-2,4(3H)-

dione 128 is transformed into a 4-methoxy-5,6-dihydro-2H-

pyran-2-one 129 by action of the O-methyltransferase JerF [50].

1.6.2 Michael addition–lactonisation: A novel mechanism for

the integration of pyran-2-ones into polyketide backbones has

recently been discovered.

Rhizoxin. In 2013, Hertweck and co-workers provided detailed

insight into the unprecedented enzyme catalysis involved in the

formation of 4-substituted δ-lactones and the structurally

closely related glutarimides, respectively (Scheme 20) [130].

The assembly of both moieties includes a β-branching event of

the polyketide carbon backbone that is mechanistically differ-

ent from that occurring during isoprenoid biosynthesis. The

designated branching modules of lactone and glutarimide-pro-

ducing PKS show similar designs: a branching domain (B or

X), which is flanked by a KS and an ACP domain (Scheme 20b

and c).

In vitro reconstitution experiments with the branching module

of the macrolide rhizoxin (130) (rhiPKS) and synthetic SNAC-

thioesters revealed that the chain branch originates from a syn-

selective Michael addition of an ACP-bound malonate unit 133

to a KS-bound α,β-unsaturated thioester 132 (Scheme 20b)

[130]. This results in an intermediate 134 in which the ACP and

the KS domain are covalently linked by the branched polyke-

tide. Subsequent nucleophilic attack of the δ-hydroxy group on

the thioester then yields the ACP-bound δ-lactone 135 and the

polyketide chain can be passed downstream on the assembly

line.

When testing the substrate scope of the rhizoxin (130)

branching module, C3-substituted as well as amino and carbox-

amide nucleophiles in lieu of a hydroxy group in 132 were

accepted, yielding δ-lactam and glutarimide moieties, respec-

tively [131,132]. When the B-domain of the rhiPKS was

exchanged with an X-domain of glutarimide-producing PKS

from the 9-methylstreptimidone PKS of S. himastatinicus, both,

glutarimides and lactones were obtained from respective sub-

strate conversions. Thus, the domains can be seen as function-

ally equivalent [133]. Supported by kinetic analyses and muta-

tional studies it was shown that B-domains, neither have an in-

fluence on the substrate selectivity nor on the turnover and

furthermore do not catalytically take part in the branching or

heterocyclisation event. Solely their double-hotdog fold is struc-

turally essential for the branching module. Consequently, the

B-domain has even been mimicked with a dehydratase domain

that bears the same folding motif. It is thus most interesting that

the branching KS domain alone mediates the entire catalytic se-

quence and represents a unique family of ligase-cyclase.
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Scheme 20: a) Structures of rhizoxin (130) and cycloheximide (131). Model for the formation of δ-lactones (b) or glutarimides (c), respectively.
Adapted from [133].

1.6.3 Favorskii rearrangement: Enterocin. Another mecha-

nism applies for the δ-lactone embedded in the tricyclic, caged

core of the bacteriostatic agent enterocin that is produced in

Streptomyces species [134,135]. The respective biosynthetic

pathway has been fully reconstituted in an in vitro one-pot reac-

tion [136]. The flavoprotein EncM transforms the C12 methy-

lene group of the octaketidic PKS type II product 139 in a two-

step oxidation sequence using the unprecedented, enzyme-

bound flavin-N5-oxide 144 (Scheme 21) [137].

The resulting ketone 141 undergoes a Favorskii rearrangement,

finally leading to the formation of the δ-lactone moiety. EncM

has also been rationalised to participate in the stereoselectivity

of the subsequent aldol condensations and the final lactonisa-

tion yielding the pyran-2-one attached to the caged ring system

[137].

1.7 Furanones
1.7.1 Acylation–Dieckmann condensation: Tetronates.

Tetronates (4-hydroxyfuran-2(5H)-ones, 145a/145b) are an

abundant type of heterocycles with a broad spectrum of biologi-

cal activities (Figure 5) [138,139]. In polyketides, they mostly

appear in form of 3-acyltetronates and it was proposed that this

structural motif is able to mimic corresponding anions of acidic

functional groups like phosphates, sulphates or carboxylates. In

fact, tetronates often act by inhibiting enzymes that process the
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Scheme 21: EncM catalyses a dual oxidation sequence and following processing of the highly reactive intermediate 141 in enterocin biosynthesis.
EncC is an ACP. Adapted from [137].

respective functional groups. Besides a common antibacterial

activity, many tetronates also have further attractive bioactivi-

ties that triggered interest in their research [139,140].

Figure 5: Mesomeric structures of tetronates [138,139].

Tetronates and their biosynthesis have recently been extensive-

ly reviewed and a classification based on structural characteris-

tics was devised [138,139]. With the exception of a few

terpenoids, most tetronates are of polyketide origin, either being

completely biosynthesised by a PKS or by hijacking intermedi-

ates from fatty acid biosynthesis (Figure 6).

Although the larger body of tetronates is produced by Acti-

nobacteria, they are abundant in organisms from different

classes. Their origin often goes along with characteristic struc-

tural elements. Furylidene tetronates are for example exclusive-

ly produced by fungi and spirotetronates by Actinobacteria

[139].

The biosynthetic studies that were launched since genetic infor-

mation on more and more tetronates became available revealed

that the formation and the decoration of the ring structure are

straight forward and well-conserved among clusters and organ-

isms.

Tetronate cyclisation. In all tetronate clusters sequenced until

now, a conserved set of genes is present that codes for a glyc-

erate-activating FkbH-like protein, an acyl carrier protein

(ACP) that intermediately carries the glycerate unit and a FabH-

like protein that condenses the ACP-bound glycerate with an

ACP-bound β-ketothioester in an acylation–Dieckmann conden-

sation reaction cascade (Scheme 22) [139]. This scenario has

been confirmed by partial in vivo and in vitro reconstruction of

tetronomycin (Tmn, 149), RK-682 (146) and agglomerin A

(147) biosynthesis [141-144]. It is however not clear, in which

order the two sub-steps occur.

Tetronate processing. Spirotetronates like abyssomycin C

(148), quartromycin D1 (151) or versipelostatin A (153) result

from formal [4 + 2] cycloaddition reactions between exo-methy-

lene groups and conjugated dienes. The required exo-methy-

lene groups are installed by formal dehydration of 5-hydroxy-

methyltetronates.

Leadlay et al. have confirmed that the respective reaction in

agglomerin A (147) biosynthesis proceeds as a two-step process
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Figure 6: Structures of tetronates for which gene clusters have been sequenced. The tetronate moiety is shown in blue. All structural elements that
derive from tailoring processes on the tetronate are shown in red. Kijanimicin is not shown [138,139].

[143]. An initial acyl transferase Agg4-catalysed acetylation of

the primary hydroxy group in 158 is followed by dehydratase

Agg5-catalysed acetic acid elimination, leading to olefin 147

(Scheme 22). This mechanism was confirmed by gene knockout

and complementation experiments as well as by in vitro recon-

stitution using purified enzymes. Agg4 and Agg5 showed sub-

strate tolerance and also accepted RK-682 as a substrate,

thereby generating a novel agglomerin derivative. Similar genes

are coded in all known clusters of spirotetronates. An analo-

gous acetylation–elimination process was experimentally con-

firmed for quartromicin D1 (151) biosynthesis (Scheme 22)

[145].

VstJ has been identified as a probable candidate for the enzyme-

catalysed [4 + 2] cycloaddition in versipelostatin A (153) bio-

synthesis by heterologous expression, gene knockout experi-

ments and in vitro reaction with the purified enzyme

(Scheme 23) [146].



Beilstein J. Org. Chem. 2016, 12, 1512–1550.

1531

Scheme 22: Conserved steps for formation and processing in several 3-acyl-tetronate biosynthetic pathways were confirmed by in vitro studies.
Tmn7a, RkC, RkF and Agg3 are ACPs. Fragments, which are established by tetronate processing are shown in red [139,141-143].

Interestingly, homologs of vstJ are also present in the biosyn-

thetic gene clusters of the spirotetronate-containing polyketides

abissomycin C (148), tetrocarcin (150), quartromicin D1 (151),

chlorothricin (152), lobophorin and kijanimicin. All these genes

are remarkably small in size (vstJ for example codes for only

142 amino acids) and have no significant sequence similarity to

other characterised proteins [146,147].

The homologous qmnH from quartromicin D1 (151) biosynthe-

sis contains two tandem-vstJ sequences in agreement with the
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Scheme 23: In versipelostatin A (153) biosynthesis, VstJ is a candidate enzyme for catalysing the [4 + 2] cycloaddition. VST: versipelostatin A [146].

fact that four [4 + 2] cycloaddition events need to take place to

assemble the four monomers into the highly symmetrical

natural product [147].

Thiotetronates. Recently, Leadlay et al. presented their find-

ings on the biosynthesis of thiotetronate antibiotics (Scheme 24)

[148]. These small heterocyclic compounds are produced by a

range of actinomycetes and a deeper understanding of their bio-

synthesis was for a long time hampered by the inability to iden-

tify their biosynthetic genes.

Those were finally discovered by a comparative genomics ap-

proach in which the clusters of thiolactomycin (165), thiotetro-

mycin (166), 834-B1 (167) and Tü 3010 (168) were sequenced

and genetically manipulated (Scheme 24a). Gene knockout ex-

periments and heterologous expression of the whole clusters as

well as versions devoid of key genes revealed an unprece-

dented mechanism for heterocycle formation (shown for thio-

lactomycin (165) in Scheme 24b).

For thiolactomycin (165), an iteratively acting PKS module

produces a tetraketide 169 that contains all backbone carbon

atoms of the natural product and which is regioselectively epox-

idised at the C4 and C5 carbons by the cytochrome P450 mono-

oxygenase TlmD1 to give 170. The peptidyl carrier protein

(PCP) of the downstream NRPS module is loaded with an

L-cysteine, which serves as a sulphur donor. From 177, sulphur

is transferred by the NifS-like cysteine desulphurase TlmS to

the tRNA-specific and adenosine triphosphate (ATP)-depend-

ent 2-thiouridylase TlmJ, which is thereby converted into its

disulphide form 171.

Disulphide attack on the C5 position of 170, activation of the

resulting secondary hydroxy group as the adenosine monophos-

phate (AMP) ester 172 and nucleophilic attack of the sulphur on

the C4 position leads to thiirane 173 formation. The cyclase

domain of the NRPS module would be responsible for double-

bond shift and ring opening of the thiirane 173 with concomi-

tant nucleophilic attack of the thiolate on the thioester, leading

to thiolactone 165 formation along with the cleavage from the

multienzyme.

As all key genes are also present in the clusters of the other

thiotetronates 166–168, it was postulated that this mechanism is

general for the formation of this type of heterocycle.

1.7.2 Oxidative cyclisation: Aurones. Aurones are yellow

coloured pigments of ornamental flowers that belong to the

flavonoids. They are structurally closely related to chalcones,

from which they differ by a central, annelated furan-3-one

moiety instead of an acrylate unit (Scheme 25) [149]. Their bio-

synthesis proceeds from chalcones by an oxidation–conjugate

addition cascade catalysed by plant phenol oxidases (PPOs)

[150,151].

The PPO aureusidin synthase plays a central role in aurone bio-

synthesis in Antirrhinum majus [152,153]. It catalyses the oxi-

dation of phenols 180 and o-catechols 181 to o-quinones 182

and concomitant conjugate addition of a phenolic hydroxy

group, leading to the formation of the central furan-3-one unit

[154]. This enzyme is flavin-dependent and acts under con-

sumption of hydrogen peroxide.

It has been shown that the AS is substrate tolerant and accepts

different hydroxylation patterns as well as glycosylations on the

chalcone A and B rings [154]. However, the oxidative half-

reaction only occurs with chalcones and not with other aryl

substrates like L-tyrosine, 3,4-dihydroxy-L-phenylalanine

(L-DOPA), 4-coumaric acid or caffeic acid.

Grisanes. Many fungal spirobenzofuranones contain the

grisane (191) moiety as the central structural motif
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Scheme 24: a) Structures of some thiotetronate antibiotics. b) Biosynthesis of thiolactomycin (165) as proposed by Leadlay and co-workers. The con-
figuration of the stereocentres in the PKS intermediates is postulated based on the assumption that all reactions on the way to the structurally fully
elucidated product 165 are occurring stereospecifically. Cyc: cyclase domain, A: adenylation domain, PCP: peptidyl carrier protein [148].

(Scheme 26a). The spiro linkage between the B and C rings is

installed by oxidative phenol coupling starting from type

II-PKS-derived anthraquinone precursors [155].

(+)-Geodin (189) was the first chlorinated compound isolated

from fungi [156]. During its biosynthesis in Aspergillus terreus,

the furan-3-one ring is closed by action of the multicopper blue

protein dihydrogeodin oxidase on dihydrogeodin (186)

(Scheme 26a) [157,158]. The direct precursor of dihydrogeodin

(186) in this pathway, sulochrin (185), is also a substrate for a

close homologue of dihydrogeodin oxidase (DHO). Sulochrin

oxidase (SO) converts sulochrin (185) into (+)-bisdechloroge-

odin (188), which then spontaneously hydrates to asterric acid

(192), the end product of this pathway in Penecillium frequen-

tans [158].

In 2010, the gene cluster of griseofulvin (193) was sequenced

and analysed [159]. This cluster does not contain a multicopper

blue protein, but instead the cytochrome P450 oxygenase GsfF.

This enzyme has no other obvious role in biosynthesis and was

proposed to catalyse the stereospecific oxidative radical-cou-

pling reaction of griseophenone C (187, Scheme 26b).
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Scheme 25: Aureusidine synthase (AS) catalyses phenolic oxidation and conjugate addition of chalcones leading to aureusidine (184). THC:
2’,4,4’,6’- tetrahydroxychalcone; PHC: 2’,3,4,4’,6’- pentahydroxychalcone [154].

Scheme 26: a) Oxidative cyclisation is a key step in the biosynthesis of spirobenzofuranes 189, 192 and 193. b) Mechanism of the proposed
cytochrome P450-catalysed stereospecific radical coupling in the biosynthesis of griseofulvin (193). CP: chloroperoxidase; SO: sulochrin oxidase;
DHO: dihydrogeodin oxidase [157-159].
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Scheme 27: A bicyclisation mechanism forms a β-lactone and a pyrrolidinone and removes the precursor from the assembly line in salinosporamide
A (199) biosynthesis [160,161].

Scheme 28: Spontaneous cyclisation leads to off-loading of ebelactone A (201) from the PKS machinery [163].

1.8 Oxetanones
Salinosporamide. Oxetanones are rare structures and highly

reactive due to their ring strain. One of the most prominent ex-

amples is the proteasome inhibitor salinosporamide A (199)

(Scheme 27) [160,161].

Based on gene cluster analysis, it was proposed that both

heterocycles of this PKS–NRPS hybrid product, an oxetan-2-

one and a pyrrolidin-2-one, are formed by a bicyclisation mech-

anism. Aldol addition of the amino acid α-position on the car-

bonyl gives the pyrrolidin-2-one. Concomitant attack of the

intermediately formed hydroxylate on the thioester closes the

β-lactone and releases salinosporamide A (199) from the

assembly line.

Ebelactone A. Ebelactone A (201) is an esterase inhibitor of

PKS type I origin that is produced by Streptomyces

aburaviensis ATCC 31 860 [162]. Similar to salinosporamide A

(199), the respective biosynthetic gene cluster neither encodes a

modular nor a lone-standing thioesterase domain. Instead, in

vitro studies with the SNAC-thioester bound acyclic intermedi-

ate demonstrated the spontaneous heterocyclisation by nucleo-

philic attack of the β-hydroxy group on the thioester of 200, re-

sulting in the off-loaded ebelactone A (201) (Scheme 28) [163].

The β-lactone moiety of the human pancreatic lipase inhibitor

lipstatin is also formed in a similar fashion.

2 Nitrogen-containing heterocycles
Nitrogen-containing heterocycles are established in four prin-

cipal ways (Scheme 29).

The biosynthesis of pyridinones (203, 207, 211 or 213) is mech-

anistically particularly diverse. It occurs via condensation reac-

tions between carbonyl groups and nitrogen-containing func-

tionalities, Michael addition–lactamisation cascades (similar to

the mechanism for 4-substituted pyran-2-ones shown in

Scheme 2e), Dieckmann condensations as well as oxidative ring

expansion of tetramates (212, a–d in Scheme 29). Tetramates

209 are formed by Dieckmann condensation (c in Scheme 29).

2.1 Pyridinones
2.1.1 Condensation between carbonyl groups and nitrogen

nucleophiles: Piericidin. Highly substituted α-pyridinones that

carry the polyketide chain in the 6-position are assembled by

type I PKS. In 2007, Grond et al. isolated the iromycins 214

from Streptomyces bottropensis sp. Gö Dra 17 and provided

initial information on their biosynthesis by feeding studies with

istope-labelled precursors (Scheme 30a) [164]. These experi-
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Scheme 29: Mechanisms for the formation of nitrogen heterocycles.

Scheme 30: Biosynthesis of highly substituted α-pyridinones. a) Feeding experiments confirmed the polyketide origin of iromycin A (214). b) The
heterocycle in piericidin A1 (221) is formed by condensation between an amide and a ketone [164-166].

ments revealed that all carbon atoms of the heterocycle are

derived from acetate or propionate units and that no amino acid

is incorporated. The nitrogen thus originates from transamina-

tion.

More detailed information about the mechanism became avail-

able from the gene cluster analysis of the O-methylated, highly

substituted α-pyridinone piericidin A1 (221) from Streptomyces

piomogeues var. Hangzhouwanensis (Scheme 30b) [165,166].

Apart from the genes that code for a modular type I PKS as well

as O-methyltransferases and an oxygenase, the cluster contains

pieC and pieD whose gene products were annotated as a hypo-

thetical protein and an asparagine synthase, respectively.

While inactivation of pieD led to complete abolishment of pieri-

cidin A1 (221) production, inactivation of pieC only led to a de-
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Scheme 31: Acridone synthase (ACS) catalyses the formation of 1,3-dihydroxy-N-methylacridone (224) by condensation of N-methylanthraniloyl-CoA
(222) and three units of malonyl-CoA (66) [171].

crease in titre to about 35–50% of the wild-type levels,

suggesting that pieC is not essential for biosynthesis [164]. PieC

belongs to the SRPBCC superfamily, which has previously

been shown to be involved in the controlled cyclisation events

catalysed by type II PKS [167,168]. These enzymes have a deep

hydrophobic ligand-binding pocket, which templates particular

cyclisation patterns.

The fact that PieC was dispensable for piericidin A1 (221) bio-

synthesis was explained by that it could either be comple-

mented by other endogenous cyclases in S. piomogeues or that

the thermodynamically favoured formation of the six-mem-

bered heterocycle occurs spontaneously in the absence of the

enzyme.

Acridones. The acridones are pyridin-4(1H)-one-containing

metabolites of Rutaceae, which serve for UV protection and

antimicrobial defense [169,170]. They are produced by various

acridone synthases (ACSs), which are expressed depending on

external triggers like irradiation or fungal elicitation

(Scheme 31).

ACSs are plant type III PKSs that catalyse condensation be-

tween N-methylanthraniloyl-CoA (222) and three units of

malonyl-CoA (66) to yield 1,3-dihydroxy-N-methylacridone

(224, Scheme 31). The cyclisation mechanism passes hemi-

aminal 223 that then undergoes dehydrative aromatisation.

ACSs show high similarity on the amino acid level to other type

III PKS systems like chalcone synthases and benzalacetone

synthases, but their strict substrate specificity for nitrogen-con-

taining starter units avoids mispriming with precursors of the

latter group of enzymes [172]. Altering of synthase specificity

and thus interconversion into each other has been demonstrated

[173].

2.1.2 Michael addition–lactamisation: Glutarimides. The

biosynthesis of the glutarimides proceeds similar to δ-lactone

biosynthesis and has been described in chapter 1.6.

2.1.3 Dieckmann condensation: Actinomycete-derived pyridi-

none natural products are formed in a similar fashion as tetra-

mates (see chapter 2.2.1) [174]. Elaborate polyketide intermedi-

ates are condensed to the amine functionality of a PCP-bound

β-alanine on the terminal module of a PKS–NRPS assembly

line (Scheme 32). The resulting N-β-ketoacyl-β-alanyl-S-PCP

(3-(3-oxoalkylamido)propanoyl-S-PCP, 225) is then processed

by a Dieckmann cyclase to give the heterocycle 226 that

tautomerises to the 4-hydroxy-3-acylpyridin-2-one (227) [174].

The elfamycin antibiotics kirromycin (228) and factumycin

(229) from Streptomyces collinus Tü 365 and WAC5292, re-

spectively, are formed via this mechanism. For kirromycin

(228) biosynthesis, it has been shown by in vitro activity testing

that the Dieckmann cyclase KirHI condenses N-acetoacetyl

β-alanyl-SNAC as well as N-acetoacetyl D-alanyl-SNAC and

N-acetoacetyl glycyl-SNAC to the corresponding pyridinones

and tetramates (see also chapter 2.2.1). The factumycin gene

cluster was recently sequenced and contains a close homolog of

KirHI, FacHI, which is supposed to catalyse the analogous reac-

tion in its biosynthesis.

In accordance with the release from the assembly line by Dieck-

mann condensation, both clusters do not contain a TE domain

[175]. In contrast, the cluster of the pyridinone-less elfamycin

antibiotic L-681217 from Streptomyces cattleya does not

harbour a Dieckmann cyclase homolog, but a conventional TE

domain [175-177].

2.1.4 Oxidative ring expansion: The oxidative ring expansion

is an alternative biosynthetic strategy that leads to pyridinone

rings in fungal systems. The precursors of these expansion reac-

tions are tetramic acids, whose biosynthetic characteristics are

highlighted in chapter 2.2.1.

The backbone of the tenellins from the insect pathogen Beau-

veria bassiana is assembled by an iPKS–NRPS hybrid and the

resulting N-β-ketoacyl-β-tyrosinyl-S-PCP intermediate 231 is
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Scheme 32: A Dieckmann condensation leads to the formation of a 3-acyl-4-hydroxypyridin-2-one 227 and removes the biosynthetic precursor from
the PKS–NRPS hybrid assembly line during kirromycin (228) biosynthesis [174].

cyclised by an R* domain to yield the tetramic acid pretenellin

A (232, Scheme 33a). Two cytochrome P450 monooxygenases

then catalyse the consecutive ring expansion to the pyridinone

and N-hydroxylation. TenA was annotated as the ring expand-

ase responsible for pyridinone formation.

The mechanism of this unusual ring-expansion reaction remains

unclear in detail. The authors however presented preliminary in-

dications that point towards a radical mechanism without

isolable intermediates (Scheme 33b) [178]. This was supported

by the presence of the shunt product prototenellin D (240) in the

wild-type strain and in several knockout transformants. Conver-

sion experiments with cell-free extracts showed that 240 is not a

competent substrate of the tailoring enzymes in the cluster. It

was suggested that other oxidising enzymes with appropriate

substrate specificity must be encoded in the Beauveria bassiana

genome and responsible for prototenellin (240) formation. A

similar situation must be given for compounds 238, 239 and

241–243, whose clusters contain ring expandase candidates

with high identity to TenA and for which similarly hydroxylat-

ed metabolites were isolated (Scheme 33c). Other authors sug-

gested mechanisms that pass a quinonemethide intermediate

[179].

The N-hydroxylation reaction occurring from pretenellin B

(233) to tenellin (234) is catalysed by the second cytochrome

P450 monooxygenase TenB. This type of reaction is usually

rather catalysed by FAD-dependent monooxygenases and

nonheme iron-containing monooxygenases [181-185].

The cytochrome P450 monooxygenase ApdE (48% amino acid

identity to TenA) was shown to catalyse a similar ring-expan-

sion reaction in aspyridone A (238) biosynthesis (Scheme 33c).

This enzyme, however, shows a more diverse oxidation chem-

istry leading not only to the pyridinone, but also to a β-hydroxy-

tetramic acid as well as a dephenylated product.

Oxazoles. Natural products featuring oxazole moieties are pre-

dominantly derived from the nucleophilic attack of a serine side

chain hydroxy group on a carbonyl carbon of the peptide back-

bone. This has been shown for the oxazoles in thiazole/oxazole-

modified microcins (TOMMs) which are a group of riboso-

mally synthesised and posttranslationally modified peptides as

well as for NRPS-derived natural products [186]. In the case of

NRPS, the assembly is accomplished by a modified condensa-

tion domain (designated as heterocyclisation domain) and the

resulting oxazoline is often subsequently aromatised to the

oxazole by a flavin-dependent oxygenase domain [187]. How-

ever, some PKS–NRPS derived oxazoles originate from a dif-

ferent biosynthetic route.

Oxazolomycin (244) is a polyene spiro-linked γ-lactam/β-lacton

antibiotic that was originally isolated from Streptomyces albus

(Scheme 34a) [188,189].

Isotope-labelling studies have shown that instead of serine,

three molecules of glycine are incorporated into its carbon

backbone. The analysis of the respective biosynthetic gene

cluster revealed the absence of canonical heterocyclisation or
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Scheme 33: a) Biosynthesis of the pyridinone tenellin (234). b) A radical mechanism was proposed for the ring-expansion reaction catalysed by
TenA. c) Other fungal pyridinone-containing hybrid iPKS–NRPS natural products [178,180].

oxidation domains [190]. Instead, the loading module OzmO

contains a formylation domain that transfers the formyl group

of formyl-tetrahydrofolate onto glycin-S-PCP (Scheme 34b)

[191]. The resulting formyl-glycin-S-PCP 246 serves as the pre-

cursor for cyclisation.

Recently, Leadlay and co-workers proposed a mechanism for

oxazole formation in the biosynthesis of the C2-symmetrical

macrodiolide conglobatin (245) that was isolated from Strepto-

myces conglobatus ATCC 31005 [192,193]. In the biosynthetic

gene cluster, a putative cyclodehydratase CongE is coded that is

homologous to OzmP from the oxazolomycin (244) gene

cluster. Molecular modelling studies suggested, that CongE

belongs to the family of N-type ATP (pyro)phosphohydrolases

and contains the conserved ATP-binding motif SGGKDS. In

analogy to a mechanism previously reported by Dunbar and
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Scheme 34: a) Oxazole-containing PKS–NRPS-derived natural products oxazolomycin (244) and conglobatin (245). b) Formylglycyl-S-PCP precur-
sor for oxazole formation. c) and d) Proposed mechanisms for oxazole formation as suggested by Leadlay and co-workers [192].

co-workers, Leadlay and co-workers hypothesised that CongE

promotes oxazole formation by activation of one of the carbon-

yl amide oxygens by either phosphorylation or adenyl transfer

followed by nucleophilic attack and elimination (Scheme 34c

and d) [192,194].

2.2 Pyrrolidinones
2.2.1 Dieckmann condensation: Tetramates. Natural prod-

ucts featuring a tetramic acid moiety (pyrrolidine-2,4-dione

251, Scheme 35) have been isolated from terrestrial and marine

organisms, including fungi, bacteria and sponges. Due to differ-

ent oxidation states of the five-membered heterocyclic core and

diversified downstream processing, tetramates display a high

structural complexity.

This chemically rich diversity results in a wide range of biologi-

cal activities, including antimicrobial, antitumor and antiviral

properties [195-199]. The pharmacologically most relevant

tetramates are – as in the case of their corresponding oxygen-

analogues tetronates (see chapter 1.7) – those featuring 3-acyl

residues. Tetramic acids are usually present in their 2,4-diketo

form 251 and 3-acyltetramic acids can in principle form nine

different tautomers, of which typically four are detectable in

solution (252a–d, Scheme 35b).

Scheme 35: Structure of tetramic acids 251 (a) and major tautomers
of 3-acyltetramic acids 252a–d (b). Adapted from [195].

Tetramate cores are typically derived from PKS–NRPS hybrid

assembly lines, yielding linear 3-(β-ketoamide)propanoyl-

thioester intermediates. The subsequent Dieckmann cyclisation
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Scheme 36: Equisetin biosynthesis. R*: terminal reductive domain. Adapted from [202].

releases the tetramate from the megasynthetase. There are basi-

cally four different types of enzymatic units responsible for this

process, which are described to date: module-embedded R*-

and TE-domains, as well as lone-standing PyrD3/PyrD4-

homologs and Dieckmann cyclases.

In fungal iPKS–NRPS systems, a terminal reductive domain

(R*) directly catalyses the tetramate cyclisation without inter-

mediacy of a free aldehyde intermediate [179]. Studies of

Schmidt et al. provided the first evidence for this biosynthetic

route, utilising the R* domain of the equisetin (255) pathway

from Fusarium strains (Scheme 36) [200,201].

The reaction required no cofactor, despite a conserved N-termi-

nal NAD(P)H binding motif that is characteristic for the SDR

superfamily. In addition, phylogenetic analyses revealed that

R*-domains represent a distinct branch in the SDR superfamily

tree. Subsequent studies showed that the equisetin synthetase

genes had been misidentified as the fusaridione A synthetase

genes and the cluster was reassigned correctly [202]. Sequence

alignments in the same study also identified corresponding

R*-domains in the biosynthetic pathways of the spiro-tetra-

mates.

Pseurotins are Aspergillal natural products from the group of

the 3-spirotetramates, which display a wide array of biological

activities (Scheme 37a).

Their spiro centre is installed by epoxidation of the C3–C4

double bond of the tetramate ring in 264 and subsequent

epoxide opening by the 3’-enol oxygen of the side chain. Inter-

estingly, it was shown that the bifunctional epoxidase/C-MT

PsoF also catalyses a gate-keeping methylation in trans on the

stage of the nascent tetraketide (Scheme 37, highlighted in

boxes). This modification is crucial for the acyl-chain transfer

from PKS (261) to NRPS (263) as well as the epoxidation reac-

tion that yields the final spiro structure in 265 and pseurotin A

(256). Multiple methylation and oxidation steps give rise to a

high chemical diversity in the pseurotin compound family

[203,204]. This gate-keeping methylation was also proposed for

other fungal tetramates (Scheme 37b).

For the polycyclic tetramate macrolactams (PTMs), a module-

embedded TE domain that belongs to the α/β-hydrolase family

adopts the function of the fungal R*-domain [205,206]. The

tetramic acid is incorporated into a macrolactam ring, which is

fused to a set of two or three carbacycles of varying size, cycli-

zation pattern and oxidation level (Figure 7). This rich struc-

tural diversity of PTMs, which are produced in phylogeneti-

cally diverse bacteria results in a broad spectrum of biological

activities, including compounds with antifungal, antibiotic, and

antitumoural properties [207].

Ikarugamycin (267) is a PTM produced by various Strepto-

myces species that shows a broad spectrum of biological activi-

ty including antimicrobial and cytotoxic properties [208]. Its

biosynthesis has been reconstituted in E. coli and has shown to

be remarkably streamlined, utilising only the three enzymes

IkaABC to build up its highly complex structure (Scheme 38)

[209,210].

IkaA is a mixed iPKS–NRPS, in which the iPKS provides two

ACP-bound hexaketides 271 and 273. The condensation domain

of the NRPS attaches these two polyketide chains to the amine
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Scheme 37: a) Polyketides for which a similar biosynthetic logic was suggested. b) Pseurotin A (256) biosynthesis. Modified from [203].

Figure 7: Representative examples of PTMs with varying ring sizes and oxidation patterns [205,206].
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Scheme 38: Ikarugamycin biosynthesis. Adapted from [209-211].

Scheme 39: Tetramate formation in pyrroindomycin aglycone (279) biosynthesis [213-215].

functionalities of PCP-bound ornithine 272. The tetramate 276

is released by the TE domain and further processed towards

ikarugamycin (267) [212].

Isolated in a screening against various drug-resistant pathogens,

the pyrroindomycins A and B from Streptomyces rugosporus

LL-42D005 (NRRL 21084) were the first discovered natural

products containing a cyclohexene spiro-linked tetramate

moiety combined with a trans-dialkyldecalin system in their

aglycone (279) (Scheme 39) [213,214].

The linear carbon backbone is assembled by the modular PKS

type I system PyrA1-A8 in a colinear manner and passed to the

NRPS PyrB, which catalyses an aminoacyl extension with
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Scheme 40: Dieckmann cyclases catalyse tetramate or 2-pyridone formation in the biosynthesis of, for example, tirandamycin B (281), streptolyldigin
(282), α-lipomycin (283) and kirromycin (228), respectively. DCy: Dieckmann cyclase. Adapted from [174].

L-cysteine [215]. This linear precursor 277 is then cleaved off

the megaenzyme by a Dieckmann condensation yielding the

tetramate moiety in 278. Gene deletion experiments and in vitro

assays revealed that this reaction is catalysed individually by

the two phylogenetically distinct enzymes PyrD3 and PyrD4.

Their respective biosynthetic genes are closely clustered and lo-

cated centrally in the PKS gene cluster. Homologs of PyrD3

and PyrD4 were found in biosynthetic gene clusters of the struc-

turally related spirotetronates. The introduction of chlD4 from

the spirotetronate chlorothricin (152) biosynthesis even partially

restored pyrroindomycin production in a ΔpyrD3-D4 deletion

mutant, highlighting the similarities in the tetronate/tetramate

formation chemistry in these natural products.

Surprisingly, in some actinomycete-derived tetramic acid-con-

taining natural products, R* or TE domains as well as PyrD3/

PyrD4-homologs are absent in the respective gene clusters. On

the contrary, recent in vitro studies revealed conserved dedi-

cated Dieckmann cyclases as catalysts in the biosynthetic path-

ways towards tirandamycin B (281), streptoylydigin (282) and

α-lipomycin (283), respectively (Scheme 40) [174].

In all these pathways, homologous genes are found directly

upstream of the NRPS genes and in their deletion mutants,

tetramate formation was abolished. In in vitro reactions, simpli-

fied SNAC thioester substrate surrogates were converted into

tetramates and mutational studies revealed a conserved catalyt-

ic triad consisting of Cys88-Asp115-His253. The respective

Dieckmann cyclases are phylogenetically distinct from fungal

R* domains, bacterial TE domains and PyrD3/PyrD4. Interest-

ingly, this paradigm also applies for bacterially derived 2-pyri-

done scaffolds such as kirromycin (228) (see chapter 2.1.3).

Conclusion
Due to their attractive biological activity and abundance,

oxygen and nitrogen heterocycles-containing polyketides are

highly relevant. Recent years have seen a steady progress in the

understanding of their biosynthesis and plenty of novel enzy-

mology has been uncovered in this context. It is now clear that

heterocycle formation occurs by an exceptionally broad range

of mechanisms. Nevertheless, there is still plenty of room for

future studies on the biosynthesis of other types of heterocycles

as well as on the catalytic mechanisms and the structures of
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cyclising enzymes. In principle, all these enzymes also repre-

sent future candidates for the development of novel types of

biocatalysts for chemoenzymatic synthesis.
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Abstract
The direct oxidative cyclization of 1,5-dienes is a valuable synthetic method for the (dia)stereoselective preparation of substituted

tetrahydrofurans. Closely related reactions start from 5,6-dihydroxy or 5-hydroxyalkenes to generate similar products in a mecha-

nistically analogous manner. After a brief overview on the history of this group of transformations and a survey on mechanistic and

stereochemical aspects, this review article provides a summary on applications in natural product synthesis. Moreover, current limi-

tations and future directions in this area of chemistry are discussed.

2104

Introduction
Scope of this article
After a concise introduction on the history and mechanistic

aspects of the title reaction, the primary aim of the present

review article is to summarize all relevant applications in

natural product synthesis. The main text of this article is

ordered by compound classes, so that tactics can easily be

analysed and compared and similar applications can be

condensed (both in the text and in the corresponding schemes).

Methodology driven investigations as well as mechanistic

studies are not the main focus of this review but may be

mentioned in the introductory section. Likewise, syntheses of

fragments of natural products applying an oxidative cyclization

protocol [1,2] and sequential epoxidation/cyclization proce-

dures [3] are not in the scope of this article and are therefore not

covered. Previous review articles concerning oxidative diene

cyclization chemistry can be considered in complement [4-6].

Oxidative cyclization – Historical background
In 1924 Kötz and Steche reported on an investigation of the

constitution of the monoterpene geraniol (1, R = H) [7]. Though

the overall structure was known at that time, the position of one

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:stark@chemie.uni-hamburg.de
http://dx.doi.org/10.3762%2Fbjoc.12.200
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of the two C–C-double bonds within that natural product was in

dispute (Scheme 1). Thus, the authors subjected a derivative

(geranyl acetate (1, R = Ac), Scheme 1) to an aqueous solution

of permanganate to dihydroxylate both double bonds in order to

elucidate the structure. Elemental analysis of the crystalline

reaction product (“Der reine Stoff bildet prächtige Krystalle …“

[7]) revealed that not one of the expected tetrols 2a or 2b

(Scheme 1) but rather a cyclic anhydro compound seemed to be

the result. Though a set of further reactions were carried out on

this oxidation product, it proved not possible to establish its

structure. It was not until 1965 when Klein and Rojahn at the

flavours and fragrance company DRAGOCO (now Symrise

AG) in Holzminden, northern Germany, reinvestigated the

conversion of geranyl acetate (1b, R = Ac) with permanganate

and were able to determine that the actual product is a 2,5-

bis(hydroxymethyl) THF (3 in Scheme 1, the general structure

of which is today often as a simplification referred to as “THF

diol”) [8]. In addition, they found that this reaction proceeds

with high stereoselectivity (vide infra) and demonstrated that

the reaction is not only limited to terpenes such as geranyl- (1b,

R = Ac) or neryl acetate but seemed to be fairly general to other

1,5-diene substrates. Finally, they speculated on possible inter-

mediates which may account for the outcome and the overall

stereoselectivity of this unusual reaction. A mechanism, howev-

er, was not provided (vide infra).

To date it is firmly established that in addition to the perman-

ganate-mediated reaction, both ruthenium- as well as osmium

tetroxide mediate the same transformation (cf. Scheme 3) and

that these reactions can, contrary to the original permanganate-

promoted process, be run in a catalytic fashion. All published

protocols using the three different d0-metals are highly dia-

stereoselective (vide infra) and have been shown over the past

decades to be applicable to a broad range of starting materials.

Mechanistic aspects, stereochemistry and sub-
strate scope of the direct oxidative diene cyclization
Intrigued by the unique chemistry reported by Klein and Rojahn

[8], several research groups initiated programs in order to shed

light on the stereochemical course and mechanism of what

appeared to be a direct oxidative diene cyclization. After a

controversial debate from the early years of the discovery until

the 1980s, it was finally broadly accepted that the overall reac-

tion is a result of two consecutive syn-stereospecific [3 + 2]-oxi-

dative cycloadditions (cf. type A mechanism; Scheme 3) [9-11].

Therefore, the double bond geometry of each of the two

reacting double bonds translates directly to the relative stereo-

chemistry of the vicinal hydroxy ether motif of the product

(Scheme 2). The stereochemistry across the THF ring is set in

the cyclization event. As a result of geometrical constraints it is

usually predominantly or even exclusively cis (Scheme 2) –

Scheme 1: Putative structures of geraniol 1a (R = H) or 1b (R = H) (in
1924), their expected dihydroxylation products 2a or 2b and the true
structure 3 as determined by Klein and Rojahn in 1965 [8].

a fact that has recently been corroborated through density func-

tional theory calculations both by Strassner and co-workers

(Mn(VII) and Os(VIII)) [12,13] and by Kirchner and

co-workers (Ru(VIII)) [14]. Reasonable fractions of the trans-

THF isomer can be produced using ruthenium tetroxide in

specifically optimized solvent compositions [15] (for other

means to obtain the trans-isomer from cis-THFs see the exam-

ples section below).

Scheme 2: Correlation between the substrate double bond geometry
and relative stereochemistry of the corresponding THF diol products.
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Scheme 3: Mechanisms and classification for the metal-mediated oxidative cyclizations to form 2,5-disubstituted THFs.

For all three procedures (using Mn(VII), Ru(VIII) and

Os(VIII)) the scope of the reaction is very broad and a large

number of 1,5-dienes with any kind of substitution pattern and

double bond geometry have been used as substrates [4-6,16,17].

In addition, for Ru(VIII) [17-19] and Mn(VII) [21] it has been

shown that also 1,6-dienes serve as substrates and can thus be

directly converted to tetrahydropyrans [20-22]; ruthenium

tetroxide even oxidizes 1,7-dienes to oxepans [23]. However, it

has to be noted that the latter transformations do not have the

same broad substrate spectrum as has been demonstrated for

1,5-diene precursors and there are no applications to natural

product synthesis thus far.

A particularly fruitful extension of the direct 1,5-diene oxida-

tion methodology (and due to mechanistic similarities also

within the scope of this review) is the oxidative cyclization of

5,6-dihydroxyalkenes. This reaction has been reported to be cat-

alyzed by Os(VI), Ru(VII) and Cr(VI) [24-26] and can be

termed type B oxidative cyclization (as opposed to the direct

oxidative cyclization of 1,5-dienes, referred to as type A reac-

tion; cf. Scheme 3). In this case the diol and the metal oxide

form a glycol ester intermediate which then undergoes an intra-

molecular oxidative addition to a remote double bond. Thereby,

type B oxidative cyclizations converge to the same (or very

similar) reactive intermediate as is passed through in type A

reactions (Scheme 3). A relevant advantage of this approach is

that enantiomerically pure products can be obtained when enan-

tiomerically pure diol starting materials are used. A subgroup of

closely related starting materials may contain an alkyl ether

instead of a free hydroxy group at C6 (R ≠ H in Scheme 3). The

key intermediate and cyclization precursor may then involve a

coordinative bond of that ether oxygen to the strongly Lewis

acidic metal center. Due to the close relation to type B cycliza-

tions, they can be classified as type B’ (Scheme 3). Reagents

that mediate this type of reaction are Re(VII), Cr(VI) and Co(II)

complexes [26-29]. Again, the observed efficiency and stereo-

selectivity for this class of oxidative cyclization reactions is

high.

Another set of substrates are 5-hydroxyalkenes, starting materi-

als, completely lacking the 6-OH-group (or ether oxygen

donor). These compounds can only form mono-esters with the

metal oxidant (Scheme 3). Therefore, they exhibit a different re-

activity and a less ordered transition geometry in the oxygen

transfer reaction and are thus categorized as a distinct class of

oxidative cyclization, referred to as type C reaction. In fact, in

these cases, mostly a trans-selectivity for the cyclization event

is observed, due to the loose coordination. The most prominent

oxidants to promote such type C reactions are Co(II) and

Re(VII) complexes [27-29]. Reactions where a 5- and/or

6-(di)hydroxy group directs an oxidizing reagent to an internal

alkene to form an epoxide followed by a subsequent cyclization

are not covered in this article as these are different in mecha-

nism since the oxidation and cyclization are two distinct events

and do not occur in the same step [3].

The attraction to generate up to four chiral centers from a

simple 1,5-diene precursor or up to two stereogenic centers
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when starting from 5,6- or 5-(di)hydroxyalkenes has progres-

sively drawn the attention of synthetic organic chemists. These

efforts have so far yielded some beautiful and persuasive results

in the synthesis of natural products. The aim of the present

review is to assemble key results of these applications and illus-

trate scope and limitations.

Review
Oxidative cyclizations in the synthesis of
carbohydrates, amino acids and polyketide
natural products
(+)-Anhydro-D-glucitol and (+)-D-chitaric acid
(+)-Anhydro-D-glucitol (6) was isolated from the mould fungus

Fusarium solani as a phytotoxin against barnyardgrass and

duckweed in 1996 [30]. The Donohoe group presented a total

synthesis in 2003 using an Os(VIII)-catalyzed oxidative cycli-

zation as the key step [31] (Scheme 4). Several other total syn-

theses of that natural product did already exist or followed [32-

39].

Scheme 4: Synthesis of (+)-anhydro-D-glucitol and (+)-D-chitaric acid
using an OsO4-mediated oxidative cyclization.

Starting from the readily available C2-symmetric 1,5-diene 4

the 2,3,4,5-tetra-substituted THF diol 5 was obtained as a single

stereoisomer with a yield of 84%, following the type A cycliza-

tion. Deprotection led to natural (+)-anhydro-D-glucitol (6)

(Scheme 4). It was also possible to produce another carbo-

hydrate using the same synthetic pathway. Thus, mono-protec-

tion of THF diol 5 followed by oxidation of the remaining free

primary hydroxy group to the carboxylic acid and a final hydro-

genolysis gave (+)-D-chitaric acid (7) with a yield of 30% over

three steps (Scheme 4). Additional to the synthesis of Donohoe

described above [31], two other total syntheses of (+)-D-chitaric

acid have been reported [40,41].

Neodysiherbaine A
In 2001, the excitatory amino acid neodysiherbaine A (14) has

been found in the marine sponge Dysidea herbacea by Sakai et

al. together with the already known and closely related dysi-

herbaine [42]. Neodysiherbaine A (14) is a neurologically

active compound that acts as a glutamate receptor agonist and

shows epileptogenic properties. Contiguous to the isolation, the

first synthesis has been carried out by the same research group

[42] and several other syntheses followed [43-47].

The Lygo group chose an approach using a Ru(VIII)-catalyzed

type A oxidative cyclization to form the THF motif of the

natural product (Scheme 5, left) [48,49]. Starting from diacetyl-

L-arabinal (8), 1,5-diene 9 was obtained, which was subse-

quently cyclized. The reaction yielded the desired THF diol 10a

in 61% as a single diastereoisomer together with over-oxidized

10b as side product. The total synthesis was finally achieved

from 10a via some protecting group operations and an oxida-

tion of the primary alcohol to the carboxylic acid [50,51].

In 2011, the Donohoe group developed a total synthesis of

neodysiherbaine A (14) using an Os(VI)-catalyzed type B oxi-

dative cyclization of a 5,6-dihydroxyalkene (Scheme 5, right)

[52]. Commercially available β-D-ribopyranose tetraacetate

(11) was converted to 12 via a Negishi coupling [53,54]. The

oxidative cyclization diastereoselectively led to the THF diol 13

in 88% yield from which neodysiherbaine A (14) was obtained

in a further three steps.

Ionomycin
Ionomycin (19), an ionophore antibiotic isolated from Strepto-

myces conglobatus in 1978 [55-57], has a high affinity for diva-

lent cations. It is commonly used to both modify intracellular

Ca2+ concentrations and to investigate Ca2+ transport across bi-

ological membranes [58]. In 2011, Kocienski and co-workers

reported on a formal synthesis of ionomycin using an auxiliary-

directed, diastereoselective permanganate-mediated oxidative

cyclization to introduce the THF ring A and four of its stereo-

genic centers in a single step (Scheme 6) [59]. A related ap-

proach had previously been featured as a key step in their syn-

thesis of salinomycin, a commercially significant coccidiostat

[2].

The required (Z,Z)-diene 16 was prepared from commercially

available neryl acetate (15). The auxiliary-controlled, perman-

ganate-promoted oxidation of diene 16 proceeded selectively at

low temperatures, affording the corresponding diastereomeric

THF diols as an inseparable mixture (dr 7:1, major stereoiso-

mer shown in Scheme 6). Compound 17 could successfully be

converted into alcohol 18, an intermediate in the previously re-

ported total synthesis of ionomycin (19) by Kocienski and
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Scheme 5: Total synthesis of neodysiherbaine A via a Ru(VIII)- and an Os(VI)-catalyzed oxidative cyclization, respectively.

Scheme 6: Formal synthesis of ionomycin by Kocienski and co-workers.

co-workers [60] and also in the preceding syntheses developed

by the group of Evans [61] and the Hanessian group [62], thus

completing a formal synthesis of this polyketide. At this point it

has to be mentioned that in 1987 the group of Weiler also used

such a permanganate-promoted oxidative cyclization for the

stereoselective synthesis of the THF unit in ionomycin [63].

Similarly, in 1980 Walba et al. reported on the B/C-ring frag-

ment synthesis of monensin A, another well-known ionophore
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Scheme 7: Total synthesis of amphidinolide F by Fürstner and co-workers.

antibiotic, applying an oxidative cyclization approach using

potassium permanganate [64].

Amphidinolide F
Amphidinolide F (24) is a marine natural product isolated from

the dinoflagellate Amphidinium sp. in 1991 [65]. The macro-

cyclic core of these highly cytotoxic secondary metabolites

contains two 2,5-trans-substituted THF ring systems

(Scheme 7) [66,67]. Despite significant efforts from various

research groups, it took more than two decades from its isola-

tion and characterization to the publication of its first total syn-

thesis by Carter and co-workers in 2012 [67,68].

In 2013, the Fürstner group published a successful approach to

amphidinolide F (24) applying an oxidative type C Mukaiyama

cyclization reaction for the THF segment 22 (Scheme 7)

[69,70]. Therefore, enantiomerically pure epoxide 20 was con-

verted to 5-hydroxyalkene 21, the oxidative cyclization precur-

sor in this total synthesis. The subsequent cobalt-catalyzed

cyclization reaction proceeded chemoselectively in the pres-

ence of the alkyne moiety and provided the trans-disubstituted

THF 22 in high yield [69-71]. Finally, building block 23, one

important fragment in the total synthesis of amphidinolide F

(24), was accessible in good overall yield and high diastereose-

lectivity (dr ≈ 95:5) in only four steps (Scheme 7).

Oxidative cyclizations in the synthesis of
annonaceous acetogenins
cis-Solamin A
cis-Solamin represents a typical mono-THF acetogenin, origi-

nally isolated from the roots of the tropical fruit tree Annona

muricata in 1998 [72]. The relative stereochemistry within the

THF diol core was assigned as threo-cis-threo, whereas the

absolute configuration present in cis-solamin was not estab-

lished at the time of isolation. Then in 2006, the groups of

Figadère and Brown were able to show that natural cis-solamin

actually occurs as a mixture of two tetra-epimeric diastereoiso-

mers cis-solamin A (29, Scheme 8) and cis-solamin B [73]. It

therefore has to be noted that structure 29 was referred to as

“cis-solamin” in the literature, up to that important discovery by

Figadère and Brown. Its diverse biological activities [72]

together with its broadly unexplored biogenesis [73,74] moti-

vated many synthetic groups to develop total syntheses of cis-

solamin A (29) [75-83] and B [76,78,83].

In 2002, Brown and co-workers achieved concise total synthe-

ses of cis-solamin A (29) and B using the diastereoselective,

auxiliary-controlled, permanganate-promoted type A oxidative

cyclization of 1,5-dienes to create the THF diol backbone and to

introduce four of the five stereogenic centers present in these

mono-THF acetogenins (left, Scheme 8) [76,78]. Starting from

commercially available aldehyde 25, diene 27 was obtained in

few steps and subsequently cyclized. Previously established

standard conditions using acetone–water delivered THF-diol

28a in only 18% yield. Better results were achieved when the

oxidative cyclization was carried out under phase-transfer

conditions [84]. Thus, the corresponding THF diols were ob-

tained in 55% yield. In addition to the desired THF diol 28a for

the total synthesis of cis-solamin A (29), small amounts of its

diastereoisomer 28b were isolated (dr 10:1, Scheme 8 left).

Similar permanganate-mediated oxidative cyclizations were

also successfully applied to the total syntheses of two more

mono-THF acetogenins, cis-uvariamicin I and cis-reticulatacin,

by the Brown group [85].

A formal synthesis of cis-solamin A (29) was published in 2005

by the Donohoe group, employing their Os(VI)-catalyzed oxi-

dative cyclization of 5,6-dihydroxyalkenes as the key step
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Scheme 8: Brown`s and Donohoe`s oxidative cyclization approach to cis-solamin A.

(right, Scheme 8) [79]. After reduction of the ester 26, a Sharp-

less asymmetric dihydroxylation (AD) [86-88] reaction

furnished diol 31 with a high degree of both regio- and enantio-

selectivity. Osmium-promoted oxidative type B cyclization of

31 proceeded in high yield (81%) and with high stereoselectivi-

ty (ee >90%) to give THF diol 32. The latter could be almost

quantitatively converted to the corresponding tosylate, an inter-

mediate in Brown`s synthesis of cis-solamin A (29) [76,78],

thus completing a formal synthesis of this natural product

(Scheme 8).

In 2006, our group succeeded in synthesizing cis-solamin A

(29) utilizing a ruthenium tetroxide-catalyzed type A oxidative

cyclization approach (Scheme 9) [80]. Silyl-protected dienediol

34, the oxidative cyclization precursor, was synthesized from

all-trans-cyclododecatriene 33 in four steps including dihydrox-

ylation, glycol cleavage [89], subsequent borohydride reduc-

tion and protection of the resulting diol. The Ru(VIII)-cata-

lyzed oxidative cyclization in the presence of sodium periodate

on wet silica [90] as the oxidizing agent delivered the THF diol

35 in high yield (83%). The product was formed with excellent

diastereocontrol (dr >98:2). Subsequent enzymatic desym-

metrization [91] using lipase Amano AK gave the enantiomeri-

cally pure acetate 36 in 81% yield (ee >99%). A further three

transformations then delivered cis-solamin A (29). Crucial to

the success of this approach and its high efficiency is that it

takes advantage of the meso-geometry of the central THF diol

moiety [80].

cis-Sylvaticin
cis-Sylvaticin (40), a non-adjacent bis-THF acetogenin [92]

(Scheme 10), was discovered in dried fruits of Rollinia sylvatica

[93] and leafs of Rollinia mucosa [94]. It has been shown to be

cytotoxic against several cancer cell lines at nanomolar concen-

trations [93,94]. Two different synthetic approaches to cis-

sylvaticin (40) were reported, utilizing an oxidative cyclization

to stereoselectively establish the cis-configured 2,5-disubsti-

tuted THF rings.

The first total synthesis of cis-sylvaticin (40) has been accom-

plished in 2006 by the Donohoe group, using an osmium-cata-

lyzed double type B oxidative cyclization strategy (Scheme 10)
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Scheme 9: Total synthesis of cis-solamin A using a Ru(VIII)-catalyzed
oxidative cyclization and enzymatic desymmetrization as the key
steps.

[5,95]. The protected precursor 38 was synthesized from

tetraene 37 in five steps involving a highly position- and stereo-

selective Sharpless AD reaction [86-88] (ee >98%, de >90% for

the all syn-isomer). Subsequent osmium tetroxide-catalyzed ox-

idative cyclization under acidic reaction conditions resulted in

bis-THF 39 which was isolated in 77% yield and as a single dia-

stereoisomer. Thus, both THF rings of the natural product were

established at the same time (Scheme 10) [5,95]. Based on this

approach, in 2009, Donohoe and co-workers also reported the

first total synthesis of (+)-sylvaticin [92,96], the C12-epimer of

cis-sylvaticin (40) using oxidative cyclization chemistry to

establish both the 2,5-cis- and the 2,5-trans-substituted THF

ring of the natural product. However, it has to be noted that the

trans-THF was not directly formed in an oxidative cyclization

reaction but rather through a subsequent sequential solvolysis/

hydride shift/intramolecular reduction cascade.

Scheme 10: Donohoe´s double oxidative cyclization approach to cis-
sylvaticin.

Another total synthesis of cis-sylvaticin (40) has been published

by Brown and co-workers in 2008 [92,97]. In this case, two

permanganate-promoted type A oxidative cyclization reactions

were used to establish the two THF rings of this acetogenin

(Scheme 11). Both THF diols 43 and 47 were isolated as pure

diastereoisomers with high diastereocontrol (dr 9:1 for 43 and

dr 8.7:1 for 47, respectively) and then successfully connected in

a silicon-tethered ring closing metathesis (RCM) [98] to provide

the main backbone of cis-sylvaticin (40). Moreover, in 2009,

Brown and co-workers reported on a short synthesis of the non-

adjacent bis-THF core of cis-sylvaticin (40) making use of a

permanganate-mediated bidirectional oxidative cyclization ap-

proach [99].

Membranacin and membrarollin
Membranacin (55) and membrarollin (62) are typical adjacent

bis-THF acetogenins having a threo-cis-threo-cis-erythro

configured core (Scheme 12 and Scheme 13). They were isolat-

ed from the seeds of the fruit tree Rollinia membranaceae by

the Cortes group [100,101]. Previous studies demonstrated, that

particularly adjacent bis-THF acetogenins exhibit highly potent
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Scheme 11: Permanganate-mediated approach to cis-sylvaticin by Brown and co-workers.

Scheme 12: Total synthesis of membranacin using a KMnO4-mediated oxidative cyclization.
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Scheme 13: Total synthesis of membrarollin and its analogue 21,22-diepi-membrarollin.

tumor growth inhibitory activity. Detailed investigations into

the mode of action revealed that acetogenins inhibit cancer cell

growth through the blockage of the mitochondrial NADH-

ubiquinone oxidoreductase of complex I of the respiratory

chain. In fact, membranacin (55) and membrarollin (62) are

amongst the most potent complex I inhibitors identified to date

[101]. As part of their studies towards the synthesis of adjacent

bis-THF acetogenins including membranacin (55) and

membrarollin (62), Brown and co-workers considered a two-

stage cyclization approach to control the stereochemistry within

the THF backbone ring system.

The total synthesis of membranacin (55), developed in 2004 by

Brown and co-workers, comprised metal-oxo and metal-peroxy-

mediated oxidative cyclizations as the key steps [102]

(Scheme 12). Thus, permanganate oxidation of triene 51, which

can be synthesized in a few steps from (E)-1,4-dibromobut-2-

ene (49), followed by treatment of the crude reaction mixture

with NaIO4–SiO2 proceeded efficiently to afford the single iso-

lated diastereoisomeric lactone 52 in 76% yield. This lactone

(52) was converted to enediol 53 in a further few steps. The sec-

ond THF ring was then established using an epoxidation–cycli-

zation sequence. Thus, asymmetric Sharpless epoxidation

(SAE) [103,104] yielded an intermediary oxirane (not shown in

Scheme 12) which was intramolecularly trapped by attack of

the remote hydroxy group to afford bis-THF 54, a key interme-

diate en route to membranacin (55) (Scheme 12) [102].

One year later, in 2005, Brown and co-workers achieved a total

synthesis of 21,22-diepi-membrarollin (60) [105], possessing an

adjacent bis-THF motif present in various acetogenins (e.g.

carolin A [106]), by applying sequential metal-oxo mediated

oxidative cyclizations to introduce six of the seven stereogenic

centers (Scheme 13). The required dienyne 57 was prepared

from commercially available 1-dodecyne (56). Permanganate-

promoted oxidation of dienyne 57 proceeded rapidly and selec-

tively at low temperatures, affording the corresponding dia-

stereomeric THF diols as a separable mixture (dr 6:1, major

stereoisomer shown in Scheme 13). Semi hydrogenation of the

triple bond using the Lindlar catalyst gave the bis-homoallylic

alcohol 58a, which underwent an efficient acyl perrhenate-

mediated hydroxy-directed oxidative cyclization to afford a

single isolated bis-THF 59 in excellent yield. A few subsequent

steps were required to finish the synthesis of 21,22-diepi-

membrarollin (60), notably avoiding the requirement for any

hydroxy protecting groups.
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The first total synthesis of membrarollin (62, Scheme 13) was

finally disclosed by Brown and co-workers in 2009 [107]. Simi-

larly starting from 1-dodecyne (56), triene system 61 was selec-

tively oxidized using a permanganate-mediated oxidative cycli-

zation affording two separable diastereoisomeric THF diols in

67% yield (only major isomer 58b shown in Scheme 13). It is

worth noting that this oxidative cyclization proceeded with high

chemoselectivity leaving the remote C–C-double bond unre-

acted. For the formation of the adjacent THF ring different and

stereodivergent strategies were studied [107]. The relative and

absolute stereochemistry required to prepare natural

membrarollin (62) was obtained using a perrhenate-mediated

type B’ cyclization of THF diol 58b (not shown in Scheme 13).

Rollidecin C and D
Rollidecin C (69) and D (70) belong to the class of adjacent bis-

THF acetogenins. In contrast to other representatives of this

subgroup of acetogenins they are lacking one of the secondary

alcohols usually framing the bis-THF core (Scheme 14). They

were isolated from the leaves of Rollinia mucosa [108] and

shown to exhibit cytotoxicity against six human tumor cell

lines. Rollidecin C (69) was found to be more potent than

rollidecin D (70) with selectivity toward the colon cell line

HT-29 [108]. In 2001, the groups of Sinha and Keinan reported

on a stereoselective synthesis of rollidecin C (69) and D (70)

[109] using the tandem oxidative polycyclization reaction with

trifluoro-acetylperrhenate, a synthetic method first reported in

1995 [110,111]. Bis-homoallylic dienols 65 and 66 were syn-

thesized from trans-ethyl heptadec-4-enoate (63) via diene 64.

A Re(VII)-mediated type C oxidative cyclization furnished the

bis-THF products 67 and 68 in 49% and 29% yield, respective-

ly. Both THF rings were introduced with excellent diastereose-

lectivity in a single step transformation at the final stages of the

total syntheses of rollidecin C (69) and D (70) (Scheme 14).

Similar rhenium-mediated type C oxidative cyclizations were

also successfully applied in total syntheses of further aceto-

genins by Sinha and Keinan, e.g., asimicin [112,113], bullat-

acin [112-114], trilobacin [115] and even to the tris-THF aceto-

genins goniocin [116] and cyclogoniodenin T [116].

Asimilobin and gigantetrocin A
Asimilobin (74) is a bis-THF acetogenin containing two 2,5-

trans-configured THFs [117]. It has originally been isolated

from the seeds of Asimina triloba [118] but has also been found

in extracts of the bark of Goniothalamus giganteus

(Annonaceae) [119] by McLaughlin and co-workers [120,121].

In 1999, Wang and Shi et al. disclosed the first total synthesis of

(–)-asimilobin (74) and its diastereomer using a highly efficient

and stereocontrolled synthetic strategy to construct the desired

bis-THF ring building block 73 in two steps (Scheme 15)

Scheme 14: Total synthesis of rollidecin C and D using a late stage
Re(VII)-catalyzed oxidative polycyclization.

[120,121]. Thus, starting from commercially available trans-

1,5,9-decatriene (71) a stereo- and positionselective Sharpless

AD reaction [86-88] provided C2-symmetric diol 72 (R = H) in

high selectivity (ee >94%). Subsequent Co(II)-mediated oxida-

tive type B’ cyclization of dienediol 72 (R = H) proceeded in

good yield (78%) and with high diastereoselectivity (de 96%) to

give C2-symmetric bis-THF product 73 (Scheme 15). The

natural product was then assembled in a further 10 steps

(Scheme 15) [120,121].

Subsequently, Shi and co-workers successfully applied their

synthetic strategy to the first total synthesis of gigantetrocin A

(76) [122,123], a mono-THF acetogenin, isolated from Gonio-

thalamus giganteus by McLaughlin and co-workers [124]. This

time, mono-protected dienediol 72 (R = MOM) was cyclized to

form trans-THF compound 75 in 74% yield (de >95%) using

Co(modp)2 as a catalyst under oxygen atmosphere (Scheme 15).

Finally, the synthesis of gigantetrocin A (76) has been achieved

in seventeen steps from chiral mono-protected dienediol 72

(R = MOM) [122,123].
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Scheme 15: Co(II)-catalyzed oxidative cyclization in the total synthesis of asimilobin and gigantetrocin A.

Further acetogenins which have been synthesized through

Co(II)-mediated type B’ oxidative cyclizations include

mucocin, a known mono-THF representative, by Evans et al.

[125] and the bis-THF acetogenin bullatacin by Pagenkopf and

co-workers [126]. The latter group also employed this method-

ology in the total synthesis of aplysiallene [127], and more

recently to bovidic acid [128] and cyclocapitelline [129].

Oxidative cyclizations in the synthesis of
terpenoid natural products
Linalool oxide
The monoterpenoid trans-(+)-linalool oxide (79), containing a

2,2,5-trisubstituted THF ring, can be found in food and bever-

ages as well as essential oils and is used as powerful sweet-

woody penetrating aroma component in the perfume and

flavoring industry [130]. Several syntheses have been published

between 1981 and 2010 using a range of different strategies

(e.g. enzymatic procedures, Sn- and Pd-catalyzed methods or

even anodic oxidations) [131-136]. In 2014 the Brown group

proposed an auxiliary-controlled synthesis of trans-(+)-linalool

oxide (79) using a permanganate-mediated type A oxidative

cyclization as the key step (Scheme 16) [137]. Thus, 1,5-diene

77 was subjected to an oxidative cyclization using stoichio-

metric amounts of sodium permanganate to furnish trans-THF

diol 78 in 73% yield with an excellent diastereomeric ratio of

97:3 induced by a cyclohexanol derived chiral auxiliary. This

key intermediate was subsequently converted to natural trans-

(+)-linalool oxide (79) in a further few steps.

Scheme 16: Mn(VII)-catalyzed oxidative cyclization of a 1,5-diene in
the synthesis of trans-(+)-linalool oxide.

Teurilene
Teurilene (82) is a squalene-derived cytotoxic polyether which

was originally extracted from the red algae Laurencia obtusa by

Suzuki et al. [138,139]. Though it is CS-symmetric, it is struc-

turally closely related to pentacyclic C2-symmetric glabrescol

[140], another triterpene natural product found in Jamaican

endemic plant Spathelia glabrescens (Rutaceae) [141]. In 1999,

Morimoto and co-workers reported on a stereoselective synthe-

sis of the meso-tris-THF natural product teurilene (82)

[142,143] (several previous total syntheses existed [144-151])

using an elegant two-directional approach (Scheme 17).
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Scheme 17: Re(VII)-catalyzed oxidative cyclization in the total synthesis of teurilene.

Thus, starting from a central THF diol 81 with a fully estab-

lished carbon framework, which was derived from CS-symmet-

ric bis-epoxide precursor 80, a double oxidative cyclization

using Re(VII)-catalysis furnished the natural product in 29%

yield (Scheme 17). This (supposedly) type B’ ring forming

reaction occurred with high stereoselectivity for the trans-

isomer and in addition a minor amount of the mono-cyclization

product 83 was obtained.

Eurylene
Eurylene (87) represents yet another oxasqualenoid triterpene,

sharing some structural similarity with teurilene and glabrescol,

but other than the latter two, eurylene (87) is neither CS- nor

C2-symmetric (Scheme 18). It has been isolated from the wood

of Eurycoma longifolia by Itokawa et al. in 1991 [152] and was

shown to exhibit cytotoxic properties against lymphocytic

leukemia. The first total synthesis by Ujihara et al. [153] fol-

lowed five years after its original discovery.

In 2000, the Morimoto group developed a total synthesis using

two type B’ cyclization steps (Re(VII) and Cr(VI) catalysis) to

form the THF-heterocycles of the natural product (Scheme 18)

[154]. The linear precursor 84 was cyclized diastereoselective-

ly to the mono-THF intermediate 85 with an oxorhenium(VII)

complex and was subsequently subjected to the second oxida-

tive cyclization using stoichiometric amounts of pyridinium

chlorochromate (PCC) to give the bis-THF compound 86,

which was easily converted to enantiomerically pure (+)-eury-

lene (87) (Scheme 18).

The Brown group published an enantioselective synthesis of the

cis- and trans-THF fragments of eurylene (87) in 2010 [155]

using an auxiliary controlled Mn(VII)-promoted oxidative

cyclization to form THFs 90 and 93 (Scheme 19). Both THF-

derivatives had previously been prepared in a different ap-

proach and used as intermediates in a total synthesis of eury-

lene (87) by Kodama and co-workers [156]. Brown’s perman-

Scheme 18: Total synthesis of (+)-eurylene via Re(VII)- and Cr(VI)-
mediated oxidative cyclizations.

ganate mediated oxidative cyclization of precursor 88 gave a

yield of 78% and a diastereomeric ratio of 6.7:1 in favor for the

desired product 89a. Though this reaction is cis-selective,

cunningly, deoxygenation ultimately leads to the trans-THF

fragment 90. The other THF subunit 93 of the natural product

87 was prepared via an oxidative mono-cyclization of triene 91.

Thus, the desired cis-product 92a was obtained in 51% yield

together with 8% of its diastereoisomer 92b and a minor

amount of the double cyclized product 92c. Both synthesized



Beilstein J. Org. Chem. 2016, 12, 2104–2123.

2117

Scheme 19: Synthesis of cis- and trans-THF Rings of eurylene via Mn(VII)-mediated oxidative cyclizations.

THF fragments were consistent with those reported by Kodama

[156] (Scheme 19).

Venustatriol
The tetracyclic oxasqualenoid venustatriol (96) was isolated in

1986 by Sakemi et al. from the red algae Laurentia venustra

and exhibited antiviral activity against vesicular stomatitis virus

(VSV) and herpes simplex virus type 1 (HSV-1) [157].

Hashimoto et al. reported a total synthesis of the natural prod-

uct in 1988 [158,159] employing a vanadium-catalyzed epoxi-

dation as a key step in the stereoselective formation of the THF

ring, whilst the Corey group achieved a total synthesis using a

PCC-mediated oxidative type B cyclization in the same year

(Scheme 20) [160].

Diol 94, derived from geraniol, was diastereoselectively con-

verted into the THF derivative 95 in a yield of 43% using an

oxochromium(VI) complex. Venustatriol (96) could then be ob-

tained by C–C-coupling with the corresponding THP fragment

in an enantioselective fashion.

Glaciapyrrol A
Glaciapyrrol A (100), B and C form a family of pyrrolo

sesquiterpenoids which have been isolated in 2005 from a

marine Streptomyces sp. (NPS008187) by Macherla et al. [161].

Scheme 20: Cr(VI)-catalyzed oxidative cyclization in the total synthe-
sis of venustatriol by Corey et al.

The only established total synthesis has been developed by the

Dickschat group in 2011 [162] using a type A Ru(VIII)-cata-

lyzed oxidative cyclization as the key step (Scheme 21).

Both neryl benzoate (97) as well as geranyl benzoate (98) have

been converted into the corresponding THF diols 99 using an

established oxidative cyclization protocol [15,163,164]. The

diastereoselectivity of the reaction varied depending on the sol-
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Scheme 21: Ru(VIII)-catalyzed oxidative cyclization of a 1,5-diene in the synthesis and evaluation of its stereochemistry of glaciapyrrol A.

vent composition used [15]. Therefore, reaction of 97 using

THF/dichloromethane (9:1) as the solvent mixture resulted in a

selective formation of cis-THF 99aa, whereas a 1:1 mixture of

the same solvents gave a diastereomeric ratio of 1:1.6 in favor

for the trans-isomer 99ab. Oxidative cyclization of trans-

configured starting material 98 proceeded with similar effi-

ciency. In this case a 9:1 solvent ratio gave 99bb selectively and

a 1:1 solvent mixture resulted in a diastereomeric ratio of 1.5:1,

favoring 99bb (Scheme 21). Glaciapyrrol A (100) was finally

obtained from 99ab by deprotection of the benzoyl group and

an olefination to connect the pyrrole subunit of the natural prod-

uct.

Leucosceptroids A–D
Leucosceptroids A (105a) and B (105b) have been isolated in

2010 by Luo et al. from the Chinese shrub Leucosceptrum

canum [165]. One year later the same group was able to isolate

two additional leucosceptroids C (105c) and D (105d) from the

leaves of the same plant [166]. This family of sesterterpenoids

is believed to be beneficial to the plant as part of a defense

mechanism against herbivores. The first total synthesis of

leucosceptroid B (105b) was established in 2013 by Huang et

al. [167] and two other total syntheses of leucosceptroids A

(105a) and B (105b) followed two years later [168,169]. The

common tricyclic core structure of the natural products had

already been synthesized in 2011 by the Horne group [170],

using a TPAP-catalyzed type B oxidative cyclization to form

the densely substituted THF diol motif following a protocol of

our group [25] (Scheme 22).

The 5,6-dihydroxyalkene 101 was obtained from D-mannitol

diacetonide via oxidation and C-C-bond formation. The oxida-

tive cyclization catalyzed by Ru(VII) yielded THF diol 102 in

55% yield as a single diastereoisomer, without considering the

configuration of the protected alcohol, as this position was

subsequently oxidized to enable a Sonogashira cross-coupling

to access 103. The tricyclic core structure 104 could be ob-

tained via an intramolecular Diels–Alder reaction, epoxidation

and protection (Scheme 22) [170].

Conclusion
The direct oxidative cyclization of 1,5-dienes is known for more

than 90 years, since the early finding by Kötz and Steche in

1924. While mechanistic and stereochemical aspects were in the

center of research for many years, during the last two or three

decades this unusual reaction has been advanced to a powerful

and reliable strategy to establish 2,5-disubstituted cis-THF diols

from very simple (often achiral) diene substrates. The reaction

proceeds with a substantial increase in structural and stereo-

chemical complexity from the starting material to the product.

A similar development can be stated for the mechanistically

closely related oxidative cyclizations of 5,6-dihydroxyalkenes

and 5-hydroxyalkenes. All these processes are stereochemically

predictable and the double bond geometry dictates the relative

vicinal hydroxy ether stereochemistry at both sides adjacent to

the THF-oxygen. 2,5-Disubstituted trans-THFs are still signifi-

cantly harder to prepare using these strategies or require specif-

ic procedures. Similarly, the control of the absolute stereochem-

istry remains a challenge to be solved in future investigations.
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Scheme 22: Ru(VII)-catalyzed oxidative cyclization of a 5,6-dihydroxy alkene in the synthesis of the core structure of the leucosceptroids A-D.

To date there is only a single report on an enantioselective oxi-

dative cyclization of a 1,5-diene using permanganate together

with a chiral counter ion. Other strategies use either a chiral

auxiliary, a subsequent desymmetrization or start from a chiral

5,6-dihydroxy alkene or 5-hydroxy alkene substrate and

proceed in a diastereoselective fashion to yield optically pure

products. Though the latter procedures are quite powerful, the

development of a catalytic asymmetric oxidative diene cycliza-

tion appears still a worthwhile task to be solved. Moreover, one

can expect that future applications in target-oriented and natural

product synthesis will also apply the same reaction methodolo-

gy for the construction of THP or even oxepan compounds.

Overlooking these future directions, the direct oxidative cycli-

zation of 1,5-dienes and mechanistically related oxidative THF

forming reactions seem now to be firmly established methods

for the application in complex total synthesis and are expected

to deliver further exciting examples. More than 25 successful

examples from the past three decades from different classes of

natural products (including carbohydrates, polyketides, amino

acids, fatty acids as well as acetogenins and terpenoids) are

summarized in this review article.
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Abstract
Rising resistance to current clinical antibacterial agents is an imminent threat to global public health and highlights the demand for

new lead compounds for drug discovery. One such potential lead compound, the peptide antibiotic teixobactin, was recently isolat-

ed from an uncultured bacterial source, and demonstrates remarkably high potency against a wide range of resistant pathogens with-

out apparent development of resistance. A rare amino acid residue component of teixobactin, enduracididine, is only known to

occur in a small number of natural products that also possess promising antibiotic activity. This review highlights the presence of

enduracididine in natural products, its biosynthesis together with a review of analogues of enduracididine. Reported synthetic ap-

proaches to the cyclic guanidine structure of enduracididine are discussed, illustrating the challenges encountered to date in the de-

velopment of efficient synthetic routes to facilitate drug discovery efforts inspired by the discovery of teixobactin.
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Review
Introduction
The enduracididines
The enduracididines (1–6) are a rare structural class of amino

acids that contain a unique five-membered cyclic guanidine

moiety (blue, Figure 1). L-Enduracididine (1) and D-allo-

enduracididine (4) were the first identified as amino acid com-

ponents of potent depsipeptide antibiotics [1,2].

Free enduracididine (1) was subsequently isolated from the

seeds of the legume Lonchocarpus sericeus [3,4]. It was found

to inhibit seedling germination of lettuce [5] and did not exhibit

any significant effect on the inhibition of protein production in

rat hepatoma cells [6]. L-(5) and D-β-hydroxyenduracididine

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:m.brimble@auckland.ac.nz
http://dx.doi.org/10.3762%2Fbjoc.12.226
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Figure 2: Enduracidin A (7) and B (8).

Figure 1: Structures of the enduracididine family of amino acids (1–6).

(6) were first resolved as components of the mannopeptimycin

antibiotics, isolated from Streptomyces hygroscopicus LL-AC98

in 2002 [7] and to date, have not been isolated as the free amino

acids or observed in any other natural products.

Natural products containing enduracididine
and hydroxyenduracididine
Enduracidin A and B
Enduracidin A (7) and B (8) were first isolated from Strepto-

myces fungicidicus B 5477 from a soil sample collected in

Nishinomiya, Japan (Figure 2) [1]. Detailed reports of the isola-

tion procedures, in vivo and in vitro antimicrobial activity,

physical properties and structure elucidation have been

published [1,8-15]. Enduracidin A (7) and B (8) have also been

isolated from Streptomyces sp. NJWGY366516 [16], Strepto-

myces atrovirens MGR140 [17] and along with five analogues

with various halogenation patterns, from a genetically altered

strain of Streptomyces fungicidicus [18].

Enduracidin A (7) and B (8) are depsipeptides with the same

composition of seventeen amino acids, sixteen of which make

up the cyclic core [11,13,19] and are structurally related to the

non-enduracididine containing antibiotic, ramoplanin [19]. The

enduracidins are active against Gram-positive bacteria, includ-

ing resistant strains [2,9,20] and Mycobacterium species [21].

No activity was observed against Gram-negative bacteria

(except for Neisseria gonorrhoeae), fungi or yeast [9]. The anti-

bacterial activity arises through inhibition of cell wall synthesis

[22] by prevention of transglycosylation during peptidoglycan

synthesis [23], the same step inhibited by vancomycin [24].

Enduracidin A (7) and B (8) also exhibited inhibition of avian

myeloblastosis virus reverse transcriptase but did not suppress
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replication of HIV cells [25]. Enduracidin A (7) and B (8) have

been produced by fermentation industrially and is used as an

antibiotic feed additive for pigs [26] and chickens [27] under

the trade name enradin®.

Minosaminomycin
Minosaminomycin (9, Figure 3) was isolated in 1974 from a

culture broth of Streptomyces MA514-A1 [28]. It was found

to be active against Mycobacteria (M. smegmatis, MIC =

15.6 μg/mL) but only weakly active against all other bacteria

tested. The structure was confirmed through degradation and

partial synthesis [29,30]. Minosaminomycin (9) inhibits protein

synthesis in E. coli more effectively than the related antibiotic

kasugamycin (10), however, a different mechanism is operative

[31].

Figure 3: Minosaminomycin (9) and related antibiotic kasugamycin
(10).

Indole metabolite
In 1996, during a screening program for biologically active

metabolites from marine ascidians, Riguera et al. identified a

small group of amino acid containing compounds in a cytotoxic

extract of the ascidian Leptoclinides dubius [32]. Among these

compounds was the unique enduracididine-containing bromo-

indole metabolite 11 (Figure 4). This was the first time the

enduracididine motif had been isolated from a marine source.

The exact compound responsible for the observed cytotoxicity

was not determined.

Mannopeptimycins
Mannopeptimycins α–ε (12–16, Figure 5) were isolated from

Streptomyces hygroscopicus LL-AC98 in 2002 [7] and their

structures were elucidated using mass spectrometry and exten-

sive NMR analysis. The absolute stereochemistry was pro-

Figure 4: Enduracididine-containing compound 11 identified in a cyto-
toxic extract of Leptoclinides dubius [32].

Figure 5: Mannopeptimycins α–ε (12–16).

posed following degradation and nOe studies. The configura-

tion of the β-methylphenylalanine stereocentre was revised

from S to R, upon total synthesis [33]. The mannopeptimycins

contain a unique sugar substituted hydroxyenduracididine

residue (blue, Figure 5).
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Figure 6: Regions of the mannopeptimycin structure investigated in structure–activity relationship investigations.

Figure 7: Teixobactin (17).

The mannopeptimycins displayed moderate activity against

Gram-positive bacteria, including MRSA, but only exhibited

weak activity against Gram-negative bacteria [7] with the pri-

mary cellular target deduced to be bacterial cell wall synthesis

[34]. Extensive derivatisation of both mannopeptimycin α (12)

and β (13) was undertaken to improve the antibacterial activity

of the parent natural products (highlighted in blue, Figure 6).

An array of ether [35,36], halogenated [36], acetal [37-39],

benzoxazole [40], thiobenzoxazole [40], ester and carbonate

[41] analogues were synthesised and evaluated for antibacterial

activity. Only the semisynthetic derivatives possessing hydro-

phobic groups on the terminal sugar moiety (green) exhibited

comparable antibacterial activity to the parent compound and

reference antibiotics [42].

Teixobactin
In early 2015, a new enduracididine-containing antibiotic

named teixobactin (17) was reported (Figure 7) [43]. Teixo-

bactin (17) was isolated using the multichannel device, the

isolation chip (iChip). The iChip allows a single cell to be deliv-

ered to an individual chamber where it can grow. The chambers

are covered with a semi-permeable membrane and placed into

the microbe’s natural environment where nutrients can diffuse

into each chamber. This method gives access to cultures of
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Scheme 2: Synthesis of enduracididine (1) by Shiba et al.

microbes which were previously unobtainable using traditional

techniques. Teixobactin (17) exhibits bactericidal activity

through binding of Lipid II, a precursor of peptidoglycan, and

therefore shows great potential as the foundation for discovery

of a new generation of antibiotics to overcome the development

of antimicrobial resistance.

Teixobactin (17) was isolated from the β-protobacterium, Eleft-

heria terrae that belongs to a new genus. Teixobactin (17)

demonstrated potent activity against the resistant Gram-posi-

tive bacteria, MRSA and vancomycin-resistant Enterococci

(VRE), as well as other bacterial species including, Mycobac-

terium tuberculosis (Mtb) and Clostridium difficile. Remark-

ably, no teixobactin-resistant mutants of Staphylococcus aureus

or M. tuberculosis could be detected after sub-lethal dosing of

the compound over a 27 day period [43]. This lack of resis-

tance development may possibly be attributable to the mecha-

nism of action which involves binding to Lipid II, inhibiting

one of the membrane-associated steps of peptidoglycan biosyn-

thesis [43,44]. Analogues of teixobactin (17) have undergone

biological testing and results show that the L-allo-enduracidi-

dine (3, blue, Figure 7) residue is important for potent antibacte-

rial activity [45]. An approximately 10-fold reduction in activi-

ty was observed when the enduracididine residue is substituted

for L-arginine [46] and almost complete loss of activity was ob-

served when three of the four D-amino acids of this analogue

are substituted for their L-counterparts [47].

Biosynthesis of enduracididine
In 1984, a radio-labelling study was carried out to determine the

biosynthesis of enduracididine (1) [48]. Arginine (18) and its

precursors ornithine and citrulline, were found to be incorporat-

ed into enduracididine (1), but not histidine (19) [48]. Between

the enduracidin and mannopeptimycin gene clusters, three pairs

of enzymes were found to have high sequence homology,

mmpP/endP, mppR/endR and mmpQ/endQ [49,50]. MppP is a

PLP-dependent hydroxylase and catalyses the conversion of

L-arginine (18) and molecular oxygen to 2-oxo-4-hydroxy-5-

guanidinovaleric acid (20, Scheme 1) [51]. The enzyme mppR

is a pyruvate aldose that catalyses the dehydration/cyclisation of

20 to give cyclic guanidine 21 [52], where transamination by

mppQ gives enduracididine (1). Further transformation to L-β-

hydroxyenduracididine (5) is then catalysed by mppO [52,53].

Scheme 1: Proposed biosynthesis of L-enduracididine (1) and L-β-
hydroxyenduracididine (5).

Synthetic investigations
Synthesis of enduracididine
Although several synthetic approaches to enduracididine and its

derivatives have been published, the discovery of teixobactin

(17) has reignited interest in the synthesis of this unnatural

amino acid.

Synthesis of enduracididine by Shiba et al.: The first dia-

stereoselective synthesis of enduracididine (1) was reported by

Shiba et al. in 1975 (Scheme 2) [54]. The synthesis began with
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Scheme 3: Synthesis of protected enduracididine diastereomers 31 and 32.

Bamberger cleavage of L-methylhistidine (22) to afford amide

23. Reduction of the double bond and cleavage of the three

n-butyryl groups afforded lactam 24. Lactam 24 was opened

with base and directly treated with guanylating agent 25 giving

tosylguanidine 26 which was unstable upon standing. Imme-

diate treatment with anhydrous HF gave L-enduracididine (1) as

a mixture of diastereomers.

Synthesis of enduracididine and allo-enduracididine by

Dodd et al.: No further synthetic investigations were reported

until 2004 when Dodd et al. published a synthesis of protected

enduracididine using an azide ring opening of a chiral aziridine

as the key step (Scheme 3) [55]. The 9-phenylfluorenyl (PhF)

protecting group was employed to help prevent undesired

copper coordination during the key aziridation step.

The synthesis relied on the stereoselective formation of aziri-

dine 27. This key reaction proceeded from allylglycine 28 in

28% yield to give a 7:3 mixture in favour of the S,S diastereo-

mer. Attempted optimisation of the yield and diastereoselectiv-

ity afforded no improvement. The synthesis continued with

aziridine opening using sodium azide and BF3·OEt2 in DMF at

65 °C, conditions which were key to prevent undesired intramo-

lecular ring opening. The two diastereomers 29 and 30 could

then be separated and elaborated to afford enantiopure pro-

tected L-enduracididine 31 and L-allo-enduracididine 32.

Synthetic studies towards β-hydroxyenduracididine by

Oberthür et al.: In 2009, Oberthür et al. reported a synthetic

route to azide derivatives of β-hydroxyenduracididine [56]. The

synthesis hinged on the use of azide 34 as a common intermedi-

ate to access both diastereomers. Diacetone D-glucose 35

was converted to azide 34 in 46% yield over twelve steps

(Scheme 4). Azide 34 was easily converted to amino azide 36

via a two-step sequence, but conversion of azide 34 to amino

azide 37 was more complex and required additional transfor-

mations [56].

Scheme 4: Synthesis of the C-2 azido diastereomers 36 and 37.
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Scheme 5: Synthesis of 2-azido-β-hydroxyenduracididine derivatives 38 and 39.

Conversion of both amino azides 36 and 37 to azido acids 38

and 39 began with protecting group manipulation and installa-

tion of the guanidine using S-methylisothiourea 33 (Scheme 5).

Mitsunobu cyclisation followed by deprotection and oxidation

afforded the azido acids 38 and 39 in 40% yield over 8 steps

from amino azides 36 and 37.

Synthesis of β-hydroxyenduracididine by Nieuwenhze et al.:

In 2010, Nieuwenhze and Oliver reported a synthesis of pro-

tected β-hydroxyenduracididines 40 and 41 making use of inter-

mediate nosylamine 42 (Scheme 6) [57]. The synthesis of 42

began with alkene 43, available from (S)-Garner’s aldehyde.

Cleavage of the protecting group allowed installation of the

guanidine group using isothiourea 33 before cyclisation was

effected using Mitsunobu conditions. After a six-step conver-

sion of alkene 44 to nosyl intermediate 42, the synthesis

diverged to access both C-2 diastereomers. Displacement of

nosylate 42 with sodium azide followed by reduction and amine

protection, afforded protected β-hydroxyenduracididine 40. Al-

ternatively, formation of epoxide 45 provided access to dia-

stereomer 41.

Synthesis of β-hydroxyenduracididine by Oberthür et al.: In

2014, Oberthür et al. reported a second generation synthesis of

β-hydroxyenduracididine using a more concise route to orthog-

onally protected amino acids 46 and 47 (Scheme 7) [58]. Instal-

lation of the C-2 stereocentre again began with Garner’s alde-

hyde 48 and Wittig olefination, followed by Sharpless

dihydroxylation to stereoselectively afford diol 49 [59,60]. The

C-2 epimer was accessed via Still–Gennari olefination of alde-

hyde 48 to afford the Z-olefin, which underwent dihydroxyl-

ation using potassium osmate to afford diol 50 [61,62]. With

both diastereomers in hand, conversion to protected amino acids

46 and 47 was effected in four steps.

Scheme 6: Synthesis of protected β-hydroxyenduracididine deriva-
tives 40 and 41.

With amino acids 46 and 47 in hand, conversion to the corre-

sponding cyclic guanidines 51 and 52 was initiated through

cleavage of the N,O-acetonide and guanylation using isothio-

urea 33 activated with HgCl2 (Scheme 8). Cyclisation of the

guanidine afforded protected β-hydroxyenduracididine 51 in
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Scheme 9: General transformation of alkenes to cyclic sulfonamide 54 via aziridine intermediate 53.

Scheme 7: Synthesis of C-2 diastereomeric amino acids 46 and 47.

Scheme 8: Synthesis of protected β-hydroxyenduracididines 51 and
52.

21% yield in seven steps from diol 49. The C-2 epimer 47 was

converted to β-hydroxyenduracididine 52 using the same proce-

dure. The new route proved more efficient than the previous

report and provided access to both diastereomers suitably armed

with orthogonal protecting groups.

Synthesis of (±)-enduracididine and (±)-allo-enduracididine

by Du Bois et al.: The synthesis of (±)-enduracididine (1) and

(±)-allo-enduracididine (3) reported by Du Bois et al. arose

from the methodology for the conversion of alkenes to di-

amines via a cyclic sulfonamide intermediate using rhodium ca-

talysis (Scheme 9) [63]. The reaction proceeds with formation

of an intermediate aziridine 53 which rearranges upon addition

of sodium iodide to afford the desired cyclic sulfonamide 54.

For the synthesis of (±)-enduracididine (1) and (±)-allo-

enduracididine (3), protected (±)-allylglycine 55 was treated

with BocNHS(O)2NH2, MgO, Rh2(esp)2 and PhI(OAc)2 in iso-

propyl acetate followed by sodium iodide to afford cyclic

sulfonamide 56 in 56% yield as a 1:1 mixture of diastereomers

(Scheme 10). Selective deprotection of the sulfonamide Boc

group allowed separation of diastereomers 57 and 58 via chro-

matography which were then converted to Tces (2,2,2-trichloro-

ethoxysulfonyl) protected guanidines 59 and 60. Global depro-

tection then afforded both (±)-enduracididine (1) and (±)-allo-

enduracididine (3) in five steps and 6% yield from allylglycine

55.

Synthesis of L-allo-enduracididine by Ling et al.: In 2014,

Ling et al. filed a patent for their discovery of teixobactin (17)

which included details of the structural elucidation. To confirm

the configuration of the amino acids that are found in teixo-

bactin, advanced Marfey’s analysis was performed, requiring

samples of known absolute stereochemistry for comparison

(Scheme 11) [64]. The synthesis of L-allo-enduracididine (3)

was reported to begin with nitro alcohol 61 and afforded the

free amino acid in four steps via key intermediate 4-hydrox-

yarginine 62. The synthesis of nitro alcohol 61 was not de-

scribed but its preparation has been reported [65]. All four dia-

stereomers were synthesised for comparison with the isolated

enduracididine sample.

Synthesis of L-allo-enduracididine by Yuan et al.: In 2015,

Yuan et al. reported their synthesis of protected L-allo-

enduracididine 63 from L-4-hydroxyproline 64 (Scheme 12)
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Scheme 11: Synthesis of L-allo-enduracididine (3).

Scheme 10: Synthesis of (±)-enduracididine (1) and (±)-allo-enduraci-
didine (3).

[66]. The C-4 stereocentre was installed through inversion of

the hydroxy group of proline derivative 64 via mesylation and

azide displacement to afford 65. Oxidation installed the re-

quired carbonyl group which allowed reductive ring opening to

afford alcohol 66. Azide reduction, installation of the guanidine

motif using Goodman’s reagent (67) [67] and cyclisation

afforded 68. Protecting group manipulation then afforded pro-

tected L-allo-enduracididine 63 with a free acid moiety avail-

able for peptide coupling over nine steps in 32% overall yield.

Scheme 12: Synthesis of protected L-allo-enduracididine 63.
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Scheme 13: Synthesis of β-hydroxyenduracididine derivative 69.

Synthesis of a β-hydroxyenduracididine derivative by

Cheng et al.: In 2016, Cheng et al. reported work towards the

N-mannosyl-D-β-hydroxyenduracididine (69) residue of the

mannopeptimycins (Scheme 13) [68]. Their synthetic strategy

started from silylated serinol 70 to which the mannosyl unit was

attached to afford glycosylamine 71, prior to construction of the

cyclic guanidine motif and amino acid functionality. With

glycosylamine 71 in hand, attention turned to installation of the

guanidine moiety. Treatment of 71 with isothiourea 33 fol-

lowed by mesyl chloride afforded cyclic guanidine 72 in 70%

yield. Silyl deprotection, Swern oxidation and Still–Gennari

olefination afforded Z-alkene 73. Diastereoselective dihydroxyl-

ation of 73 followed by treatment with 1,1'-thiocarbonyldiimi-

dazole (TCDI) and sodium azide afforded azide 69 over eight

steps in 5.5% from silylated serinol 70. The reported route was

the most efficient of the many investigated however, the exact

sequence of functional group installation was important in order

to obtain high yields.

Synthesis of enduracididine-containing antibiotics
Synthesis of Minosaminomycin by Kondo et al.: The only

total synthesis of minosaminomycin (9) to date was reported in

1977 by Kondo et al. (Scheme 14) [69]. Enduracididine (1) was

prepared using the method reported by Shiba et al. [54] and was

coupled with the isocyanate formed in situ from protected

leucine 74 affording urea 75. Coupling of 75 with amino sugar

76 and global deprotection afforded minosaminomycin (9) in

three steps from enduracididine (1). It should be noted that the

diastereomer (2R-isomer) of 9 was also synthesised starting

from D-enduracididine. Biological testing of both compounds

revealed that the 2R-isomer exhibited 80% lower bacteriostatic

activity against Mycobacterium smegmatis ATCC 607 com-

pared to the parent natural product.

Synthesis of Mannopeptimycin aglycone by Doi et al.: In

2014, the total synthesis of the mannopeptimycin aglycone (77)

was reported by Doi et al. [33]. The aglycone was synthetically

broken down into tripeptides 78 and 79 (Scheme 15). Tripep-

tide 78 was further disconnected into protected serine 80 and

protected β-hydroxyenduracididine residues 81 and 82.

The synthesis of key amino acids 81 and 82 was based on an

aldol reaction between protected aldehyde 83 and glycine 84

(Scheme 16). The reaction yielded 85 and 86 which proved to

be easily separated by chromatography. The C-3 stereochemis-

try of the addition products 85 and 86 was rationalised by the

Felkin–Ahn model, and the inability of diastereomer 85 to

cyclise due to unfavourable steric interactions. Conversion of

aldol products 85 and 86 to acetals 87 and 88, respectively, was

achieved using standard transformations and Goodman’s

reagent (67) [67] was used to install the guanidine moiety.

With both protected amino acids 87 and 88 in hand, the atten-

tion turned to the formation of tripeptide 78 (Scheme 17).

Saponification of the ester of 88 and coupling with H-Ser(Bn)-

O-Allyl and treatment with HCl afforded dipeptide 89. A

second peptide coupling with acid 90 then gave tripeptide 78.

With tripeptide 78 in hand, ligation with the remaining tripep-

tide 71 followed by cyclisation and global deprotection afforded

the desired mannopeptimycin aglycone (77) in a further six

steps and 38% yield from tripeptide 78.

Total synthesis of mannopeptimycins α and β by Chen et al.:

Chen et al. reported the first total synthesis of mannopepti-

mycins α (12) and β (13) in 2016 [70]. Previous biosynthetic

and semisynthetic investigations had revealed that the N- and

O-sugars of the natural products were essential for potent anti-
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Scheme 14: Synthesis of minosaminomycin (9).

Scheme 15: Retrosynthetic analysis of mannopeptimycin aglycone (77).
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Scheme 16: Synthesis of protected amino acids 87 and 88.

bacterial activity [35,38,39,41]. The most difficult challenge

involved the preparation of the N-α-mannosyl-D-β-hydroxyen-

duracididine unit. N-Mannosylation was complicated by steric

hindrance around the reaction site and poor compatibility of the

cyclic guanidine motif with Lewis acids.

Initial attempts to glycosylate cyclic guanidine 91 using an

array of donors under Lewis acidic or basic conditions failed to

provide access to N-mannosylguanidine 92 (Scheme 18). How-

ever, gold(I) mediated [71] N-mannosylation using ortho-

alkynyl benzoate 93 finally afforded N-mannosylated 92 in 87%

yield [70]. Application of these conditions to afford the fully

functionalised amino acid 94 was unsuccessful. However,

Scheme 17: Synthesis of mannopeptimycin aglycone (77).

encouraged by the successful N-mannosylation of azide 95 to

afford adduct 96, Chen et al. utilised the synthesis reported by

Doi et al. [33] to prepare N,O-acetonide 88. N-Mannosylation of

acetonide 88 was successful and afforded the desired product in

86% yield (Scheme 19). Saponification then provided the

desired benzyl protected mannosyl D-β-hydroxyenduracididine

97.

Attempts to utilise the same procedure reported by Doi et al.

[33] to provide the amino acid L-β-hydroxyenduracididine 98

were unsuccessful. An alternative route to L-β-hydroxyen-

duracididine based on the synthesis reported by Oberthür et al.

[58] afforded L-β-hydroxyenduracididine 98 in 7% yield over

twelve steps from 99 (Scheme 20).
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Scheme 18: Synthesis of N-mannosylation model guanidine 92 and attempted synthesis of benzyl protected mannosyl D-β-hydroxyenduracididine
94.

Scheme 19: Synthesis of benzyl protected mannosyl D-β-hydroxyen-
duracididine 97. Scheme 20: Synthesis of L-β-hydroxyenduracididine 98.
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Scheme 21: Total synthesis of mannopeptimycin α (12) and β (13).

Scheme 22: Synthesis of protected L-allo-enduracididine 102.

In the final stages of the synthesis (Scheme 21), benzyl pro-

tected mannosyl D-β-hydroxyenduracididine 97 was coupled

with H-Ser(Bn)-OAllyl to afford dipeptide 100. Unmasking of

the amino and alcohol functionalities and peptide coupling with

L-β-hydroxyenduracididine 98 afforded tripeptide 101 with no

loss of the sugar group. This then completed the synthesis of the

key fragment 101 and both mannopeptimycin α (12) and β (13)

could be accessed in a further six steps.

Synthesis of teixobactin by Payne et al.: The first syntheses of

the teixobactin framework were completed by Albericio et al.

[46] and Singh et al. [47]. These syntheses substituted the

enduracididine residue for the more readily available L-argi-

nine. The total synthesis of the full teixobactin structure was

completed in 2016 by Payne et al. [72] using Fmoc solid-phase

peptide synthesis (SPPS). The key to the synthesis was access

to the protected L-allo-enduracididine residue 102 (Scheme 22).

The synthesis of this building block was achieved using a com-

bination of reported procedures beginning with protected

aspartic acid 103. Using a protocol reported by Rudolph et al.

[65] nitro alcohol 61 was accessed in two steps. Following pro-

cedures described in the patent filed by Ling et al. [64], alcohol

61 was converted to Boc-protected L-allo-enduracididine 68.

Protecting group exchange afforded the Fmoc protected L-allo-

enduracididine 102 in seven steps and 17% yield from acid 103.

The synthesis of the natural teixobactin (17) product began with

Fmoc-D-Thr(TES)-OH on HMPB-NovaPEG resin. Successive

couplings afforded peptide 104 (Scheme 23). Esterification with

Alloc-Ile-OH and extension of the linear chain using conven-

tional Fmoc SPPS afforded ester-peptide 105. Deprotection of

the N-alloc group and coupling of the key L-allo-enduracidi-

dine 102 residue proceeded smoothly giving resin bound

peptide 106. Brief (30 seconds) treatment of 106 with

piperidine afforded the desired deprotected product, enabling

coupling of the final amino acid. Extended exposure of
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Scheme 23: The solid phase synthesis of teixobactin (17).

Scheme 24: Retrosynthesis of the macrocyclic core 109 of teixobactin (17).

peptide 106 to piperidine led to de-esterification. Final Fmoc

removal of 107 and cleavage from the resin afforded linear

peptide 108 which underwent macrolactamisation using 4-(4,6-

dimethoxy-1,3,5-triazin-2-yl)-4-methylmorpholinium tetra-

fluoroborate (DMTMM·BF4) and acid-mediated global depro-

tection to afford teixobactin (17) in 3.3% yield over twenty four

steps.

Synthesis of the macrocyclic core of teixobactin by Reddy et

al.: In 2016, Reddy et al. reported their synthetic efforts

towards teixobactin (17) with a solution-phase synthesis of the

macrocyclic core 109 (Scheme 24) [73]. Their synthetic ap-

proach focused on the macrolactonisation of a linear precursor

110 differing from previous reports which employed macrolac-

tamisation as the key ring-closing step [45-47,72].
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Scheme 25: Synthesis of macrocycle 117.

The synthesis of the linear precursor 110 began with protected

L-allo-enduracididine 68, which was prepared using procedures

developed by Rudolph et al. and Peoples et al. (Scheme 25)

[64,65]. The remaining NH of 68 was protected using Cbz-Cl

before acid 111 was afforded after a two-step, deprotection-

reprotection sequence. Fully protected enduracididine 111 was

then coupled with L-isoleucine methyl ester 112 to give dipep-

tide 113. Cleavage of the N-Boc group and coupling with dipep-

tide 114 afforded protected linear precursor 115. Cleavage of

the TBS and methyl ester protecting groups afforded seco-acid

116. However, during the hydrolysis step, two of the three Cbz

groups were cleaved from the enduracididine residue, and the

position of the remaining Cbz and CO2H could not be deter-

mined. It was decided that final deprotection of the remaining

enduracididine protecting groups would take place after forma-

tion of the macrocycle. Treatment of linear precursor 116 with

modified Shiina macrolactonisation conditions reported by

Batey et al. [74] of 2-methyl-6-nitrobenzoic anhydride

(MNBA), DMAP and Dy(OTf)3 afforded macrocycle 117 in

30–35% yield. Unfortunately efforts to remove both the Cbz

and CO2H moieties of 117 to afford macrocycle 109 under

hydrogenation conditions were unsuccessful.

Conclusion
The recent interest in teixobactin has resulted from its clinically

unexploited mode of action, potent activity against resistant

strains of bacteria and favourable pharmacokinetics.

Structure–activity relationship studies of teixobactin suggest

that the rare non-proteinogenic amino acid enduracididine, is a

key residue for potent antibacterial activity. This observation

has driven the need for new synthetic routes to enduracididine.

However, current syntheses are cumbersome and inefficient. A

robust and scalable synthetic route to an orthogonally protected

enduracididine derivative suitable for solid phase peptide syn-

thesis would greatly facilitate antibiotic drug development

focused on a teixobactin inspired lead structure. Efficient access
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to enduracididine will enable ongoing structure–activity rela-

tionship studies of teixobactin and other lead compounds, for

the development of much needed antibiotic drug candidates.
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