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Abstract
Oligonucleotides are usually prepared in lab scale on a solid support with the aid of a fully automated synthesizer. Scaling up of the

equipment has allowed industrial synthesis up to kilogram scale. In spite of this, solution-phase synthesis has received continuous

interest, on one hand as a technique that could enable synthesis of even larger amounts and, on the other hand, as a gram scale labo-

ratory synthesis without any special equipment. The synthesis on a soluble support has been regarded as an approach that could

combine the advantageous features of both the solution and solid-phase syntheses. The critical step of this approach is the separa-

tion of the support-anchored oligonucleotide chain from the monomeric building block and other small molecular reagents and by-

products after each coupling, oxidation and deprotection step. The techniques applied so far include precipitation, extraction, chro-

matography and nanofiltration. As regards coupling, all conventional chemistries, viz. phosphoramidite, H-phosphonate and phos-

photriester strategies, have been attempted. While P(III)-based phosphoramidite and H-phosphonate chemistries are almost exclu-

sively used on a solid support, the “outdated” P(V)-based phosphotriester chemistry still offers one major advantage for the synthe-

sis on a soluble support; the omission of the oxidation step simplifies the coupling cycle. Several of protocols developed for the

soluble-supported synthesis allow the preparation of both DNA and RNA oligomers of limited length in gram scale without any

special equipment, being evidently of interest for research groups that need oligonucleotides in large amounts for research purposes.

However, none of them has really tested at such a scale that the feasibility of their industrial use could be critically judged.
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Introduction
The synthesis of oligonucleotides (ONs) consists of linking

nucleosides to each other in a specified order by esterification

of phosphoric acid with the 3´-OH of one and the 5´-OH of the

other nucleoside. Usually, the 3´-OH is first esterified with an

appropriate derivative of phosphoric acid and the resulting

building block is then reacted with the 5´-OH (Figure 1). Either

a linear or a convergent strategy may be utilized, but the step-

wise linear approach proceeding from the 3´- to the 5´-terminus

of ON is nowadays almost exclusively exploited [1,2]. The cou-

pling reaction may take place either at oxidation level III or V

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Figure 1: General principle of oligonucleotide synthesis.

of phosphorus. Owing to higher reactivity of P(III) centers,

appropriately protected nucleoside 3´-(2-cyanoethyl-N,N-

dialkylphosphoramidite)s (1 in Scheme 1) or 3´-(H-phos-

phonate)s are usually preferred as building blocks [3] (2 in

Scheme 1). The attacking 5´-OH apart, all other nucleophilic

functionalities must be kept protected during the coupling. The

primary amino groups of the nucleobases are usually protected

with acyl groups and the 5´-OH of the monomeric building

block with a 4,4’-dimethoxytrityl group (DMTr), or sometimes

with its monomethoxytrityl analog (MMTr) [4,5].

To achieve coupling, phosphoramidites are activated with

azoles [6], such as tetrazole [7], its derivatives 2-ethyl- and

2-benzylthiotetrazole [8] or 4,5-dicyanoimidazole [9]. The acti-

vator has a dual role donating a proton to the departing dialkyl-

amino group and attacking as an anionic species on phosphorus

[10]. Nucleoside H-phosphonates are, in turn, converted in situ

to reactive mixed anhydrides with acyl chlorides or chlorophos-

phates [11-13]. On applying the phosphoramidite chemistry, the

phosphite triesters obtained are oxidized to phosphate triesters

in each coupling cycle, whereas the H-phosphonate diesters

may be stable enough to become oxidized only at the end of

chain assembly. When the coupling is carried out at P(V) level,

3´-arylphosphate diesters (3 in Scheme 1) are normally used as

building blocks and activated with arylsulfonyl chloride or

azolide in the presence of an auxiliary nucleophilic catalyst

[14], or a catalytically active phosphate protecting group, such

as the 4-methoxy-1-oxido-2-picolyl group [15], is used instead

of a non-participating arylphosphate group (4 in Scheme 1). Al-

ternatively, prefabricated or in situ activated 1-hydroxybenzotri-

azole 3´-arylphosphotriesters may be used for coupling in the

presence of a nucleophilic catalyst [16,17] (5 in Scheme 1).

Compared to oligodeoxyribonucleotides (ODNs), the synthesis

of oligoribonucleotides (ORNs) is complicated by the presence

of an additional nucleophilic functionality, viz. the 2´-OH that

has to be kept protected as long as basic conditions are required

during synthesis and deprotection of the oligonucleotide. Since

the phosphate protecting groups are normally base-labile and

the repeatedly removable 5´-O protecting group is acid-labile,

the 2´-O-protection should preferably be removable under or-

thogonal conditions. For this purpose, numerous protecting

groups have been proposed [18,19], the fluoride ion labile tert-

butyldimethylsilyl (TBDMS) [20]) and triisopropyl-



Beilstein J. Org. Chem. 2017, 13, 1368–1387.

1370

Scheme 1: Alternative coupling methods used in the synthesis of oligonucleotides.

silyloxymetyl (TOM) [21] groups being most widely used.

Otherwise, the synthetic strategies are similar to those of ODNs.

The real breakthrough of the chemical synthesis of oligonucleo-

tides was the finding of Beaucage and Caruthers in the early

1980s, according to which appropriately protected nucleosides

could rapidly be coupled as 3´-(O-alkyl-N,N-dialkylphos-

phoramidite)s to 5´-OH of a support bound nucleoside by using

tetrazole as an activator [7]. Since then, this solid-supported

phosphoramidite chemistry has almost exclusively used for the

preparation of oligonucleotides from lab scale [3,22] to indus-

trial synthesis up to kilogram scale [23]. In spite of the obvious

success of this methodology, synthesis in solution phase has

received continuous interest as an alternative for large-scale

synthesis, and the recent advances in the development of thera-

peutic oligonucleotides targeting either pre-mRNA [24,25],

mature mRNA [26-28] or noncoding microRNA [29,30] have

even increased this interest. It has been repeatedly argued that

(i) the synthesis in solution could be carried out with a smaller

excess of building blocks, (ii) the scale up procedure would be
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more straightforward and (iii) expensive solid support material

is not needed. In addition, the possibility to characterize the

growing chain by mass or NMR spectroscopy after each cou-

pling is an attractive feature, although not possible with all

soluble supports. While major advances in the large scale solid-

phase technology have been taken, the difference in the

consumption of building blocks in solution and on a solid-

support is not necessarily as substantial as previously assumed;

the phosphoramidite-chemistry-based synthesis has been opti-

mized to the level that building blocks are required only in a

moderate excess, 1.5–2.0 equiv [23]. The obvious challenge is

the separation of the support-anchored ON chain from small

molecular reagents after each coupling cycle, a step that on a

solid-support can be carried out by simple washing. Precipita-

tion, chromatography, extraction and nanofiltration have been

considered to be feasible approaches.

Even if the synthesis on a soluble support fails to compete with

industrial solid-phase synthesis, it may still play an important

role in up to gram scale laboratory synthesis, since no special

equipment is usually needed. Spectroscopic studies on structure,

dynamics and recognition of ONs by other biopolymers, small

molecules or metal complexes, for example, may consume ONs

in amounts that cannot be conveniently reached by lab-scale

solid-phase synthesizers. In addition to synthesis on a soluble

support, impressive examples of classical convergent synthesis

[31-34] and exploitation of solid-supported reagents in

solution [35,36] have been reported. The present review, how-

ever, surveys only the progress of ON synthesis on a soluble

support.

Review
Synthesis of oligodeoxyribonucleotides by
phosphotriester chemistry
The pioneering syntheses of ONs on a soluble support were

carried out by the phosphotriester strategy. Although this cou-

pling chemistry is seldom used on a solid support where small

molecule reagents and wastes can be removed by simple

washing, the avoidance of the oxidation step due to use of P(V)

synthons markedly simplifies the coupling cycle. This is a

marked advantage in case of solution synthesis where the

excess of reagents and wastes must be removed by a more labo-

rious technique. The first synthesis of a reasonably long ODN,

viz. an octamer d(5´-TAGCGCTA-3´), was carried out by

Bonora et al. [37] on polyethylene glycol (PEG 5000)

monomethyl ester. The overall strategy was rather similar to

that of the solid-supported chemistry (Scheme 2). Accordingly,

the 3´-terminal nucleoside, 5´-O-DMTr-N6-Bz-dA, was at-

tached to the support via a 3´-succinyl linker, the 5´-O-DMTr

group was removed with 3% TCA in DCM and the derivatized

support was isolated by precipitation with Et2O and recrystal-

lization from a 1:9 (v/v) mixture of DCM and Et2O. 5´-O-

DMTr-nucleosides (3.0 equiv of dT, dCBz, dGibu, dGDpa, dABz)

were then coupled as 3´-(2-chlorophenylphosphate)s in a mix-

ture of pyridine and 2,6-lutidine using 1-(mesitylene-2-

sulfonyl)-3-nitro-1,2,4-triazole (MSNT; 6 equiv) as an activa-

tor and N-methylimidazole (NMI; 10 equiv) as a nucleophilic

catalyst. Each coupling was followed by precipitation/recrystal-

lization from EtOH, capping with Ac2O in pyridine and precipi-

tation from DCM/Et2O. In spite of several precipitations and

recrystallizations, one coupling cycle could be completed in

5 hours, the stepwise coupling yield ranging from 90% to 95%

and the crude PEG-bound octamer was obtained in 79% yield.

The coupling of dGibu proceeded, however, in more than 100%

yield, which was interpreted as an indication of a side product

formation. Evidently, the MSNT activation had resulted in dis-

placement of O6 by the 3-nitro-1,2,4-triazol-1-yl group [38].

The oligomer was released from the support and deprotected by

successive treatments with syn-pyridine-2-carbaldoxime and

tetramethylguanidine in aq dioxane [39] and aq ammonia, and

purified by ion-exchange chromatography on DEAE cellulose.

From 980 mg of crude PEG-octamer, 85 mg of pure lyophilized

TEA salt of d(5´-TAGCGCTA-3´) was obtained. In other

words, the yield of the isolation step was less than 30%.

To avoid the modification of dGibu during the MSNT treatment,

activation by 1-hydroxybenzotriazole, as originally introduced

by Marugg et al. [40], was then attempted on the same PEG-

support [41]. Accordingly, 3´-(2-chlorophenyl benzotriazol-1-yl

phosphate)s of conventionally protected 2´-deoxynucleosides

(3 equiv) were used as building blocks, and the coupling was

carried out in a mixture of pyridine and dioxane in the presence

of NMI (5 equiv). Otherwise, the protocol was similar to the

previous one. The average stepwise coupling yield upon the

assembly of octamer d(5´-TAGCGCTA-3´) was 93.5%, and

55% of the PEG-anchored oligomer could be isolated in pure

deprotected form. No base modification reactions were now

detected.

The phosphotriester approach based on hydroxybenzotriazole

activation has more recently applied to the synthesis of short

ODNs on a branched tetrakis-O-[4-(azidomethyl)phenyl]penta-

erythritol-derived support (Scheme 3) [42]. Owing to the sym-

metrical structure of the support, NMR and mass spectroscopic

characterization is possible at any stage of the chain assembly.

The 3´-terminal nucleoside was immobilized to this support as a

3´-O-(4-pentynoyl) derivative by Cu(I)-catalyzed 1,3-dipolar

cycloaddition [43]. This support is soluble in MeCN and

dioxane but precipitates quantitatively in MeOH. Each cou-

pling cycle contained two precipitations, one after removal of

the 5´-O-DMTr group and the second after the coupling step.

Detritylation was catalyzed with HCl in a 1:1 (v/v) mixture of
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Scheme 2: Synthesis of ODNs on a precipitative PEG-support by phosphotriester chemistry using MSNT/NMI activation [37].

MeOH and DCM and coupling was carried out in dioxane in the

presence of NMI. Precipitations were achieved by 10-fold dilu-

tion with MeOH. All small-molecule compounds remained in

solution. Removal of the 2-chlorophenyl protections with the

tetramethylguanidium salt of (E)-2-nitrobenzaldoxime in

aqueous dioxane, followed by ammonolysis, removal of the

support by precipitation and conversion to the sodium salt, com-

pleted the synthesis. A pentamer, d(5´-CGCAT-3´), homoge-

neous by HPLC, was obtained in 55% yield on using 2 equiv of

building block in each coupling step. The advantages of such a

tetrapodal support appear to be good atomic economy, i.e.,

small amount of support material compared to the amount of

ORN obtained and the moderate consumption of solvent

(MeOH) required for really quantitative precipitation of the

support-bound oligonucleotides. However, only short oligomers

have been so far prepared on this support. Support loaded with

longer fully protected oligomers may precipitate less quantita-

tively or interchain aggregation may reduce the coupling effi-

ciency.

A closely related support 6, incorporating additionally a

Q-linker moiety [44], has been used for preparation of fully pro-

tected ODN trimers having only the 3´-terminal hydroxy func-

tion unprotected and, hence, available for one step conversion

to a phosphoramidite building block [45]. Such phosphor-

amidites are widely used for the assembly of ODNs useful in

protein engineering by oligonucleotide directed mutagenesis

[46-49]. Cleavage of the linker by 5 mmol L−1 K2CO3 in a

3:43:10 mixture of DCM, dioxane and MeOH (30 min), fol-

lowed by neutralization with pyridinium chloride, left the 5´-O-

DMTr group, 2-chlorophenyl phosphate protections and base

moiety protections untouched. Silica gel chromatographic

purification and conventional phosphitylation with 1-chloro-1-

(2-cyanoethoxy)-N,N-diisopropylphosphoramidite gave the
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Scheme 3: Synthesis of ODNs on a precipitative tetrapodal support by phosphotriester chemistry using 1-hydroxybenzotriazole activation [42].

desired building blocks, the applicability of which in a

solid-phase synthesis was demonstrated [45]. 3´-(2-Chloro-

phenyl)phosphates of protected trimeric ODNs, useful for phos-

photriester coupling, have been prepared on a related reductive-

ly cleavable disulfide-linked support 7 [50].

Synthesis of oligodeoxyribonucleotides by
phosphoramidite chemistry
As mentioned above, phosphoramidite chemistry is nowadays

the method of choice for the solid-supported synthesis of oligo-

nucleotides both in small and large scale. The first attempt to

apply the phosphoramidite chemistry to synthesis on a soluble

support dates back to 1993. Both the support (PEG) and overall

strategy of chain assembly were in this pioneering study of

Bonora et al. [51] similar to those used earlier in their synthesis

of ODNs by the phosphotriester method. In other words, the

support-bound material was separated from the low molecular

weight substances by precipitation from Et2O and recrystalliza-

tion from a mixture of MeCN and Et2O. In this case, four

precipitation/recrystallization steps were needed in each cou-

pling cycle: after detritylation, coupling, capping and oxidation

(Scheme 4). The building blocks were base-moiety protected
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Scheme 4: Synthesis of ODNs on a precipitative PEG-support by conventional phosphoramidite chemistry [51].

5´-O-DMTr-nucleoside 3´-(2-cyanoethyl-N,N-diisopropylphos-

phoramidites), i.e., the ones used in standard solid-supported

synthesis. Phosphite triesters were oxidized to phosphate

triesters after each coupling with tert-butyl hydroperoxide in

MeCN [52]. On using 2.5 equiv of the phosphoramidite block

and 10 equiv of tetrazole as an activator in MeCN, 98–99%

coupling yields were obtained. Support-bound octamer, DMTr-

d(5´-TAGCGCTA-3´)-PEG could be obtained in 93% yield and

a 20-mer in 85% yield. These yields are surprisingly high,

requiring 99% yield per coupling cycle. Release/deprotection by

conventional ammonolysis followed by acidolytic detritylation

and removal of the PEG-support by precipitation was reported

to give the pure octamer in 50% higher yield than the phospho-

triester approach.

The essentially same approach was later applied to the synthe-

sis of a PEG-conjugated 12-mer antisense ODN [53] and a

13-mer purine-rich triple-helix forming sequence [54]. Immobi-

lization of the 3´-terminal nucleosides via a succinyl linker was,

however, replaced by direct phosphoramidite coupling to the

terminal OH of PEG, which gave a stable phosphodiester

linkage upon ammonolytical deprotection. In other words, the

ODNs were used as PEG-conjugates in biological studies. In

addition, a bifunctionalized PEG, bearing the acid labile

DMTrO group at one end and a base labile Fmoc-NH function-

ality at the other end, has been used as a soluble support to

obtain oligonucleotide–PEG–peptide conjugates [55,56]. The

Fmoc protecting group was first removed and the peptide was

assembled on the exposed amino function. Since the peptide

moiety did not contain acid labile side chain protections, the

oligonucleotide sequence could then be assembled by the

protocol discussed above.

Another precipitative support that has been used for the synthe-

sis of ODNs is the tetrapodal tetrakis-O-[4-(azidomethyl)phen-

yl)]pentaerythritol-derived support discussed above [43]. Two
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Scheme 5: Synthesis of ODNs on a precipitative tetrapodal support by conventional phosphoramidite chemistry [43].

precipitations from MeOH were carried out in each coupling

cycle: one after the 5´-O-detritylation and the second after the

coupling/oxidation step (Scheme 5). The detritylation was

carried out with HCl in a 1:1 (v/v) mixture of MeOH and DCM

under carefully controlled conditions. The acid was neutralized

with slight excess of pyridine. To prevent re-tritylation of the

exposed 5´-OH by trityl carbocation, prolonged heating of the

oily residue was avoided. Precipitation from MeOH quantita-

tively removed the traces of the DMTr carbocation as a methyl

ether. Couplings were carried out in a 1:1 (v/v) mixture of DMF

and MeCN using standard phosphoramidite building blocks

(1.5 equiv) and 4,5-dicyanoimidazole (DCI, 1.5 equiv) as an ac-

tivator. The resulting phosphite triesters were converted to

phosphate esters by conventional aq iodine oxidation. Precipita-

tion by dilution with MeOH removed all traces of reagents and

monomeric nucleoside derivatives. As a proof of concept, a

pentamer, d(5´-AGCCT-3´), was assembled. Release and depro-

tection of the oligomer by conventional ammonolysis were

accompanied by precipitation of the support. The pentamer, ho-

mogeneous by HPLC, was obtained in a 43% yield.

Besides precipitation, extraction offers a possible approach for

the separation of the soluble-supported oligonucleotides from

small molecular materials. The underlying idea is to keep the

growing oligonucleotide chain sufficiently hydrophobic to

enable removal of the excess of building blocks, activators and

wastes by water extraction, but still allow removal of highly

hydrophobic substances, above all DMTrOMe, by extraction

with very nonpolar solvents. The feasibility of this concept has

been demonstrated by assembling a hexamer, d(5´-ATGCTT-

3´), on 3´-(O-adamant-1-yl)acetyl-3-pivaloyloxymethylthymi-

dine [57]. Twelve individual extractions had to be carried out in
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Scheme 6: Synthesis of ODNs by an extractive strategy on an adamant-1-ylacetyl support [57].

each synthetic cycle, as indicated in Scheme 6. First, DCI acti-

vated coupling in MeCN, hydrolysis of the unreacted phosphor-

amidite and subsequent I2 oxidation in aq THF/pyridine was

followed by dilution with EtOAc and washing with

aq Na2S2O3, aq KHSO4 (twice), aq NaHCO3 and brine. After

HCl catalyzed detritylation in a 6:1 mixture of MeOH and

MeCN, another set of extraction was performed. The mixture

was neutralized with Et3NHOAc and diluted with aq MeCN to

give a 2:2:1 mixture of MeCN, MeOH and H2O. The

DMTrOMe byproduct was first removed by extracting four

times with a 2:1 mixture of heptane and Et2O. The polar phase

was concentrated, diluted with a 5:2 mixture of EtOAc and

THF, and washed twice with aq NaHCO3 and then with diluted

brine. Standard base moiety protections (dABz, dCBz, dGibu)

were employed, with the exception of thymine, which was used

as a 3-pivaloyloxymethyl derivative to ensure sufficient hydro-

phobicity. On using 1.5 equiv of the phosphoramidite for cou-

pling, the fully protected hexamer was obtained in 67% yield.

Ammonolysis and ion-exchange chromatographic purification

then gave hexamer d(5´-ATGCTT-3´) in isolated 39% yield.
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Scheme 7: Synthesis of ODNs by a combination of extractive and precipitative strategy [58].

Esterification of a 5´-O-DMTr-3´-O-succinylthymidine with

3-(2-hydroxyethyl)-1-methyl-1H-imidazol-3-ium tetrafluoro-

borate has given another soluble support that allows utilization

of extractive techniques, in this case in combination with

precipitation [58] (Scheme 7). The support precipitates from a

1:9 mixture of EtOAc and Et2O, but is soluble in chloroform,

which allows removal of salts by extraction with water. The

couplings were carried out with 1.5 equiv of standard

2-cyanoethyl-N,N-diisopropylphosphoramidites in THF or

MeCN, using DCI as an activator. Unreacted phosphoramidites

were quenched by EtOH and the support was precipitated

before the oxidation step, repeatedly when needed. The precipi-

tate was dissolved in MeCN and conventional aq I2 oxidation

was performed. After bisulfite quenching, the mixture was

diluted with chloroform and washed with water to remove salts.

The organic phase was evaporated to foam and subjected to

detritylation with TFA in DCM or MeCN. The detritylated ma-

terial was then precipitated with the EtOAc/Et2O mixture. The

product was, however, still partly tritylated, and the detrityla-

tion had therefore to be repeated. The longest oligomer synthe-

sized was a thymidine tetramer. The yield of the support-bound

tetramer was 87%, but no isolated yield was reported.

Although chromatographic separation appears to be a tedious

procedure compared to precipitation or extraction, it has been

successfully applied to the synthesis of ODNs on a soluble

support. The studies of Wörl and Köster on N1,N3,N5-tris(2-

aminoethyl)benzene-1,3,5-tricarboxamide derivatized with
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Scheme 8: Synthesis of ODNs by phosphoramidite chemistry on a N1,N3,N5-tris(2-aminoethyl)benzene-1,3,5-tricarboxamide support by making use
of chromatographic separation [59].

3´-O-succinylthymidine offered an early example [59]

(Scheme 8). Owing to poor solubility of the support into MeCN,

elongation of the branches by tetrazole promoted coupling of

nucleoside phosphoramidites was carried out in pyridine under

argon. On using 2.5 equiv of the phosphoramidite and 5 equiv

of tetrazole, the average coupling yield was 96%. The mixture

was concentrated and subjected to gel permeation chromatogra-

phy in MeOH to remove the low molecular weight compounds.

The pooled fractions containing the support-bound oligonucleo-

tides were concentrated and oxidized with tert-butyl hydroper-

oxide. The excess of oxidizing agent was removed by coevapo-

ration with THF and MeOH, and the residue was dissolved into

an 80:19:1 mixture of DCM, MeNO2 and MeOH. Finally, the

5´-terminal DMTr groups were removed by adding 2% TFA.

After neutralization with Et3N, the chromatographic separation

was repeated. Upon assembly of a fully protected 10-mer, d(5´-

O-DMTr-GibuABzCBzGibuGibuCBzCBzABzGibuT)3-support, the

average yield of an entire coupling cycle was 87% and the

overall yield 33%. Conventional ammonolysis was used for the

release from the support. Since no capping reaction had been

carried out in any coupling cycle, the n − 1 fragment was

formed in a considerable amount. Assembly from dimeric phos-
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phoramidites was additionally attempted, but the chromato-

graphic separation was not efficient enough to remove the

excess of the dimeric building block.

Much later chromatographic separation was exploited for the

assembly of short ODNs from base-moiety-protected 5´-(1-me-

thoxy-1-methylethyl)-2´-deoxyribonucleoside 3´-phosphor-

amidites on a fully methylated β-cyclodextrin support [60]. The

1-methoxy-1-methylethyl group may be removed by acid-cata-

lyzed methanolysis approximately as readily as the DMTr

group, but it gives only volatile products. Accordingly, after

removal of the 5´-protection, only evaporation was needed. The

subsequent flash chromatographic purification was, in turn,

rather straightforward owing to the hydrophobic support. After

ammonolytic release and deprotection, the methylated cyclo-

dextrin support could be removed by simple extraction with

DCM. A pentameric oligonucleotide, 5´-TACTT-3´, was ob-

tained in 52% yield on using 1.5 equiv of phosphoramidites and

1.5 equiv of DCI as an activator.

Synthesis of oligoribonucleotides by the
phosphoramidite chemistry
Three different protocols, all based on separation of the support-

bound oligonucleotide from low-molecular weight compounds

by precipitation, have been utilized for the synthesis of oligo-

ribonucleotides by phosphoramidite chemistry. A highly hydro-

phobic support that is well soluble in THF, CHCl3 and DCM,

but insoluble in MeOH, MeCN and EtCN, has been used to

assemble a 21-mer RNA sequence in gram scale [61]

(Scheme 9). First, the DMTr group was removed with DCA in

DCM and the detritylated support was precipitated from MeOH.

A base-moiety-protected (APac, GiPac, CAc) 5´-O-DMTr-2´-O-

TBDMS-nucleoside 3´-(2-cyanoethyl-N,N-diisopropylphospho-

ramidite) (1.5–2.0 equiv) was then coupled in a 1:10 mixture of

MeCN and DCM using 5-(benzylthio)-1H-tetrazole as an acti-

vator. After completion of the coupling, oxidation to the phos-

phate ester was carried out in the same pot by addition of

2-butanone peroxide in DCM. Dilution with MeOH precipitat-

ed the support. With 15–21-mer oligomers, some support-bound

material, however, remained in solution and was recovered by

adsorption to C18-coated silica gel. The cycle was completed

by detritylation with DCA (3%) in DCM. Cleavage and depro-

tection was conventional: ammonolysis in aqueous EtOH, fol-

lowed by desilylation with Et3N(HF)3 in N-methylpyridinone

(NMP) and removal of the 5´-O-DMTr with aq TFA (2%). The

isolated yield, 26%, is surprisingly high, taking into account

that the synthesis involves more than 60 steps. In fact, the fully

protected sequence was reported to be obtained in 46% yield,

which corresponds to 98% yield per coupling cycle. Evidently

the lack of amide hydrogens on the support is essential for the

desired solubility properties, since replacement of the piper-

azine fragment within the linker structure with ethylene di-

amine 8 gave considerably less satisfactory results.

When the  succ inyl  l inker  was  rep laced  wi th  the

4-carboxymethylbenzoic acid linker 9, the fully protected

oligomer could be released by catalytic hydrogenation. This

allowed the preparation of appropriately protected dimeric and

trimeric building blocks having only the 3´-terminal hydroxy

function unprotected and, hence, subject to phosphitylation

[62].

The terapodal tetrakis-O-[4-(azidomethyl)phenyl]pentaerythri-

tol-derived support has also been used for the synthesis of short

ORNs [63] (Scheme 10). Unusual 2´-O-(2-cyanoethyl)-5´-O-(1-

methoxy-1-methylethyl)ribonucleoside 3´-phosphoramidites

were used, since common commercially available building

blocks turned out to be too hydrophobic to allow precipitation

of the support-bound oligonucleotides from MeOH. The

1-methoxy-1-methylethyl group could be removed quantitative-

ly as a dimethyl acetal of acetone upon acid-catalyzed transes-

terification in MeOH. The 3'-terminal nucleoside was attached

to the support as a 3´-O-(4-pentynoyl) derivative, essentially as

with 2´-deoxyribonucleosides. The acid-catalyzed removal of

the 5´-O-1-methoxy-1-methylethyl group by 0.015 mol L−1 HCl

in MeOH was essentially as fast as that of the DMTr group and

no additional scavengers were needed to push the reaction to

completion. Precipitation of the support from cold MeOH was

quantitative. The phosphoramidite blocks were used in 50%

excess and the coupling was promoted with DCI in a mixture of

MeCN and DMF (1:1, v/v) under N2. The phosphite triester ob-

tained was oxidized to phosphate triester by conventional

aqueous iodine treatment. The support was separated from all

small molecular reagents by concentration to oil and subse-

quent precipitation from cold MeOH. Finally, the support-

bound ORNs were subjected to consecutive treatments with tri-

ethylamine, ammonia and with TBAF. The fully deprotected

ORNs were precipitated with NaOAc from EtOH. The hexamer,

5'-ACGUUU-3', was obtained in 54% yield, which means that

the average coupling yield was 86%.

When 5´-O-DMTr-2´-O-TBDMS protected building blocks

were used [64], instead of two precipitations from MeOH, each

coupling cycle involved one precipitation from water and one

flash chromatography (Scheme 11). Detritylation was carried

out with HCl in a 2:5 (v/v) mixture of MeOH and DCM. The

acid was neutralized with pyridine, the mixture concentrated to

oil and subjected to flash column chromatography on silica gel.

For subsequent coupling, the desired commercial block was

used in 50% excess and DCI as an activator. After standard I2

oxidation, the support-bound material was precipitated from

water. The precipitation was quantitative, but some reagents and
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Scheme 9: Synthesis of ORNs by phosphoramidite chemistry on a hydrophobic support [61].

byproducts, above all DCI, coprecipitated with the support. The

flash chromatography after next detritylation, however, re-

moved these impurities. It is worth noting that the hydrophobic

support greatly facilitated the chromatographic separation. After

completion of the chain assembly, treatment with Et3N, fol-

lowed by ammonolysis and finally Et3N(HF)3 treatment, re-

leased the ORN, which was precipitated from cold MeOH with

NaOAc. By this method, pentamer 5´-AGCUU-3´ was pre-

pared in 46% yield.

Synthesis of oligodeoxyribonucleotides by
the alkyl H-phosphonate chemistry
Surprisingly few attempts have been made to apply the H-phos-

phonate chemistry to the soluble-supported synthesis of oligo-

nucleotides and most of these attempts have concerned the

preparation of phosphorothioate ODNs, as discussed below.

The only successful synthesis of unmodified ODNs was based

on oxidative coupling of alkyl H-phosphonates on a PEG

support [65]. The 3´-terminal nucleoside was immobilized to a
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Scheme 10: Synthesis of ORNs by the phosphoramidite chemistry on a precipitative tetrapodal support using 2´-O-(2-cyanoethyl)-5´-O-(1-methoxy-1-
methylethyl) protected building blocks [63].

PEG support via a succinyl linker, detritylated with DCA in

DCM and precipitated and washed with Et2O (Scheme 12).

3´-(2-Cyanoethyl H-phosphonate)s of 5´-O-DMTr-2´-deoxy-

ribonucleosides were then used as synthons for the chain elon-

gation. The oxidative couplings were carried out in a 4:1 (v/v)

mixture of MeCN and Et3N using N-bromosuccinimide (NBS)

as an activator. The coupling efficiency was high (98%) on

using 2.5 equiv of the H-phosphonate synthon and 5 equiv of

the activator. After each coupling step, the support was precipi-

tated from Et2O and recrystallized from MeCN/Et2O. The unre-

acted hydroxy groups were capped by acetylation and the

support was again precipitated with Et2O. Finally, ammonolysis

was carried out and the oligonucleotide was separated from the

PEG support by precipitation from MeOH. The feasibility of the

method was tested by the synthesis of d(5´-ACGGGCCCGT-3´)

in 75% yield.

Synthesis of oligonucleotide phosphorothio-
ates
Phosphorothioate oligonucleotides have largely been synthe-

sized by the same approaches as their oxygen counterparts. In

fact, the only major difference is that oxidative sulfurization has

been applied instead of oxidation. For example, when the phos-

phoramidite chemistry on a precipitative PEG support was

applied, tetraethylthiuram disulfide (TETD; 0.5 mol L−1 in

MeCN; 10-fold excess) was used as the sulfurization reagent

[66] instead of tert-butyl hydroperoxide used for the oxidation

in the synthesis of unmodified ODNs [51]. On using 2.5 equiv
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Scheme 11: Synthesis of ORNs by phosphoramidite chemistry on a precipitative tetrapodal support from commercially available building blocks [64].

of phosphoramidites for coupling, a support-bound 20-mer was

obtained in 83% yield, and the pure oligomer could be isolated

from the crude in 55% yield.

As a modification of this approach, phosphorothioate ODNs

have been prepared by using 3´-phosphoramidites of dinucleo-

side-3´,5´-phosphorothioates as building blocks. The coupling

efficiency was 99% on using 3.0 equiv of the dimeric building

block [67]. The resulting phosphite triester was after each cou-

pling oxidatively sulfurized with a 10-fold excess of

diethyldithiocarbonate disulfide (DDD) [68]. The capping step

after each sulfurization was carried out at 0 °C to avoid

cleavage of the 2-cyanoethyl groups from the phosphorothioate

triester linkages. Methyl tert-butyl ether was used for precipita-

tions after detritylation and coupling/sulfurization steps.

Detritylation with DCA in DCE, however, turned out to be

somewhat problematic, since the procedure had often to be

repeated. Conventional ammonolysis was used for the release

from support and removal of base and phosphate protections.

By this approach, a 15-mer phosphorothioate ODN (sequence

not given, one G coupled as a monomer) was synthesized in

58% overall yield.

The development of new materials that allow nanofiltration in

organic solvents has offered an entirely new paradigm for the

soluble-supported synthesis of oligonucleotides. The under-

lying idea is that on passing the reaction mixture by high pres-

sure through a membrane, small molecules pass through the
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Scheme 12: Synthesis of ODNs on a precipitative PEG-support by H-phosphonate chemistry [65].

membrane, while the support is too bulky to escape through the

nanopores of the membrane material. As a proof of concept, a

9-mer 2´-O-methyl oligoribonucleotide phosphorothioate has

been synthesized [69,70]. The soluble support was 1,3,5-

tris(hydroxymethyl)benzene derivatized with an eight units long

PEG chain (Scheme 13), called homostar by the authors. The

3´-terminal nucleoside, in this case 5´-O-DMTr-2´-O-methyl-

uridine, was attached via a succinyl linker to the terminal

hydroxy functions of the support. Commercially available 5´-O-

DMTr-2´-O-methylribonucleoside 3´-(2-cyanoethyl-N,N-diiso-

propylphosphoramidites (U, CAc, Gibu, ABz) were employed for

chain elongation. Ethylthiotetrazole-activated coupling (3 equiv

per OH) in MeCN was followed by sulfurization with phenyl-

acetyl disulfide in pyridine. All small molecule compounds

were removed by the so-called diafiltration through a polybenz-

imidazole-based membrane PBI-17DBX [71,72]. In other

words, the volume of the reaction mixture was kept unchanged

during the filtration by continuous addition of pure solvent.

After changing the solvent to DCM, detritylation with

dichloroacetic acid was performed using pyrrole as a scavenger

for the DMTr cation [73]. It turned out, however, that the

DMTr-pyrrole formed could not be entirely removed by filtra-

tion, but a precipitation of the support with Et2O was required

for quantitative removal of this impurity. During the first four

coupling cycles, the coupling yields gradually increased from

75 to 90%, and remained after that high (90–95%). Isolation of

pure deprotected 9-mer, however, required HPLC purification

and could be obtained in only 16% yield calculated from the

crude support-bound material.

Conclusion
Several approaches based on precipitation, extraction, chro-

matographic separation or nanofiltration of a soluble support

have been developed by making use of phosphoramidite, phos-

photriester or H-phosphonate coupling. Usually these methods

are aimed to be utilized for an industrial-scale synthesis of
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Scheme 13: Synthesis of 2´-O-methyl ORN phosphorothioates by phosphoramidite chemistry by making use of nanofiltration in organic solvents
[69,70].

oligonucleotides. However, none of them has really tested at

such a scale that the feasibility of industrial use could be criti-

cally judged. The method based on nanofiltration in organic sol-

vents clearly differs from the other approaches and represents a

genuine effort towards an industrial process. The results still are

very preliminary and the success will undoubtedly depend on

further development of the membrane material and efficiency of

the recyclization of the large solvent amounts.

All the other approaches discussed above allow lab-scale syn-

theses of oligonucleotides used for research purposes in gram

scale. The advantage of the proposed soluble support strategies

is that no special equipment is needed, and hence, they

evidently are of interest for research groups that only now and

then require large amounts of oligonucleotides for research in

their main field. Comparison of the applicability of these

methods is difficult on the basis of the data available. One inter-

esting point is that some of the methods use capping, as usually

on a solid support, whereas others omit it. None of the groups

has carried out comparative studies that would shed light on the

necessity of capping. Capping increases the number of manipu-

lation but evidently simplifies the final purification. Which one

is more important? Similarly, the phosphoramidite coupling is

more efficient than phosphortriester or oxidative H-phos-

phonate coupling, but requires a separate oxidation step. Which

one is more important, high coupling efficiency or simpler cou-

pling cycle? Finally, it is worth noting that all the strategies pro-

posed so far are based on acid-labile 5´-O-protection, although

it inevitably leads to depurination as a side reaction, in

particular on using acyl protections for the amino functions.
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May be a proper solution to this old problem would open

doors for success of oligonucleotide synthesis on a soluble

support.

Abbreviations

Table 1: List of abbreviations.

A adenosine
Ade adenine
BnS-TetH 5-benzylthiotetrazole
Cyt cytosine
dA 2´-deoxyadenosine
dC 2´-deoxycytidine
DCE 1,2-dichloroethane
DCI 4,5-dicyanoimidazole
DCM dichloromethane
DDD diethyldithiocarbonate disulfide
DEAE 2-(diethylamino)ethyl
dG 2´-deoxyguanosine
DMF N,N-dimethylformamide
DMTr 4,4´-dimethoxytrityl
Dpa diphenylacetyl
dT thymidine
EtS-TetH 5-ethylthiotetrazole
G guanosine
Gua guanine
ibu isobutyl
iPac 4-isopropylphenoxyacetyl
MMTr 4-methoxytrityl
MSNT 1-(mesitylene-2-sulfonyl)-3-nitro-1,2,4-triazole
NBS N-bromosuccinimide
NMI N-methylimidazole
NMP N-methyl-2-pyrrolidone
ODN oligodeoxyribonucleotide
ON oligonucleotide
ORN oligoribonucleotide
Pac phenoxyacetyl
PEG polyethylene glycol
PG protecting group
Pom pivaloyloxymethyl
Py pyridine
TBAF tetrabutylammonium fluoride
TBDMS tert-butyldimethylsilyl
TBHP tert-butyl hydroperoxide
TCA trichloroacetic acid
TEA triethylammonium
TetH tetrazole
TETD tetraethylthiuram disulfide
THF tetrahydrofuran
Thy thymine
TOM triisopropylsilyloxymethyl
U uridine
Ura uracil
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Abstract
In nucleic acid chemistry, metal-mediated base pairs represent a versatile method for the site-specific introduction of metal-based

functionality. In metal-mediated base pairs, the hydrogen bonds between complementary nucleobases are replaced by coordinate

bonds to one or two transition metal ions located in the helical core. In recent years, the concept of metal-mediated base pairing has

found a significant extension by applying it to parallel-stranded DNA duplexes. The antiparallel-stranded orientation of the comple-

mentary strands as found in natural B-DNA double helices enforces a cisoid orientation of the glycosidic bonds. To enable the for-

mation of metal-mediated base pairs preferring a transoid orientation of the glycosidic bonds, parallel-stranded duplexes have been

investigated. In many cases, such as the well-established cytosine–Ag(I)–cytosine base pair, metal complex formation is more stabi-

lizing in parallel-stranded DNA than in antiparallel-stranded DNA. This review presents an overview of all metal-mediated base

pairs reported as yet in parallel-stranded DNA, compares them with their counterparts in regular DNA (where available), and

explains the experimental conditions used to stabilize the respective parallel-stranded duplexes.
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Introduction
Nucleic acids are increasingly being applied in areas beyond

their original biological context, e.g., as a scaffold for the

defined spatial arrangement of functional entities [1-3]. This

often goes along with the formal substitution of a canonical

nucleoside (or any other nucleic acid component) by an artifi-

cial one that either bears the desired functionality or contains an

anchor for a postsynthetic introduction of the functional moiety

[4]. The site-specific incorporation of transition metal ions is

nowadays typically achieved by introducing so-called metal-

mediated base pairs into the duplex. In a metal-mediated base

pair, the complementary nucleobases are pairing via coordinate

bonds rather than hydrogen bonds (Figure 1). Metal-mediated

base pairs can be obtained from natural nucleobases such as

cytosine or thymine [5]. In addition, many artificial nucleo-

bases have been developed for an application in metal-medi-

ated base pairing [6,7]. Structural analyses have shown that

their formation is possible without major conformational

changes of the nucleic acid [8], even though metal-modified

nucleic acids may very well adopt non-helical topologies [9]. It

is even possible to create DNA duplexes composed of metal-
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mediated base pairs only [10]. Possible applications of nucleic

acids with metal-mediated base pairs exist in numerous fields

[11]. More recently investigated areas include charge transfer in

metal-modified DNA [12-14], the recognition of specific

nucleic acid sequences [15-17], the creation of dynamic and

switchable DNA nanostructures [18,19], and an exploitation of

their processing by polymerases [20-24].

Figure 1: Structure of a B-DNA duplex comprising a central C–Ag(I)–C
base pair. This figure was created based on the coordinates reported
in PDB entry 2RVP [25].

Most metal-mediated base pairs reported so far have been intro-

duced into canonical antiparallel-stranded nucleic acid duplexes

[26], even though the idea of ligand-based nucleosides has also

been applied to triplexes and quadruplexes [27-30]. More

recently, metal-mediated base pairs have also been investigated

in the context of parallel-stranded duplexes. This review

presents an overview of metal-mediated base pairs introduced

into parallel-stranded duplexes so far and compares them with

the corresponding base pairs in regular antiparallel-stranded

DNA. In the next section, it first introduces into the concept of

parallel-stranded DNA and explains different experimental ap-

proaches to enforce a parallel alignment of the complementary

oligonucleotide strands.

Review
Parallel-stranded DNA
In canonical DNA duplexes, the complementary oligonucleo-

tide strands are oriented in an antiparallel fashion. From a

geometrical point of view, this correlates with a cisoid orienta-

tion of the glycosidic bonds in Watson–Crick base pairs. A

parallel-stranded orientation of oligonucleotide strands may also

occur in nature, albeit in more complex topologies such as triple

helices or quadruplexes [31,32]. Nonetheless, the formation of

parallel-stranded DNA duplexes can be induced in various

ways, leading to a variety of non-canonical DNA duplex topolo-

gies that depend on the experimental approach taken to enforce

a parallel alignment of the strands. Typically, parallel-stranded

duplexes are less stable than their respective antiparallel-

stranded counterparts [33,34]. This makes them of interest for

the incorporation of metal-mediated base pairs, because the for-

mation of such a base pair within an intrinsically unstable

duplex is often accompanied by an exceptional thermal stabili-

sation, which in turn is advantageous for possible sensor appli-

cations. A feature of many base pairs in parallel-stranded

duplexes is the transoid orientation of their glycosidic bonds,

even though their formation is in principle also compatible with

cisoid glycosidic bonds. Hence, metal-mediated base pairs that

require a transoid orientation of the glycosidic bonds may be

ideally generated in a parallel-stranded double helix. This

section summarizes base pairing patterns established for

parallel-stranded DNA duplexes in general and highlights ex-

perimental approaches feasible for the generation of such

double helices.

Reversed Watson–Crick base pairing
From a geometrical point of view, the simplest way to convert

an antiparallel-stranded duplex with Watson–Crick base pairs

into a parallel-stranded one is the formal dissociation of one of

its component strands into nucleotides, the rotation of each

nucleotide by 180° along the long axis of the base pair, and

reconnection of the backbone of that strand. This essentially

reverts the Watson–Crick base pairs to give reversed

Watson–Crick base pairs [35-37]. As can be seen in Scheme 1a,

the resulting A:T base pair contains two hydrogen bonds and

hence can be expected to be of similar stability as is canonical

counterpart. In contrast, application of the above-mentioned

formalism to a Watson–Crick G:C pair leads to a base pair com-

prising one hydrogen bond only and in addition a destabilizing

steric clash between two opposing amino groups (Scheme 1b).

As a result, most reports on parallel-stranded DNA involving

reversed Watson–Crick base pairs focus on A:T rich-sequences.

The presence of interspersed G:C base pairs within a duplex

strongly destabilizes its structure [38]. Interestingly, a slight dis-

placement of one of the bases in a G:C pair along the short axis

could enable the formation of a more stable base pair with two

hydrogen bonds (Scheme 1c) [39], albeit at the cost of a back-

bone distortion due to the displaced positions of the glycosidic

bonds. Hence, when contiguous stretches of G:C base pairs are

present in a parallel-stranded duplex, thereby reducing the

effect of a local backbone distortion, they are much less destabi-
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lizing. An elegant way to circumvent the low stability of a G:C

base pair in parallel-stranded DNA is the use of isoguanine (iG)

or 5-methylisocytosine (iC) to form iG:C or G:iC base pairs

with three hydrogen bonds each (Scheme 1d) [40,41].

Scheme 1: Hydrogen-bonding patterns of various reversed
Watson–Crick base pairs. a) A:T; b) G:C (steric clash between
opposing amino groups indicated by red hemicycles); c) G:C in an al-
ternative geometry; d) iG:C. R, R’ = DNA backbone.

Hoogsteen and reversed Hoogsteen base pairing
Hoogsteen and reversed Hoogsteen base pairing can commonly

be found in triple helices. The triplex most relevant in the

context of this review is the pyrimidine:purine:pyrimidine

triplex, where each base triple formally comprises a regular

Watson–Crick base pair and an additional pyrimidine residue

hydrogen-bonded to the central purine moiety via its Hoog-

steen edge. Conceptually, this Hoogsteen-bonded part of the

triplex represents a duplex of its own. Scheme 2a indicates how

the A:T and G:CH+ Hoogsteen base pairs are formally derived

from the respective base triples. As can be seen, the cytosine

residue needs to be protonated to engage in this hydrogen-bond-

ing pattern. Based on the pKa value of a cytosine residue within

an oligonucleotide single strand of about 4.3 [42], it can be an-

ticipated that this base pair is ideally stabilized under slightly

acidic conditions. However, triple helices including a proto-

nated cytosine are stable under physiological conditions, too. In

this context, the apparent pKa value of a cytosine moiety within

a CH+:G:C triple in a triplex was reported to amount to 6.7 [43].

Hence, while preferring slightly acidic conditions, Hoogsteen

base pairs may also be stable at near-neutral pH values.

When considering a duplex comprising Hoogsteen-type base

pairs, the correlation between the relative orientation of the

glycosidic bonds (cisoid vs transoid) and the relative orienta-

tion of the oligonucleotide strands (parallel vs antiparallel) is

rather complex. As can be derived from several calculated or

experimental duplex and triplex structures, a parallel strand ori-

Scheme 2: Various hydrogen-bonding patterns. a) T:A:T and CH+:G:C
base triples indicating how T:A and CH+:G Hoogsteen-type base pairs
are formally derived from a pyrimidine:purine:pyrimidine base triple.
The pyrimidine residue involved in the Watson–Crick pairing within
each triple is indicated in grey. b) Hoogsteen-type A:T and G:CH+ base
pairs. c) Reversed Hoogsteen-type A:T and G:CH+ base pairs. R, R’,
R’’ = DNA backbone.

entation is adopted for cisoid Hoogsteen base pairing

(Scheme 2b) when both nucleotides involved in the base pair

adopt an identical glycosidic bond conformation, i.e., when both

are oriented anti or both are oriented syn [44-46]. If they adopt

opposing glycosidic bond conformations, an antiparallel strand

orientation results [46-51]. The opposite is found for the tran-

soid reversed Hoogsteen base pairing (Scheme 2c). Here, an

identical glycosidic bond formation correlates with an antipar-

allel strand orientation [46,50,51], whereas a parallel arrange-

ment of the strands results from opposing glycosidic bond con-

formations [46]. It needs to be noted that these correlations are

derived from base pairs and triples comprising canonical purine

and pyrimidine nucleobases only. In particular, it is assumed

that both Hoogsteen and reversed Hoogsteen pairing involve the

Hoogsteen edge of one purine residue and the Watson–Crick

edge of the complementary pyrimidine or purine moiety. Artifi-

cial base pairs involving two purine entities facing each other

via their respective Hoogsteen edge (vide infra, Scheme 8b)

need to be treated differently, as this additional structural

change leads to a change from parallel-stranded to antiparallel-

stranded (and vice versa) in the above-made correlations. These

general considerations on how the type of hydrogen-bonding
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pattern, the orientation of the glycosidic bonds (syn vs anti) and

their relative position (cisoid vs transoid) correlates with the

relative strand direction of the oligonucleotide chains are also

known as Westhof’s rule [52].

Chimeric base pairs of α- and β-deoxyribonucleo-
sides
Another possibility to create parallel-stranded duplexes is the

use of α-anomeric nucleic acids. These oligonucleotides are for-

mally derived via an inversion of the configuration at the C1’

position of the deoxyribonucleoside. When pairing an oligo-

nucleotide comprising α-deoxyribonucleosides with an oligo-

nucleotide consisting of canonical β-deoxyribonucleosides, a

parallel-stranded duplex is formed [53]. Due to the reversal of

the strand polarity and the concomitant inversion of the config-

uration, this duplex contains cisoid Watson–Crick base pairs

(Scheme 3) [54,55]. Transoid reversed Watson–Crick base pairs

can be obtained by introducing individual α-deoxyribonucleo-

sides into a regular antiparallel-stranded duplex of β-deoxyri-

bonucleosides [56].

Scheme 3: Representation of a β-dA:α-dT base pair.

Mononuclear metal-mediated base pairs
One of the first metal-mediated base pairs investigated both in

parallel- and antiparallel-stranded DNA duplexes is the

C–Ag(I)–C pair. The geometry of this base pair within regular

B-DNA is depicted in Scheme 4a. It has been unambiguously

proven by experimental structure determinations [10,25]. A

comparison of this cisoid base pair with its transoid counterpart

(Scheme 4b) suggests that the latter geometry may be addition-

ally stabilized by a synergistic hydrogen bond. Indeed, compu-

tations indicate that the transoid base pair is favoured by

7.6 kcal mol−1 in the gas phase [57]. It was found to be slightly

asymmetric with an N–Ag(I)–N angle of 161.7°. This asym-

metry contrasts that of the symmetric hemiprotonated CH+:C

base pair known from i-motif structures and is the result of the

larger size of the Ag(I) ion compared with a proton. Hence,

only one rather than two hydrogen bonds is formed. This was

corroborated by a different theoretical study for a solvated

(aquated) transoid C–Ag(I)–C base pair [58]. Experimentally,

formation of a transoid C–Ag(I)–C base pair was achieved in

two independent manners. In the first report, base pairing of the

surrounding canonical base pairs in a reversed Watson–Crick

pattern was achieved by covalently linking the complementary

strands, fixing them in a parallel-stranded fashion [59]. The

second example for a transoid C–Ag(I)–C base pair involves the

use of an α-deoxycytidine residue introduced into a regular

B-DNA duplex [60]. Table 1 lists the melting temperatures of

the respective duplexes. Interestingly, the transoid C–Ag(I)–C

base pair was found to exert a larger stabilizing effect than the

corresponding cisoid C–Ag(I)–C pair in the latter example only.

It is tempting to speculate that the covalent linkage used in the

first study additionally influences the duplex stability, leading

to a decreased stabilizing effect of the metal-mediated base pair.

This hypothesis is corroborated by the fact that the transoid

T–Hg(II)–T base pair (Scheme 4d) is likewise less stabilizing

than the corresponding cisoid pair (Scheme 4c) when cova-

lently linked duplexes are considered (Table 1) [59].

Scheme 4: Representation of mononuclear metal-mediated base pairs
involving canonical pyrimidine nucleobases. Base pairs within an
antiparallel-stranded context are displayed in grey, whereas base pairs
in a parallel-stranded sequence alignment are shown in black.
a, b) C–Ag(I)–C [59,60]; c, d) T–Hg(II)–T [59]; e) XPC–Ag(I)–C (X =
CH3, 2-pyridyl, 3-pyridyl) [61,62]; f) XPC–Ag(I)–C (X = 2-pyridyl,
3-pyridyl) [62]; g) C–Ag(I)–G:C base triple [63]. R, R’, R’’ = DNA back-
bone.
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Table 1: Increase in melting temperature ΔTm of duplexes bearing C–Ag(I)–C or T–Hg(II)–T base pairs upon formation of that metal-mediated base
pair.

Base pair ΔTm [°C] Nucleic acid Type of stabilization Ref.

Cisoid Transoid

C–Ag(I)–C +13 °C +8 °C DNA covalently linked duplex [59]
C–Ag(I)–C +7.5 °C +15.0 °C DNA α-deoxyribonucleoside [60]
C–Ag(I)–C +5.5 °C +12.0 °C DNA/RNA hybrid α-deoxyribonucleoside [60]
T–Hg(II)–T +9 °C +6 °C DNA covalently linked duplex [59]

Without the constraint of being incorporated in a nucleic acid

duplex comprising Watson–Crick or reversed Watson–Crick

base pairs [64], additional geometries may be adopted by the

C–Ag(I)–C base pair. A recent computational study on a duplex

bearing Ag(I)-mediated base pairs formed from a d(CC) dinu-

cleotide indicates significantly tilted nucleobases, leading to a

conformation in-between cisoid and transoid [65]. Such an

arrangement was later found in the crystal structure of an Ag(I)

complex of the model nucleobase 1-hexylcytosine as well as in

a non-canonical DNA structure [9,66].

Pyrrolocytosine (PC) represents a fluorescent analogue of cyto-

sine that still retains the base pairing properties of its parent

nucleobase [67]. Accordingly, its application in metal-mediated

base pairing was probed, too. An initial report on the
MePC–Ag(I)–C base pair (Scheme 4e) within regular B-DNA

did not include any data on the stabilizing effect of the Ag(I)

ion coordination but unequivocally confirmed metal-mediated

base pair formation via the quenching of the intrinsic fluores-

cence of MePC [61]. The 2PyrPC–Ag(I)–C and 3PyrPC–Ag(I)–C

base pairs (Scheme 4e,f) were investigated both in antiparallel-

stranded and in parallel-stranded DNA. For both base pairs, the

increase in melting temperature Tm upon formation of the

metal-mediated base pair in parallel-stranded DNA slightly

exceeded that observed for the antiparallel-stranded duplex

(ΔTm ≥ 6 °C vs ΔTm = 5.5 °C) [62]. Even though this differ-

ence is not significant, it may be assumed that it is the result of

one synergistic hydrogen bond, just like in the case of

C–Ag(I)–C. In this study, the parallel-stranded alignment of the

duplex was achieved by enforcing reversed Watson–Crick base

pairs via the use of G:iC and iG:C base pairs.

One metal-modified nucleic acid has been reported with a

C–Ag(I)–G pair in which the Ag(I) ion binds to the guanine

residue via its Hoogsteen edge [63]. As mentioned above,

Hoogsteen-type duplexes may be considered an excerpt from a

pyrimidine:purine:pyrimidine triplex. In fact, the reported

C–Ag(I)–G pair was essentially a component of a C–Ag(I)–G:C

Scheme 5: Proposed base pairing patterns of FP–Ag(I)–FP, involving
a) the Watson–Crick edge (antiparallel-stranded) and b) the Hoog-
steen edge (parallel-stranded) of the purine derivative [68,69]. R, R’ =
DNA backbone.

base triple within a triple helix, in which the proton of a

CH+:G:C triple was formally replaced by an Ag(I) ion [63].

In addition to the canonical pyrimidine nucleobases such as

cytosine and thymine or pyrrolocytosine as a derivative thereof,

6-furylpurine (FP) was reported as an artificial purine deriva-

tive for metal-mediated base pairing. When introduced into a

regular antiparallel-stranded sequence context, the thermal

stabilization upon incorporation of Ag(I) was rather low (ΔTm =

2 °C) and could not be unequivocally distinguished from unspe-

cific binding to the canonical nucleobases [68]. However, when

the FP–Ag(I)–FP base pair was incorporated into a parallel-

stranded DNA duplex of the same sequence, a significant stabi-

lization of almost 15 °C was observed [69]. In this study, a

parallel-stranded orientation of the duplex was achieved by

enforcing Hoogsteen base pairing via the selection of a low pH

of 5.5. The strong preference for a parallel strand alignment was

explained by comparing the proposed base pairing patterns for

antiparallel-stranded DNA (Scheme 5a) and parallel-stranded

DNA (Scheme 5b) [69]. While the relative location of the

glycosidic bonds shows an enormous discrepancy between the

Ag(I)-mediated Watson–Crick pair and its surrounding canon-

ical base pairs (Δ > 2.7 Å), a perfect match was found for the

Hoogsteen geometry (Δ = 0.01 Å). Hence, despite the fact that

the Ag(I)-mediated Watson–Crick pair is more stable than the

Ag(I)-mediated Hoogsteen pair by 15.3 kcal mol−1, the Ag(I)-

mediated Hoogsteen base pair displays a very favourable geom-
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Scheme 6: Reaction pathway towards a parallel-stranded DNA duplex bearing a G–Pt(II)–G base pair. Adapted from reference [70].

etry and perfectly fits the steric requirements of the parallel-

stranded duplex geometry.

Finally, a Pt(II)-mediated base pair has been reported in which a

G–Pt(II)–G crosslink enforces a parallel strand orientation [70].

The preparation of this base pair was very distinct from the pro-

cedure commonly applied for the generation of Ag(I)- or

Hg(II)-mediated base pairs [11], because Pt(II) reacts under

kinetic control and has a high affinity for all canonical nucleo-

bases [71]. As shown in Scheme 6, a single-stranded pyrimi-

dine sequence with a terminal guanine residue was initially

platinated with the monoaqua species of transplatin, i.e., with

trans-[PtCl(NH3)2(OH2)]+. As a result of the reaction condi-

tions (pH 3.5), the platination selectively took place at the sole

guanine residue. In the second step, a complementary oligo-

nucleotide was added to form an antiparallel-stranded duplex

with a dangling guanine moiety at each 3’ terminus, one of

them being monofunctionally platinated. As all other nucleo-

bases were involved in base pairing, the next platination

proceeded after slow dissociation of the remaining chlorido

ligand in an intermolecular fashion. Once this slow reaction was

completed, brief heating to interrupt the hydrogen-bonded base

pairs and subsequent slow annealing under slightly acidic

conditions favoured the formation of a parallel-stranded duplex

with Hoogsteen base pairing and one G–Pt(II)–G base pair.

Dinuclear metal-mediated base pairs
In addition to engaging in base pairing with a complementary

cytosine residue (vide supra), pyrrolocytosine derivatives were

also investigated with respect to their propensity to form metal-

mediated pyrrolocytosine:pyrrolocytosine base pairs [62]. These

investigations not only included the 2PyrPC and 3PyrPC residues

reported above, but also a PhPC nucleoside bearing a phenyl

substituent. Accordingly, a possible additional stabilization due

to the presence of the (potentially coordinating) endocyclic

nitrogen atom of the pyridine substituent was investigated. A

series of 12-mer duplexes and 25-mer duplexes were studied. In

all cases, dinuclear Ag(I)-mediated base pairs formed
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(Scheme 7). Table 2 lists the thermal stabilization upon forma-

tion of the respective metal-mediated base pairs. As can be

seen, base pairs including at least one 2PyrPC moiety display the

largest stabilization, which points towards an involvement of

the endocyclic pyridyl nitrogen atom in metal coordination par-

ticularly for the parallel-stranded duplexes. For the shorter

12-mer duplexes, the stabilizing effect of metal-mediated base

pair formation found in antiparallel-stranded DNA exceeds that

observed in parallel-stranded DNA. For the longer 25-mer

duplexes, the opposite is true, indicating the relevance of the se-

quence context on the observed stabilization. For all XPC-

derived base pairs, reversed Watson–Crick base pairing was

enforced to ensure the formation of parallel-stranded duplexes.

Scheme 7: Possible base pairing patterns of dinuclear Ag(I)-mediated
base pairs. Base pairs within an antiparallel-stranded context are
displayed in grey, whereas base pairs in a parallel-stranded sequence
alignment are shown in black. a, b) XPC–Ag(I)2–XPC (X = phenyl,
2-pyridyl, 3-pyridyl) [62]; c, d) XIC–Ag(I)2–XIC (X = H, phenyl, 2-furyl)
[72]. R, R’ = DNA backbone.

Table 2: Increase in melting temperature ΔTm of two sets of DNA
duplexes bearing a XPC–Ag(I)2–YPC base pair (X, Y = phenyl,
2-pyridyl, 3-pyridyl) [62].

X Y ΔTm [°C] for
12-mer duplexa

ΔTm [°C] for
25-mer duplexb

apsc psc apsc psc

2Pyr 2Pyr +21.5 +21.0 +8.5 +13.5
3Pyr 3Pyr +26.0 +10.0 +5.0 +7.0
Ph 2Pyr +26.0 +14.5 +7.5 +12.0
Ph 3Pyr +27.0 +5.5 n.d. n.d.
3Pyr 2Pyr +26.5 +19.0 +9.5 +13.0

aParallel-stranded DNA obtained by using iG:C and G:iC base pairs;
bParallel-stranded DNA with A:T base pairs, determined by the se-
quence only. caps: antiparallel-stranded (i.e., Watson–Crick base
pairs, cisoid glycosidic bonds); ps: parallel-stranded (i.e., reversed
Watson–Crick base pairs, transoid glycosidic bonds).

Formal replacement of one C–H group in pyrrolocytosine by a

nitrogen atom leads to imidazolocytosine. A series of substi-

tuted imidazolocytosine (XIC) nucleobases were investigated

with respect to their metal-binding properties, too [72]. In

analogy to XPC, XIC forms dinuclear metal-mediated homo

base pairs with Ag(I). Table 3 lists representative changes in the

melting temperature upon formation of an XIC–Ag(I)2–XIC

base pair within a DNA duplex. As can be seen, these base pairs

are extremely stabilizing both in antiparallel-stranded and in

parallel-stranded duplexes. In fact, the 2FurIC–Ag(I)2–2FurIC

pair represents the most stabilizing Ag(I)-mediated base pair re-

ported to date. The trend in stabilization (HIC ≈ PhIC < 2FurIC)

allows two different explanations. As the furyl substituent is the

only one with an potential donor atom [73], the extraordinary

stability of the 2FurIC–Ag(I)2–2FurIC base pair may be the direct

result of the formation of additional coordinate bonds. Alterna-

tively (or in addition), the deprotonation of XIC, which is a

prerequisite for Ag(I) binding, is facilitated in the order
HIC < PhIC < 2FurIC (pKa = 8.8, 7.9, and 7.3 for the respective

nucleosides), which is identical to the trend in stabilization [72].

For all XIC-derived base pairs, parallel-stranded duplexes were

obtained by enforcing reversed Watson–Crick base pairing.

Table 3: Increase in melting temperature ΔTm of a representative DNA
duplex bearing one XIC–Ag(I)2–XIC base pair (X = H, phenyl, 2-furyl)
[72].

Base pair ΔTm [°C]

apsa psa

HIC–Ag(I)2–HIC +39.0 +27.0
PhIC–Ag(I)2–PhIC +38.5 +27.0
2FurIC–Ag(I)2–2FurIC +48.0 +38.0

aaps: antiparallel-stranded (i.e., Watson–Crick base pairs, cisoid glyco-
sidic bonds); ps: parallel-stranded (i.e., reversed Watson–Crick base
pairs, transoid glycosidic bonds).

1,N6-Ethenoadenine (εA) is an exocyclic etheno adduct of

adenine which was shown to bind transition metal ions better

than its parent nucleobase [74]. Accordingly, its propensity to

engage in metal-mediated base pairing was investigated in

detail. As it turned out, εA is capable of simultaneously binding

two metal ions with an almost parallel alignment of the N→M

bonds [75]. In principle, both a cisoid and a transoid arrange-

ment of the glycosidic bonds are feasible (Scheme 8). The

former is adopted when the εA–Ag(I)2–εA base pair is incorpo-

rated in-between canonical Watson–Crick base pairs in a

B-DNA duplex [76]. The stabilization observed upon forma-

tion of this cisoid εA–Ag(I)2–εA pair amounts to 12 °C. Inter-

estingly, when the dinuclear [Ag2(εA)2]2+ complex is formed

outside a DNA context, e.g., in a crystal structure using the
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model nucleobase 9-ethyl-1,N6-ethenoadenine or adsorbed onto

HOPG applying 9-icosyl-1,N6-ethenoadenine (HOPG: highly-

ordered pyrolytic graphite), the transoid conformation is

preferred [75]. Accordingly, the transoid εA–Ag(I)2–εA base

pair incorporated in-between reversed Hoogsteen base pairs in a

parallel-stranded duplex brings about a stabilization of ≈16 °C,

exceeding that of the cisoid pair. It should be noted that Hoog-

steen (rather than reversed Hoogsteen) base pairing could not be

ruled out completely for this parallel-stranded duplex, so that in

principle a cisoid εA–Ag(I)2–εA base pair may also form when

the complementary oligonucleotides are aligned in a parallel

fashion. However, considering the intrinsic preference of

εA–Ag(I)2–εA to adopt a transoid geometry and in line with the

larger stabilization in a parallel-stranded duplex context,

reversed Hoogsteen (Scheme 8b) represents the most likely base

pairing pattern in this example [75].

Scheme 8: Base pairing patterns of the dinuclear Ag(I)-mediated
homo base pair of 1,N6-ethenoadenine (εA) with a) cisoid arrange-
ment of the glycosidic bonds (i.e., in an antiparallel-stranded duplex)
[76] and b) transoid arrangement of the glycosidic bonds (i.e., in a
parallel-stranded duplex) [75]. R, R’ = DNA backbone.

Its property to align the N→M vectors in an almost parallel

manner has led to the application of εA in a series of other

metal-mediated base pairs. When locating a cytosine residue

opposite εA, a fascinating influence of the relative strand orien-

tation of the DNA duplex on the number of metal ions per base

pair was observed [77]. When the εA:C pair is present inside an

antiparallel-stranded duplex, it incorporates one Ag(I). The for-

mation of the resulting εA–Ag(I)–C base pair (Scheme 9a) is

accompanied by an increase in Tm of 15 °C. According to a ge-

ometry optimization of the proposed base pair structure, it also

contains a synergistic hydrogen bond, as is evident from the

non-linear N–Ag–N angle of 167°. Using the same sequence

context, albeit with a parallel alignment of the strands with

reversed Hoogsteen base pairing, a dinuclear εA–Ag(I)2–C pair

is formed (Scheme 9b). The Ag···Ag distance within this base

pair was calculated as 2.92 Å [77], suggesting the presence of a

stabilizing argentophilic interaction [78]. The parallel-stranded

duplex bearing an εA:C pair is stabilized by ≈20 °C upon incor-

poration of the two Ag(I) ions. This stabilization is not twice as

large as that observed for the mononuclear base pair, indicating

that the introduction of the second Ag(I) ion is only slightly

more stabilizing than the synergistic hydrogen bond.

Scheme 9: Additional metal-mediated base pairs involving 1,N6-
ethenoadenine (εA). Base pairs within an antiparallel-stranded context
are displayed in grey, whereas base pairs in a parallel-stranded se-
quence alignment are shown in black. a) εA–Ag(I)–C with a syner-
gistic hydrogen bond [77]; b) εA–Ag(I)2–C [77]; c) εA–Hg(II)2–T
[79,80]. R, R’ = DNA backbone.

When a thymine residue is paired with εA in a parallel-stranded

double helix with reversed Watson–Crick base pairs, then the

resulting εA:T pair incorporates two Hg(II) ions, yielding

εA–Hg(II)2–T as the first example of a dinuclear metal-medi-

ated base pair bearing divalent metal ions [79]. In the proposed

base pair structure, both Hg(II) ions are coordinated by an endo-

cyclic nitrogen atom of εA and an exocyclic oxygen atom of the

thymine residue [80]. This structure (Scheme 9c) differs slightly

from the originally proposed one containing one additional

bond from the endocyclic nitrogen atom of thymine to one of

the Hg(II) ions, because a calculation of the Hg···N force con-

stant [81] had resulted in an exceptionally low value of

0.7 N cm−1 [80]. A re-inspection of the originally proposed

structure indicated that it represents a local energy minimum

rather than the global one. In the structure shown in Scheme 9c,

all Hg···N and Hg···O force constants amount to ≈2 N cm−1 and

hence indicate strong bonds [80]. The fourfold positive charge

of the two Hg(II) ions in the εA–Hg(II)2–T base pair is stabi-

lized by three factors. First of all, the thymine residue is depro-

tonated upon coordination to Hg(II), as is also the case for the

well-established T–Hg(II)–T base pair. Hence, the negative

charge of the thyminate helps shielding the positive charge

introduced by the metal ions. Second, the propensity of εA to

bind two metal ions with the N→M bonds aligned in parallel

brings together the Hg(II) ions at close distance. Third, the

εA–Hg(II)2–T base pair appears to be formed in a parallel-

stranded duplex only. Attempts to introduce it into an antipar-

allel sequence context were unsuccessful so far. The reason for

this is unknown yet, but may be related to the transoid orienta-

tion of the glycosidic bonds in parallel-stranded DNA. The

combination of these three effects thus allowed the formation of

the first dinuclear metal-mediated base pair with two divalent

metal ions.
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Conclusion
This review summarizes recent efforts to extend the principle of

metal-mediated base pairing to parallel-stranded nucleic acid

duplexes. It indicates the many experimental possibilities to

enforce a parallel strand alignment. Depending on the require-

ments of the metal-mediated base pair to be formed, different

strategies (e.g., using different pH values) can be followed. The

exhaustive list of examples presented in this review allows

drawing some general conclusions. The most important one

probably is that in many cases it is not possible to predict a

priori whether a metal-mediated base pair is more stabilizing in

an antiparallel-stranded or a parallel-stranded duplex. The

intrinsic stability of the metal-free duplex, its sequence and the

method used to enforce a parallel orientation of the complemen-

tary strands play important roles, too. This becomes evident for

example for the XPC–Ag(I)2–YPC base pairs, which were found

to be more stabilizing in an antiparallel-stranded duplex for

12-mer oligonucleotides, whereas longer 25-mers showed a

larger stabilization in a parallel-stranded orientation. Nonethe-

less, the use of parallel-stranded duplexes significantly extents

the scope of metal-mediated base pairing, because it has been

shown that artificial nucleobases can be designed in a way that

they form metal-mediated base pairs that are more stabilizing in

a parallel-stranded context than in an antiparallel-stranded one

(e.g., FP–Ag(I)–FP, εA–Ag(I)2–C, 2FurIC–Ag(I)2–2FurIC). It is

therefore beyond doubt that parallel-stranded DNA will find an

important place in research on metal-mediated base pairs, in

particular when the metal complex prefers a C2-symmetric ge-

ometry and hence a transoid orientation of the glycosidic bonds.
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Abstract
Eukaryotic mRNA with its 5′-cap is of central importance for the cell. Many studies involving mRNA require reliable preparation

and modification of 5′-capped RNAs. Depending on the length of the desired capped RNA, chemical or enzymatic preparation – or

a combination of both – can be advantageous. We review state-of-the art methods and give directions for choosing the appropriate

approach. We also discuss the preparation and properties of mRNAs with non-natural caps providing novel features such as im-

proved stability or enhanced translational efficiency.

2819

Introduction
The 5′-cap is a hallmark of eukaryotic mRNA and involved in

numerous interactions required for cellular functions. Chemical-

ly, the 5′-cap consists of an inverted 7-methylguanosine

connected to the rest of the eukaryotic mRNA via a 5′–5′

triphosphate bridge. This so-called cap0 serves as quality

control for correct mRNA processing and contributes to stabi-

lization of eukaryotic mRNA [1,2], splicing [3,4], nuclear

export [5], initiation of translation [6,7] and mRNA decay [8].

The most important direct interaction partners of the 5′-cap are

the cap binding complex (CBC) [9,10] in the nucleus required

for nuclear export and the eukaryotic translation initiation factor

4E (eIF4E) [11] in the cytoplasm which is indispensable for

cap-dependent translation. Additionally, capped RNA serves as

a marker for the innate immune system to distinguish triphos-

phorylated viral RNAs from cellular RNAs [12]. The antiviral

response is among others mediated by the cytosolic receptor

RIG-I which is activated by short single and double-stranded

triphosphorylated RNAs and MDA-5. MDA-5 recognizes long

triphosphorylated RNAs and RNAs lacking the 2′-OH methyla-

tion at the first nucleotide (cap1), a modification which is com-

monly observed in eukaryotes [13-15].

Besides cap0 and cap1, cap structures with further modifica-

tions exist. Additional methyl groups are often found at the

second nucleotide (cap2) while in trypanosomes up to four

methylated nucleotides are observed (termed cap4) [16,17].

Owing to the importance of different cap structures for recogni-

tion processes in the cell, it becomes clear that an uncapped

transcript does not adequately represent a eukaryotic mRNA

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:a.rentmeister@uni-muenster.de
https://doi.org/10.3762%2Fbjoc.13.274
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Figure 1: Schematic representation of enzymatic 5′-cap formation in eukaryotic mRNA. The 5′-triphosphate-end of the pre-mRNA is hydrolyzed to a
diphosphate by an RNA 5′-triphosphatase. A guanylyltransferase transfers GMP onto the β-phosphate of the 5′-diphosphate to form a 5′ to 5′-triphos-
phate linkage. The guanine is methylated at the N7-position by an RNA (guanine-N7)methyltransferase, yielding the cap0 structure. Further methyla-
tion at the 2′-OH position of the first nucleotide results in formation of the cap1 structure.

and that preparation of correctly capped RNAs is essential to

assess the function of mRNAs in the cellular context. Further-

more, altering the cap structure bears potential to increase

mRNA stability and translational efficiency – two properties

which may provide the key to therapeutic applications of

mRNA in the near future [18-20]. Finally, investigations of

structure and mechanism of 5′-cap/protein interactions are still

hampered by the difficulty of producing large quantities of

homogenously capped RNA.

In this review article, we present different synthetic routes to

5′-capped mRNAs based on enzymatic, chemical or chemo-

enzymatic methods. We will point out the difficulties and limi-

tations of the different strategies and – if available – will show

ways to circumvent them. This review focuses strictly on

mRNA cap analogues (and some non-natural modifications);

for preparation of other capped biomolecules such as capped

siRNAs [21], peptidyl capped oligonucleotides [22], NAD-

capped RNAs [23,24], 3'-dephospho-CoA linked RNA [25] or

methylphosphate capping [26,27] we refer to the indicated arti-

cles.

Review
Enzymatic preparation of capped mRNA
Enzymatic preparation of capped mRNA is based on in vitro

transcription (IVT) of a DNA template. While RNA synthe-

sized via solid-phase synthesis is limited in its maximum length,

RNAs with a length of several thousand nucleotides can easily

be prepared through IVT. On the other hand, enzymatically pro-

duced RNA is often inhomogeneous in length and for short

RNAs the yields obtained after purification may be low. This

impedes the enzymatic production of short RNAs of a defined

length for applications requiring defined and homogeneous

RNA species. IVT produces uncapped, 5′-triphosphorylated

RNA but there are two strategies to obtain mRNA with a cap,

which will be discussed in detail in the following chapters.

Post-transcriptional capping
In post-transcriptional capping, the RNA from IVT is subjected

to a dedicated enzymatic capping reaction. The enzymes used in

vitro originate from capping apparatuses of different eukaryotic

organisms or DNA viruses and can be produced recombinantly

in E. coli [28,29]. Enzymatic formation of cap0 comprises three

consecutive reactions targeted to nascent 5′-triphosphorylated

pre-mRNAs (Figure 1). First, a 5′-triphosphatase (TPase)

hydrolyzes the γ-phosphate of pre-mRNA. Next, the β-phos-

phate of the resulting 5′-diphosphate end is coupled to GMP to

form 5′–5′-linked Gppp-RNA. The responsible guanylyltrans-

ferase uses GTP as substrate and forms a covalent enzyme-

(lysyl-N)-GMP intermediate, reminiscent of DNA ligase-AMP

intermediates [30,31]. Finally, the cap structure is methylated at

the N7-position by an RNA(guanine-N7)methyltransferase

using S-adenoysl-L-methionine (AdoMet) as a cosubstrate [31].

In nature, these capping enzymes act co-transcriptionally once

the transcript has reached a length of 20–30 nucleotides [32],

which is enabled by their recruitment to the C-terminal domain

of the RNA polymerase II [33]. In higher eukaryotes, cap1 and

cap2 structures are generated by subsequent methylation of the

2′-hydroxy group of the adjacent second and third ribose, re-

spectively [34].

These capping enzymes – e.g., from Vaccinia virus – can be

harnessed for the production of capped RNA in vitro by adding

them and their respective cosubstrates to the IVT reaction, as

described by pioneering work of the Rosenberg group [35]. To

date, the capping enzymes from the Vaccinia virus are commer-

cially available and most widely used for post-transcriptional in

vitro capping. They consist of two viral proteins D1 and D12.

The triphosphatase and guanylyltransferase activity are located

in the N-terminal half and the methyltransferase in the C-termi-

nal half of the large D1 protein, whereas the small D12 protein

has no catalytic activity but activates D1 [36-38].
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Originally, the RNA capping with the Vaccinia capping appa-

ratus was reported to be inefficient [35,37,39,40]. To date, the

enzyme is commercially available, however, the amount of en-

zyme needed for the production of capped RNA in µmol scale

prevents its general applicability [41]. For the application of the

Vaccinia capping enzyme in the production of large-scale

5′-capped RNA, Fuchs et al. have recently reported an expres-

sion and purification protocol for the Vaccinia enzyme, allow-

ing for capping in large quantities in a more cost-efficient man-

ner compared to commercially available capping methods [41].

Post-transcriptional capping to obtain mRNA with a cap1 struc-

ture can be achieved using the Vaccinia mRNA cap 2′-O-

methyltransferase which is commercially available [42,43]. Ad-

ditionally, authentic mRNAs can be produced with the commer-

cially available mScriptTM system which combines a T7 RNA

polymerase, a trifunctional capping enzyme, a 2′-O-methyl-

transferase and a poly(A) polymerase. Albeit expensive, this

system allows for production of mRNAs in one pot with

claimed quantitative yields and high translational activity.

Post-transcriptional preparation of non-natural cap analogues

was achieved by capping enzymes with relaxed substrate speci-

ficity. For example, ribavirin is used as a substrate by the

Vaccinia capping enzyme and can be transferred onto the

diphosphate end of an RNA transcript to form a ribavirin-pppN

structure. RNA transcripts blocked with ribavirin showed little

translational efficiency, which might explain the antiviral activi-

ty of ribavirin [44]. Enzymatic formation of cap analogues from

GTP analogues was achieved with the capping enzyme of the

model organism Paramecium bursaria Chlorella virus-1

(PBCV-1) by Bisaillon and co-workers [45]. Out of 22

nucleotide analogues tested in this study, 13 were found to form

a covalent complex with the PBCV-1 guanylyltransferase

(GTase) while 11 were actually transferred onto a 5′-diphos-

phate RNA (Figure 2). Moreover, RNAs capped with those

nucleotide analogues were translated even in the absence of the

N7-methyl group when alternative modifications enabled

binding to eIF4E [45].

Co-transcriptional capping
In co-transcriptional capping, cap analogues are added directly

to the IVT. Their incorporation at the 5′-end by RNA poly-

merases with relaxed substrate specificity (e.g., T3, T7 or SP6

RNA polymerases) directly yields the respective 5′-capped

mRNA (Figure 3). Internal incorporation of cap analogues

during IVT does not occur, because cap analogues lack a free

5′-triphosphate.

The most commonly used cap analogue is m7GpppG but several

modified or alternative cap analogues are also accepted by RNA

Figure 2: Nucleotide analogues 1–11 were converted by Paramecium
bursaria Chlorella virus-1 capping enzyme instead of GTP to generate
RNAs with the respective caps [45].

polymerases. Therefore, this route can be used to install non-

natural dinucleotides at the 5′-end that are accessible for a

further chemical reaction [46].

One often overlooked limitation of co-transcriptional capping is

that not all mRNA obtained from IVT is capped, simply

because the cap analogue competes with GTP as initiator

nucleotide. Importantly, the ratio of capped/uncapped mRNA is

usually not visible on a gel. This issue can be mitigated by

lowering the GTP concentration or by digesting uncapped (i.e.,

triphosphorylated) RNA with a 5′-polyphosphatase which

produces monophosphorylated RNA followed by 5′-phosphate-

dependent exonuclease digestion.

Another problem encountered with m7GpppG as initiator is

elongation into the “wrong” direction, namely at the 3′-OH of

m7G, yielding mRNA with the cap in reverse orientation

(Figure 3). Up to one half of the mRNA can contain the cap in

its reverse orientation and will not be translated [47]. This prob-

lem was solved by developing anti-reverse cap analogues

(ARCA) that are methylated or deoxygenated at the 3′-OH of

the N7-methylguanosine r ibose (m2
7 ,3 ′ -OGpppG or

m7,3′-dGpppG). This prevents elongation at the “wrong” 3′-OH

and hence ARCA caps are exclusively incorporated in the

correct orientation [48,49]. Interestingly, modifications at the

2′-position of m7G also prevented reverse incorporation of the

cap analogue [50]. The problem of orientation is circumvented

when GpppA cap analogues are used in combination with the

T7 class II promotor phi2.5 which allows initiating RNA syn-

thesis with ATP. Hence, GpppA- or m7GpppA-capped RNAs

can be produced [51]. When the common GTP-initiating T7

class III promoter phi6.5 is used, GpppA is incorporated in its
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Figure 3: Schematic representation of co-transcriptional capping with different cap analogues. A DNA-dependent RNA polymerase initiates transcrip-
tion from a DNA template by incorporation of a cap analogue, thereby producing capped RNA. When m7GpppG is used as a cap analogue,
miscapped RNA with the cap analogue incorporated in its reverse orientation is produced in addition to the correctly capped RNA. With the ARCA
cap, reverse incorporation is excluded [48].

reverse orientation, yielding ApppG-capped mRNAs which are

biologically not active.

Due to the strict preference of bacteriophage RNA polymerases

for G or A, depending on the promotor, artificial mRNAs

starting with a U or C at the 5′-end cannot be prepared using in

vitro transcription which limits possible applications for exam-

ple in structural analysis.

Co-transcriptional capping of short RNA fragments
For preparation of short, capped RNA with the sequence

GpppANn or m7GpppANn (1 ≤ n ≤ 9 nt), bacteriophage T7

gene 4 primase [52] or its active domain [53] can be used.

Primase incorporates cap analogues exclusively in their correct

orientation. Normally, gene 4 primase from the T7 phage

produces short RNAs with the sequence pppAC from a DNA

template. Matsuo et al. observed that GpppA or m7GpppA can

be incorporated as efficiently as ATP as the first nucleotide

[52]. The substrate specificity of gene 4 primase for adenosine

as the first nucleotide prevents incorporation of GpppA in its

reverse orientation and incorporation of GpppG altogether. This

method was used for the production of isotope-labeled capped

RNA for cap-eIF4E NOESY-NMR studies [52]. Peyrane et al.

demonstrated that using the N-terminal fragment bearing the

primase activity resulted in comparable preparation yield for the

RNA while expression and solubility of the fragment were im-

proved [53].

mRNA cap analogues
Preparation of cap analogues
The co-transcriptional capping described above requires the

preparation of cap analogues which are added to the transcrip-

tion reaction. Ideally, these cap analogues should meet the

following criteria: (i) high incorporation efficiencies when

added to IVT, (ii) correct orientation when incorporated into

RNA, (iii) strong binding to the cap-binding protein eIF4E,

(iv) inhibitory potential when added as competitor in an in vitro

translation assay and (v) high translation efficiency of resulting

capped RNA. Figure 4A depicts the structure of the standard

cap analogues m7GpppG (12) and GpppG (14). The synthesis

of m7GpppG starts from guanosine diphosphate (GDP, 15) and

guanosine monophosphate (GMP, 16, Figure 4B), which are

both accessible by phosphorylation of guanosine [54]. Methyla-

tion of GDP gives m7GDP (17) with high yield and regioselec-

tivity [55]. The key step in cap analogue synthesis is the forma-

tion of the triphosphate linkage. Multiple strategies have been
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Figure 4: (A) Structures of commercially available mRNA cap analogues. (B) Synthetic route to cap analogues as exemplified by the synthesis of the
m7GpppG cap analogue. 2,2′-DTDP: 2,2′-dithiodipyridine.

reported which mostly rely on the same principle: One of the

two nucleotides (typically the monophosphorylated nucleotide)

is equipped with a good leaving group while the other one acts

as a nucleophile. Different leaving groups have been exploited

for the synthesis of cap analogues, comprising phenylthio [56],

5-chloro-8-quinolyl [57], morpholidate [48] and imidazolide

moieties [58,59]. Imidazole activation in DMF with ZnCl2 was

first reported by Sekine et al. [60] and is the most often used

method for the formation of triphosphates. P-Imidazoles are

known to react with numerous nucleophiles such as nucleoside

mono-, -di- or -triphosphates and are typically reacted in an-

hydrous DMF in the presence of zinc chloride. The GMP imida-

zolide (18) is reacted with m7GDP (17) in the presence of

ZnCl2 as catalyst to yield m7GpppG (12) [49].

In the past years, variations of this general synthetic strategy

were used to obtain numerous cap analogues. Among the most

interesting modifications is the above-mentioned anti-reverse

cap analogue (ARCA) and GpppG which are commercially

available. In addition, cap analogues with improved properties –

namely binding to eIF4E, translational efficiency, and nuclease

resistance – have been developed. Furthermore, cap analogues

have therapeutic potential as demonstrated by a number of cap-

derived translation inhibitors [61-63].

Applications of novel cap analogues
The search for novel – non-natural or modified – caps with im-

proved properties has already yielded promising results. RNA

capped with a locked nucleic acid (LNA)-modified dinu-

cleotide cap analogue was translated 3-times more efficiently

than regular m7G-capped RNA [64]. Additionally, RNA capped

with the LNA cap analogue was found to be ≈1.6-fold more

stable in a luciferase assay in cultured cells than the respective

RNA with the standard cap. However, in this study it was not
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assessed how this LNA cap analogue performs in comparison to

the established ARCA cap. Interestingly, a 3′-O-propargyl con-

taining m7GpppG cap analogue also showed more than 3-fold

higher translational efficiency compared to the standard cap.

The cap analogue is exclusively incorporated in the correct

(forward) orientation and molecular modelling studies pointed

to a stronger binding of the propargyl-modified cap to eIF4E

compared to the standard cap [65].

With regard to translational activity, several dinucleotide cap

analogues containing a tetraphosphate were shown to be superi-

or to the regular triphosphate in in vitro studies [66]. RNAs

capped with m7Gp4m7G were translated with more than 3-fold

higher efficiency. Interestingly, also benzyl-modified tetraphos-

phate cap analogues showed more than 2-fold higher transla-

tion in in vitro translation experiments. In a further step,

tetraphosphates with methylene(bisphosphonate) moieties were

prepared which improved binding to eIF4E and in some cases

conferred enzymatic resistance against DcpS degradation [67].

N2-Triazole-containing monophosphate cap analogues were

shown to be as efficient as m7GpppG in translation inhibition

assays [68].

Further modifications can be placed in the phosphate moieties.

ARCA-capped RNAs substituted with a sulphur atom at the

β-position were shown to be resistant to the Dcp1/2 decapping

complex from S. pombe while at the same time displaying high

affinity to eIF4E and being translationally active when incorpo-

rated into RNA [69,70]. These properties were further im-

proved with a range of 1,2-dithiodiphosphate cap analogues,

some of which showed significantly improved stability when in-

corporated in an mRNA and applied in dendritic cells [71].

Furthermore, cap analogues providing additional functions were

synthesized. A photo-crosslinking cap analogue containing a

6-thioguanosine was prepared which allowed for selective

crosslinking [72]. Successful crosslinking was exemplified by

the intrastrand crosslinking of histone H4 mRNA capped with a

6-thioguanosine cap analogue. Synthesis of biotin-labeled caps

was achieved with a 2′-NH2-modified cap analogue which was

reacted with an N-hydroxysuccinimide biotin active ester [73].

The biotin-labeled cap analogue could be incorporated into

mRNA during IVT and retained binding to eIF4E and transla-

tional activity in an in vitro translation assay.

Besides their use in the preparation of cap-modified RNAs via

IVT, cap analogues have found alternative applications. Since

cap-binding proteins (e.g., eIF4E and DcpS) have high affinity

to cap analogues, resins functionalized with the cap analogue

m7GTP can be used to purify binding proteins from fraction-

ated cell lysates [74-76]. Using m7G-modified sepharose resins,

novel cap-binding proteins such as gemin-5 could be identified

[77]. The affinity resins can be stabilized via methylene

moieties, preventing enzymatic degradation of the cap ana-

logue [78].

In recent years, cap analogues started to be recognized as inhib-

itors of translation by interfering with the eIF4E-RNA cap inter-

action. In tumorigenesis, oncogenic activity of eIF4E was attri-

buted to its ability to activate translation [79]. Besides standard

cap analogues which have long been used for eIF4E inhibition

in vitro [80], the pro-drug 4Ei-1 bearing an N7-benzyl moiety

was shown to be a potent inhibitor of cap-dependent translation

in zebrafish [81]. Poor cellular uptake of cap analogues could

be circumvented by coupling to an adenovirus-like particle, re-

sulting in inhibition of hepatocellular carcinoma growth in a rat

model [82]. Recently, an artificially capped RNA was prepared

bearing an orthosteric eIF4E inhibitor at its 5′-end [83,84].

RNA with this cap surrogate retained binding to eIF4E as

measured by surface plasmon resonance (SPR). This work

provides the basis for introduction of other artificial cap ana-

logues at the 5′-end aiming to modulate biological activity of

the resulting RNAs.

Enzymatic modification of chemically synthesized
cap analogues
An alternative to the complete chemical synthesis of cap ana-

logues is the use of enzymes to functionalize standard cap ana-

logues. This approach benefits from the specificity of enzymes,

hence the functional moieties are directly introduced at defined

positions of the mRNA cap. In the past years, our group de-

veloped chemoenzymatic strategies for modification and func-

tionalization at the N7- and N2-position. Enzymatic modifica-

tion is based on methyltransferases which naturally transfer a

methyl group from their cosubstrate S-adenosyl-L-methionine

(AdoMet) to the target molecule [85]. Functionalized side

chains can be transferred from AdoMet analogues if an appro-

priate promiscuous methyltransferase is available [86]. Impor-

tantly, an unsaturated bond has to be present in β-position of the

sulphonium center which stabilizes the transition state in the

enzymatic transfer from the AdoMet analogue [87].

Engineering of the trimethylguanosine synthase GlaTgs2 from

the protozoan Giardia lamblia resulted in a variant (V34A)

which accommodated AdoMet analogues with bulkier side-

chains and transferred various functional moieties including

propargyl, pentenynyl, azidobut-2-enyl and 4-vinylbenzyl to the

N2-position of capped RNA or mRNA cap analogues such as

m7GpppA, m7GpppG or m7GTP (Figure 5A) [88-91]. Recently,

we revealed that the N7-cap methyltransferase Ecm1 from

Encephalitozoon cuniculi is highly promiscuous. Sterically very

demanding AdoMet analogues bearing for example a
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Figure 5: Enzymatic modification of cap analogues at their N2- or N7-position or a combination of both. (A) Functional moieties such as alkynes and
azides can be enzymatically transferred to the N2-position using GlaTgs-Var. or N7-position using Ecm1 [88-91]. While transfer efficiencies decrease
with increasing sterical demand when using GlaTgs-Var., transfer efficiencies are largely independent of size with Ecm1. (B) Both enzymes can be
combined to yield dual or double modified cap analogues. The AdoMet analogue can also be prepared enzymatically starting from a (seleno)-methio-
nine analogue and a MAT-Var [95].

norbornene or 4-vinylbenzyl moiety were efficiently converted

[92,93]. The pronounced promiscuity can be attributed to the

structure of Ecm1 which forms a substrate binding cleft rather

than a pocket [94].

Vinylbenzyl-modified cap analogues (bearing the modification

at either the N7 or N2-position) provided a platform for inverse

electron-demand Diels–Alder reactions with tetrazine conju-

gates and for photo-click reactions using tetrazoles. Even photo-

crosslinking moieties were enzymatically transferred to the

N7-position of the mRNA cap from suitable AdoMet analogues.

Notably, quantitative modification at the N7-position was

achieved [96]. Diazirine and aryl–azide photo-crosslinker

moieties were functional showing cross-linking to the cap-

binding protein eIF4E. Microscale thermophoresis revealed that

these crosslinker-modified caps still bound to eIF4E, albeit with
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strongly decreased affinity. Translation was highly susceptible

to modifications at the N7-position of the mRNA cap. While for

N7-allyl or N7-azidobutenyl modifications no translational ac-

tivity was observed in vitro, the N7-benzyl modification showed

residual activity. This may be attributed to a stacking of the

benzyl-moiety between tryptophans in the eIF4E binding pocket

[63,66,97].

Enzymatic modification at the N2- and N7-position can also be

combined to yield double and dual-modified cap analogues.

Modification of the N2-position by Tgs-enzymes is dependent

on methylation at the guanine N7-position, which results in a

positive charge. However, GlaTgs activity relies on the positive

charge rather than the methyl group itself, as exemplified by

studies showing that N7-ethyl and N7-benzyl-modified cap ana-

logues are still substrates for GlaTgs [98]. This allowed us to

enzymatically prepare cap analogues with different combina-

tions of functional moieties (Figure 5B) [95]. A 4-vinylbenzyl/

azido dual modification allowed appending two different fluo-

rescent dyes which could be applied as FRET pair. In this case,

labeling was achieved in two bioorthogonal reactions, an

iEDDA and a SPAAC reaction. Furthermore, dual modification

with an azido and an alkyne function enabled fluorophore/biotin

labeling using a combination of SPAAC and CuAAC reaction.

Efficient double labeling of the mRNA cap with alkyne

moieties could also be achieved based on a recently reported

enzymatic cascade reaction [99]. In this system a Se-propargyl-

modified AdoMet analogue (SeAdoYn [100]) was prepared

enzymatically from the respective methionine analogue and

ATP by a methionine adenosyltransferase variant (MAT-Var.).

The AdoMet analogue was directly converted by the methyl-

transferases, resulting in double alkyne modified cap analogues

[95].

Chemical synthesis of capped mRNA
Solid-phase synthesis of capped RNA
Chemical synthesis of capped RNA is based on the solid-phase

synthesis of RNA followed by chemical or enzymatic installa-

tion of the 5′-cap. The general principle of solid-phase RNA

synthesis is beyond the scope of this review and has been de-

scribed in excellent review articles [101-104]. The longest RNA

synthesized via solid-phase chemistry to date has a length of

170 nucleotides and was prepared with the 2-cyanoethoxy-

methyl (CEM) as the 2′-OH protection group [105].

Chemical synthesis of 5′-capped RNA in solution was origi-

nally reported to be low yielding, slow (reaction times of

6–10 days), and not suitable for large-scale preparations

[58,106-110]. Since then, several groups improved the chemi-

cal synthesis of capped RNA via solid-phase synthesis. The

highly base-labile m7G moiety turned out to be a limiting factor

because it is not compatible with standard solid-phase deprotec-

tion protocols. Due to its positive charge, the m7G moiety is

hydrolytically less stable than other purine nucleosides. Under

basic conditions which are commonly used for RNA deprotec-

tion and cleavage from the solid support, opening of the imida-

zole ring of the 7-methylguanine would occur [111]. Thus, for

synthesis of the cap structure on the solid support, standard

deprotection with ammonia is not possible.

An early example of capped RNA prepared by solid-phase syn-

thesis was reported by the group of Sekine in 2001 [112]. A

2,2,7-trimethylguanosine (TMG)-capped trinucleotide block of

U1 snRNA with the structure m3
2,2,7G5′pppAm2′Um2′A was

prepared, starting from a 5′-phosphorylated trimer synthesized

by standard phosphoramidite chemistry. To address the prob-

lem of m7G instability under basic conditions, the TMG-

capping reaction was carried out upon deprotection of all base-

labile groups. Utilization of a novel, acid labile linker to the

solid support allowed for subsequent release of the RNA. How-

ever, due to overall low coupling efficiencies and isolated yields

(the compound was isolated in 20% overall yield after anion-

exchange chromatography), this method was not used for large

scale synthesis of capped RNA (Figure 6A). As the low reac-

tion yields are mainly caused by the multistep preparation of the

triphosphate bridge, the Sekine group presented a synthetic

route to RNA bearing a 5′-terminal TMG-capped pyrophos-

phate linkage on solid support. Since pyrophosphate formation

is easier than triphosphate formation, this route resulted in

higher coupling yields. Whether this RNA is still biologically

active remains to be demonstrated [113]. Furthermore, these

capping approaches can be used to produce biologically rele-

vant RNA. U1snRNA was prepared via enzymatic ligation of a

short RNA (10 nt long) containing a trimethylated m3
2,2,7G cap

moiety to a 154 nt long RNA produced via IVT. The respective

U1snRNAs with a pyrophosphate bridged TMG cap and a TMG

cap containing an ethylene glycol linkage were also produced

[114].

Unlike IVT, solid-phase synthesis offers the flexibility to intro-

duce modified nucleotides at specific positions. Chemical syn-

thesis of the intricate trypanosomatid cap4 structure, character-

ized by 2′-O-methylation of the first four nucleotides and addi-

tional methylation at the first adenosine and the fourth uridine,

was reported in 2004 by the group of Darzynkiewicz. The prep-

aration was achieved by reacting an imidazole activated m7GDP

with the 5′-phosphorylated tetramer [115]. This cap was suc-

cessfully used for affinity purification of trypanosomatid cap4

interacting proteins [116,117].

Nagata et al. reported on the first preparation of mature mRNA

based on a chemically synthesized RNA strand which was
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Figure 6: Synthesis of cap-containing RNA by solid-phase synthesis. (A) A TMG-capped mRNA was synthesized starting from an RNA tetramer
which was subjected to 5′-terminal pyrophosphorylation followed by reaction with a 2,2,7-trimethylguanosine 5′-phosphorimidazolide derivative [112].
Subsequent cleavage from the solid support was achieved using 80% AcOH (rt, 24 h) and TBDMS protecting groups were removed with HCl (pH 2, rt,
12 h). (B) Large-scale production of RNAs with cap0 or cap1 by a combination of solid-phase synthesis and enzymatic methylation [111]. Deprotec-
tion conditions: DBU (1,8-diazadicyclo[5,4,0]undec-7-ene) in acetonitrile (rt, 3 min) followed by treatment with aqueous ammonia (rt, 3 h).

shown to be biologically active in cells [105]. This was

achieved by combining solid-phase synthesis and enzymatic

modification. Specifically, 5′-diphosphorylated RNAs (up to

170 nt long) were chemically synthesized, cleaved from the

solid support, deprotected and purified. This was followed by

enzymatic capping, 2′-O-methylation and polyadenylation.

A combination of chemical synthesis and enzymatic modifica-

tion was also used by Thillier et al. for the large scale synthesis

of capped RNA. Herein, to circumvent the problem of m7G

instability, non-methylated capped RNAs were first synthe-

sized using the phosphoramidite 2′-O-pivaloyloxymethyl

method, followed by enzymatic N7 methylation using the

human (guanine-N7)-methyltransferase (Figure 6B). A cap1

structure could also be obtained via 2′-OH methylation of the

terminal nucleotide [111]. This approach was applied in collab-

oration with other groups for the production and investigation

of capped RNA [118].

In summary novel chemical capping strategies enable prepara-

tion of capped RNAs in high yield and independent of the se-

quence, providing access to RNAs that could not be prepared

via IVT. However, preparation of biologically relevant mRNAs

that are typically thousands of nucleotides long is not directly

feasible, as the longest chemically prepared RNA to date

comprises 170 nt. Methods combining chemical and enzymatic

preparation of capped RNA bear potential to resolve these limi-

tations and will be described in the following.

Combining chemical and enzymatic methods:
primer extension
Engineering of the replicative DNA polymerase from Thermo-

coccus gorgonarius (Tgo) into a DNA-dependent RNA poly-

merase (termed TGK) enabled production of up to 1,700 nt long

RNAs from a ssDNA template and an RNA primer [119]. The

primer-dependent RNA synthesis obviates the need to initiate

RNA synthesis with pppG in contrast to most other RNA poly-

merases used for conventional IVT. TGK turned out to accept a

number of variations at the 5′-end including an oligoribonucleo-

tide primer containing the desired cap. This approach unites the

flexibility of RNA synthesis and processivity of RNA poly-

merases for the preparation of long and cap modified RNAs.
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Figure 7: Click chemistry for the preparation of capped RNA and cap analogues. (A) Preparation of capped RNA via a copper-catalyzed azide–alkyne
cycloaddition (CuAAC) of an azido-modified cap analogue with a 5'-alkyne bearing RNA [120]. (B) An alkyne-modified triphosphorylated RNA is
reacted with 5'-azido-methylguanosine in a CuAAC [121]. (C) Alkyne- and azido-containing nucleotide building blocks are reacted in a CuAAC to give
a functional cap analogue [121].

Using this system, several biologically relevant RNAs such as

GFP RNA, firefly luciferase RNA and m7Gpppm6Am-RNA

were produced [118,119].

Click chemistry for the preparation of capped RNAs
and cap analogues
As an alternative to preparation of longer RNA via IVT, differ-

ent hypermethylated cap analogues with a 2′-azido moiety

allowed for reaction with an alkyne-modified RNA in a CuAAC

reaction to yield cap modified RNA – albeit with a non-natural

linkage (Figure 7A) [120]. This capping strategy also worked

with an alkyne-modified triphosphorylated RNA and 5′-azido

modified methylguanosine resulting in a capped RNA contain-

ing a triazole linkage after CuAAC reaction (Figure 7B) [121].

In a similar approach a 5′-azido-modified RNA was prepared by

solid-phase synthesis and reacted with an alkyne-functionalized

m7G-cap analogue in a CuAAC reaction [122]. Besides its

utility on long RNA, this click chemistry approach was also
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applied to the chemical synthesis of cap analogues, simplifying

the typically laborious and time-consuming synthesis [121]. A

plethora of cap analogues was synthesized replacing one phos-

phate bridge with a triazole linkage. Depending on their struc-

ture and the exact positioning of the triazole linkage, modified

cap analogues varied largely with regard to their functionality in

in vitro translational assays, binding affinity to eIF4E and resis-

tance to the decapping enzyme DcpS. Best translational effi-

ciencies similar to the standard cap were achieved with a

tetraphosphate cap analogue containing a triazole bridge

(Figure 7C).

Conclusion
The 5′-cap is the key modification of eukaryotic mRNAs and

provides an interaction platform for proteins involved in funda-

mental processes like nuclear export and translation. Therefore,

preparation of mRNAs with the canonical cap structure is indis-

pensable for a comprehensive understanding of mRNA func-

tions that go beyond the genetically encoded information, e.g.,

studies elucidating RNA-protein interactions [123] or structure

analysis [124]. Moreover, artificially capped RNAs or RNAs

with modified 5′-caps may provide a means to control or selec-

tively block some of these functions, resulting in improved

translational efficiency or higher stability.

Depending on the desired length of the capped RNA fully syn-

thetic, enzymatic or a combination of both strategies is feasible

and allows production of differently capped RNAs with a length

ranging from several nucleotides to authentic mRNAs

(>1000 nt). Novel strategies for the synthesis of cap analogues

have led to the development of 5′-caps with tailored functionali-

ties which are, for instance, resistant to enzymatic degradation

or bear functional moieties for additional bioconjugation

reactions. A combination of chemical 5′-cap analogue synthesis

followed by enzymatic modifications has further allowed

conferring novel functionalities (e.g., photo-crosslinking

moieties) which were previously not easily accessible.

Combining enzymatic modification at different positions

(e.g., N2 and N7-position) renders dual and double modifica-

tions possible, further diversifying mRNA 5′-cap modifications

and leading to the highly regiospecific introduction of

two different functionalities. Most recent developments

focused on the development of completely artificial mRNA

caps which conferred specific properties such as eIF4E binding

and turned non-modified RNAs into strongly eIF4E-binding

RNAs.
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Abstract
The structural characterization of non-covalent complexes between nucleic acids and small molecules (ligands) is of a paramount

significance to bioorganic research. Highly informative methods about nucleic acid/ligand complexes such as single crystal X-ray

diffraction or NMR spectroscopy cannot be performed under biologically compatible conditions and are extensively time

consuming. Therefore, in search for faster methods which can be applied to conditions that are at least similar to the naturally

occurring ones, a set of polarization spectroscopy methods has shown highly promising results. Electronic circular dichroism

(ECD) is the most commonly used method for the characterization of the helical structure of DNA and RNA and their complexes

with ligands. Less common but complementary to ECD, is flow-oriented linear dichroism (LD). Other methods such as vibrational

CD (VCD) and emission-based methods (FDCD, CPL), can also be used for suitable samples. Despite the popularity of polariza-

tion spectroscopy in biophysics, aside several highly focused reviews on the application of these methods to DNA/RNA research,

there is no systematic tutorial covering all mentioned methods as a tool for the characterization of adducts between nucleic acids

and small ligands. This tutorial aims to help researchers entering the research field to organize experiments accurately and to inter-

pret the obtained data reliably.

84

Review
1. Introduction
Many biological molecules are chiral and chromophoric among

which the most important examples include proteins and nucleic

acids. Moreover, the chiral constituents of natural biopolymers

are homochiral, e.g., (almost) exclusively L-amino acids and

D-sugars are found. Among other properties, chiral chro-

mophoric molecules absorb left circularly polarized light

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:pianta@irb.hr
mailto:gennaro.pescitelli@unipi.it
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Figure 1: Plane polarized light (PP, cyan) as the sum of the left and right circularly polarized light (L-CP, red, and R-CP, yellow). L-CP is defined as
such as an observer far from the source (on the right side of the figure) will see a vector describing an anti-clockwise circle.

(L-CP light) differently from right circularly polarized light

(R-CP light). L-CP and R-CP light can be seen as the two com-

ponents, rotating in opposite directions (anti-clockwise vs

clockwise), of plane polarized light (PP, Figure 1). Thus, the

use of circularly polarized light has led to the development of

several spectroscopical methods for the study of chiral non-

racemic molecules, including biopolymers [1-4]. Particularly

important applications of these methods are found in structural

studies of biomacromolecules [3]. For instance electronic circu-

lar dichroism (ECD), the most commonly used method, is indis-

pensable in the structural studies of proteins and also inten-

sively used in the characterization of the helical structure of

DNA and RNA [5]. As nucleic acids are characterized by a

dominant helical chirality and exhibit a rather small set of sec-

ondary structures, each characterized by a different polarization

spectroscopy signature, they are convenient targets to monitor

structural changes induced by outer stimuli. Linear dichroism

(LD) is another type of polarization spectroscopy which does

not require a chiral sample but rather an oriented one. It is based

on the differential absorption of light polarized either parallel or

perpendicular to a certain axis of orientation. This is also

applicable to biomacromolecules such as nucleic acids, whose

helices are normally elongated in a single direction [2]. In this

context one of the most common approaches is to monitor the

changes in the ECD or LD spectrum upon binding of a ligand to

DNA or RNA [6].

Non-covalent interactions of small molecules (ligands) with

DNA and RNA are of paramount interest because many biolog-

ical processes, drugs and biochemical tools/probes rely on them

[7,8]. Due to the possibly multifaceted nature of the complex

formed between a small-molecule ligand and a large receptor

(DNA/RNA), several complementary methods are needed for

the accurate characterization of their interactions. Although the

design and performance of experiments used for DNA/ligand

interaction studies are common to the various techniques de-

scribed here (and also to standard UV–vis, IR or fluorescence

spectroscopy), there are several important differences related to

the sensitivity of the methods, possible artifacts and the inter-

pretation of the obtained results. Since some of the significant



Beilstein J. Org. Chem. 2018, 14, 84–105.

86

Figure 2: Schematic representation of ligand binding modes to DNA or RNA (left to right: DNA minor groove binding, minor groove aggregation, inter-
calation), which can be distinguished by polarization spectroscopy methods.

facts are often neglected, the obtained results may fail to give

reliable information or are misinterpreted.

With the hope that a detailed description of the experimental

conditions and general rules for the interpretation of results will

lead to more extensive applications and higher accuracy of the

results, several reviews and tutorials were written in the past.

For instance, a tutorial focused on circular dichroism as a tool

for studies of non-covalent ligand/DNA interactions [9], provi-

ded a step-by-step protocol to the measurement. Very recently,

a similar tutorial was published for LD experiments [10], and

also a general outline on how to interpret CD and LD results

with respect to the most common ligand/DNA binding modes

was summarized on a more comparative basis [6]. Within the

last decades, complementary methods to ECD also were de-

veloped, for instance, vibrational CD (VCD) was successfully

applied to investigate DNA/ligand interactions [11]. Further-

more, fluorescence detected circular dichroism (FDCD)

combines the advantages of both CD and fluorescence emis-

sion technique, which is ideal for the selective study of DNA

ligands that strongly change fluorescence upon binding [3]. In a

sense complementary to FDCD, also circularly polarized lumi-

nescence (CPL) is a chiroptical emission technique which has

been employed in the same context for the first time recently

[12].

The aim of this review is to summarize in one tutorial all re-

quired information and practical advice for performing experi-

ments with the most common polarized spectroscopy methods:

ECD, LD, VCD, FDCD and CPL with the goal of an accurate

determination of interactions of small molecules with nucleic

acids. Among the methods discussed, primary focus will be

centered on the most frequently employed techniques, ECD and

LD. Moreover, we will elaborate the interpretation of results not

only for the most common DNA, RNA/ligand binding modes

(intercalation, groove binding) but also for increasingly

appearing ligand aggregates binding to polynucleotides

(Figure 2). Many naturally occurring small molecules owe dif-

ferent biological activities due to aggregation, for instance, the

close analogs netropsin (the single molecule in the DNA minor

groove) and distamycin (the dimer in DNA minor groove) [13].

In addition, we will discuss the newest possibilities of computa-

tional analyses of the results as an outreach from the currently

used empirical rules [6] for the determination of the ligand

binding mode.

2. General aspects
ECD and LD are based on the phenomenon of light absorption

by one or more chromophores in the UV–vis range of the elec-

tromagnetic spectrum, where electronic transitions occur. The

application of these polarization spectroscopy methods for the

study of a complex between a small molecule (ligand) and DNA

or RNA can generally be divided into two wavelength ranges:

a) monitoring changes in the wavelength range where DNA and

RNA absorb light (λ = 200–300 nm) and thus possess intrinsic

spectra. Changes in the intrinsic spectral properties of DNA or

RNA can often be correlated to a specific change in the second-

ary structure of the polynucleotide (see chapter 2.1.). However,

if a ligand’s chromophore also absorbs in this range, the decon-

volution of all contributions is not trivial (see interpretation of

results in the chapters of the corresponding methods);
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b) monitoring changes in polarization spectra at λ > 300 nm for

ligands that have corresponding chromophores. This is the most

common used approach as it monitors changes of only one

species involved in the complex formation and thus the inter-

pretation of results is simple and straightforward.

However, to design the polarization spectroscopy experiment

accurately, it is essential that solutions of both the polynucleo-

tide and the ligand are adequately prepared and characterized.

For that reason, a short description of the most important issues

in sample preparation is summarized in chapters 2.2 and 2.3.

2.1. Relation between DNA or RNA secondary
structure and polarization spectroscopy
Nucleobases are achiral but nucleoside and nucleotide deriva-

tives are optically active. The π→π* transitions of the bases

(Scheme 1) contribute to the electronic circular dichroism

mostly as a result of the chiral perturbation exerted by the sugar

moiety. The ECD signals of single nucleosides/nucleotides are,

accordingly, quite small. Coupling into polynucleotides, partic-

ularly in the double-stranded helix of DNA or RNA, introduces

helical chirality, whereby the helical axis is almost perpendicu-

lar to the aromatic base-pair plane. In this situation, the ECD

changes dramatically as a consequence of the so-called coupled

oscillator or exciton coupling mechanism between the various

π→π* transitions of regularly arranged chromophores [14]

(Figure 3, top).

Scheme 1: Principal electronic transitions of nucleobases (uracil is
similar to thymine, Thy). The arrows depict the polarization direction of
each transition, and the length is roughly proportional to the relative
intensity.

Chiroptical properties and ECD spectra of particular DNA or

RNA sequences are therefore strongly dependent on the poly-

nucleotide secondary structure [15], at variance to the common

UV–vis spectra of the same samples (Figure 4). Of course, this

fact has very important practical applications in monitoring the

polynucleotide structure change caused by outer stimuli like

ligand binding, pH changes, melting, etc. Intriguingly, most of

Figure 3: Exciton coupling mechanism in its degenerate (top) and non-
degenerate version (bottom). a) Chirality defined by transition
moments located on the two chromophores. A positive chirality corre-
sponds to a clockwise direction when rotating the transition dipole in
the front onto that in the back. b) Splitting of excited states due to
exciton coupling. Notice the stronger effect in the degenerate case.
c) ECD couplet originating from exciton coupling. The sign of the
couplet (i.e., of its long-wavelength branch) is the same of the chirality
(exciton chirality rule). In the degenerate case, the couplet is centered
in correspondence of the chromophore transition at λ0. In the non-
degenerate case, each band is localized close to one chromophore
transition (λ01 and λ02). d) Absorption spectra originating from exciton
coupling. The wavelength splitting Δλ is related to the energy
splitting ΔE.

the single-stranded (ss) polynucleotides, if long enough, also

show some extent of secondary chiral organization, thus also

allowing a monitoring by ECD spectroscopy [16,17]. The non-

degenerate coupled oscillator mechanism is also responsible for
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Figure 4: ECD and UV (inset) spectra of poly(dG-dC)–poly(dG-dC) in the B and Z-form, obtained in 59% and 67% aqueous trifluoroethanol, respec-
tively. Adapted from [15].

generating ECD signals in correspondence with electronic tran-

sitions of achiral chromophores surrounded by a chiral environ-

ment. The most relevant example here is that of an achiral

ligand bound to a nucleic acid, yielding a so-called induced cir-

cular dichroism (ICD) whose sign and magnitude are deter-

mined by the binding geometry. In this case, the exciton cou-

pling is said to be non-degenerate (Figure 3, bottom). It must be

stressed that the binding also determines a change in the stan-

dard absorption bands of the ligand, which can be similarly

monitored to study the interaction [18].

Detailed information about various DNA/RNA structures and

their ECD spectra is out of the scope of this review. A specific

example concerning guanine quadruplexes is discussed in

chapter 3.

2.2. DNA or RNA stock solution preparation
Here we discuss in detail only polynucleotides with lengths of

more than 100 base pairs because oligonucleotides with known

composition are much easier to dissolve, to check their struc-

tural properties and to determine exact concentrations. Also,

short oligonucleotides can fail in representing a biologically sig-

nificant structural model, because of heterogeneous binding

sites due to the “capping” effect, whereby a ligand can bind

similarly to the end base pairs and to a binding site along the

helix [19].

Commercially available nucleic acids are usually sold as

lyophilized white fibers and should be stored as defined by the

producer before dissolving. Most of the nucleic acids are avail-

able as sodium salts and a variety of different sequences is

available. Calf thymus DNA is the most commonly used DNA

extracted from calf thymus tissue which consists of 41.9 mol %

of G–C and 58.1 mol % A–T base pairs. Other natural DNAs

with different base-pair ratios are not that easily available.

However, a diversity of synthetic polynucleotides is commer-

cially available, such as double-stranded nucleic acids with

alternating or homo-base sequences as well as single-stranded

homo-polynucleotides. Such synthetic DNA or RNA have well-

defined structural properties and therefore are recommended for

studies of small molecules targeting structural DNA or RNA

selectivity.
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All polynucleotides should be dissolved exactly as defined by

the producer, usually in a buffer of defined ionic strength. A

common mistake is disregarding the proposed procedure by

using too low ionic strengths, which severely impacts the

double-stranded helix folding and stability, and consequently

strongly influences the corresponding ECD spectrum. Another

common mistake with a significant impact on further experi-

ments is preparing a too highly concentrated polynucleotide

stock solution. Particularly, guanine-rich polynucleotides are

prone to gelation and consequently to formation of non-homo-

geneous solutions. Thus, an optimal concentration for the stock

solution of polynucleotides would be about 0.01 M. It is calcu-

lated as nucleobase/mol by using the molar extinction coeffi-

cient at the maximum of the wavelength absorbance (as defined

by the supplier). In addition, dissolving polynucleotides is not

an instantaneous process and usually takes several hours at

room temperature. When DNA or RNA stock solutions are pre-

pared, collecting the absorption and ECD spectra is the best

way to check their quality.

Commonly, solutions of synthetic polynucleotides are stored at

−20 °C and used without any further purification. However,

DNAs isolated from natural resources (e.g., ct-DNA as the most

common) are quite often exceptionally long. Therefore, upon

soaking the dry fiber in the buffer, a very viscous solution of

approximate 0.01 M concentration is obtained, that is hardly

applicable for accurate titration experiments. In this case, it is

advisable to sonicate the DNA solutions by sonication tips that

are common in the biological laboratory, and a treatment for

several times in 5-second periods affords a much less viscous

solution and much shorter (about 100 base pairs) rod-like

B-helical DNA fragments. There are several reasons why soni-

cation of DNA isolated from natural resources is essential: the

titrations with very viscous or even gelating non-sonicated

DNA solutions are not accurate for practical reasons. The accu-

racy of automatic pipets and standard tips is designed for

aqueous solutions of viscosities similar to that of pure water

and, in addition, not all potential small-molecule binding sites

on DNA-supercoiled fragments are accessible to the small mol-

ecule, therefore leading to erroneous site-size evaluation.

2.3. Ligand solution preparation and
characterization
Preferably, the ligand should be dissolved in aqueous solution at

a concentration of about 0.001 M. The prepared solution should

be clear and homogeneous with no visible precipitation or

opalescence. If the ligand is poorly soluble in water, other sol-

vents can be used, but some of them may interfere by absorbing

light and raising the wavelength cut-off, as well as by inter-

acting to some extent with DNA or RNA structure. The most

common and efficient solvent for this purpose is DMSO. It does

not interfere significantly with DNA or RNA properties up to

0.1% v/v [20], while at higher DMSO quantities, its impact on

ECD spectra of DNA or RNA should be corrected for. Howev-

er, even at this small ratio mentioned above, DMSO significant-

ly absorbs light at <240 nm, hampering an accurate collection

of data in the short-wavelength region.

It is essential to check the dependence of the ligand’s UV–vis

spectrum on its concentration in the experimental conditions

foreseen for further experiments. If the light absorbance is

proportional to concentration, i.e., the Beer–Lambert law is

fully respected, there is no intramolecular aggregation of the

ligand. However, a non-linear response, usually hypochromic

(i.e., a negative deviation from the Beer–Lambert law), supports

the formation of ligand aggregates. If it is not possible to further

dilute the sample to be used for polarization spectroscopy ex-

periments, ligand solutions should be treated as a mixture of

ligand plus its aggregates in thermodynamic equilibrium and

analyzed accordingly. Similar to the absorption spectra for

chiral ligands, ECD spectra at different concentrations can be

collected, taking into account that the total absorbance of the

sample is compatible with the sensitivity of the instrument.

Again, aggregating ligands could form chiral aggregates with a

characteristic exciton-coupled CD spectrum, which is by the

way diagnostic for the supramolecular chirality [21,22].

Particular attention should be a paid to the UV–vis and ECD

spectrum shapes and baselines as well as to an opalescence of

the solution in the cuvette. An apparent positive drift of the

baseline during ligand concentration increase in the cuvette,

usually best seen in the long-wavelength range of the spectrum,

is a clear evidence of precipitation or colloid/aggregate forma-

tion in the cuvette, which completely hampers further experi-

ments.

The characterization of the thermal stability of the ligand solu-

tion by collecting it’s UV–vis spectrum and if applicable, ECD

spectrum at various temperatures, can give useful information

about intra- or intermolecular interactions of a ligand. However,

an ECD spectrum depends on the temperature in several ways

other than affecting aggregation, for example by changing con-

formational populations. Therefore, a variable-temperature

ECD spectrum is often not easy to interpret. Only after a

detailed characterization of the ligand solution, experiments

with polynucleotides can be performed by a series of different

techniques described in following sections.

The electronic circular dichroism (ECD) will be discussed first

as the most common technique with the least pitfalls. Thus it is

most often appropriate for the characterization of the systems of

interest. Then, LD follows as a complementary method used to
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Figure 5: Schematic illustration of an ECD instrument. Legend: S, source; M, monochromator (wavelength selector); PEM, photoelastic modulator
producing L-CP and R-CP light alternatively; PMT, photomultiplier (detector). A basic VCD instrument has a similar design, except that the monochro-
mator is replaced by an interferometer for Fourier transform.

reveal the mutual orientation of the ligand chromophore with

respect to the DNA/RNA helical axis. The other techniques

mentioned in the Introduction (VCD, FDCD, and CPL) will be

treated more shortly because of their relatively less widespread

use in the context of interest. The particular aspects of data

analysis and interpretation will be discussed for each method,

while general aspects including computational approaches and

comparison of the obtained data from several methods will be

summarized in the last chapter.

3. Electronic circular dichroism (ECD)
Electronic circular dichroism (ECD) is the difference in absorp-

tion between left and right circularly polarized light (Figure 5).

It provides information about the chiral species in solution

which absorb light in the UV–vis range, due to transitions from

the electronic ground state to one or more excited states. ECD is

one of the most sensitive spectroscopic techniques for probing

changes in the DNA or RNA binding mode of a ligand as a

function of concentration and/or mixing ratios [3,5,6,9,18].

However, ECD relies on the difference in absorption between

left and right circularly polarized light which makes it at least

two orders of magnitude less sensitive than absorption spectros-

copy [1,9].

ECD spectroscopy can give significant structural information

based on electric and magnetic transition moments of adjacent

chromophores and their mutual orientation. This is especially

true in the presence of strong chromophores interacting through

the coupled oscillator mechanism mentioned above. Conse-

quently, based on the organization of DNA/RNA chro-

mophores (base pairs) in a helical structure, ECD is primarily

sensitive to the secondary structure of various nucleic acids and

provides characteristic ECD spectra of nucleic acids as a result

of base sequence and experimental conditions (see chapter 2.1.).

As an example of how the exciton coupling mechanism deter-

mines the ECD spectra of polynucleotides, Figure 6 reports the

case of guanine quadruplexes (G-quadruplexes) which are easy

to analyze because of the presence of a single type of nucleo-

base and a rigid structure [23]. The ECD spectrum is dominat-

ed by the degenerate exciton coupling between the major transi-

tion of guanosine around 245 nm; the transition is long-axis

polarized (Scheme 1) and, for a right-handed quadruplex

arrangement, it defines a positive chirality between stacked

guanines, which yields a positive couplet. Even in this sample

case, ECD is, however, also affected by other contributions,

e.g., the non-degenerate coupling between different guanosine

transitions, long-range couplings between distant guanosines,

etc.

More interestingly for our purpose, ECD is a useful method for

probing conformational changes of nucleic acid upon ligand

binding. Moreover, as also mentioned in chapter 2.1., achiral

ligands upon binding to DNA or RNA can eventually acquire

an induced CD (ICD) spectrum, especially when their transi-

tion moments are uniformly oriented with respect to the DNA/

RNA binding site, which could give useful information about

modes of interaction and binding geometry, as will be dis-

cussed below.

ECD spectroscopy shows several advantages for investigating

DNA, RNA and their complexes with ligands with respect to

other spectroscopic techniques (non-polarized spectroscopies,

NMR, X-ray single crystal diffraction) [6,9]:

• The experiments are technically easy and comparatively

quick to perform.

• The equipment for sample holding is broadly available,

common to any other solution spectroscopy methods.

Standard 1 cm quartz cuvettes for absorption and/or

fluorimetric titrations can be used.

• The experiments are performed in solution (easily

mimicking physiological conditions) with a concentra-

tion lower than that needed for NMR measurements.

Moreover, ECD is a “fast” spectroscopy so that the

typical problems relative to the NMR timescale are not

encountered.
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Figure 6: Exciton coupling in the G-quadruplex [d(TG4T)]4. For this sequence, the quadruplex is formed by four parallel strands and the quartets face
each other in a head-to-tail arrangement. Reprinted in parts with permission from [22] to G.P. as an author of the article, copyright 2014, The Royal
Society of Chemistry.

• Crystalline material is not required as for the X-ray

single crystal diffraction technique.

• ECD spectroscopy is sensitive to a mutual orientation be-

tween the DNA/RNA axis and the orientation of the

ligand transition moments. Thus it quite often yields

detailed structural information about the studied com-

plex. This is the most important advantage with respect

to the use of non-polarization spectroscopy, e.g., absorp-

tion spectra.

However, some characteristics of the ECD instruments limit the

experimental conditions. The most important limitations are:

a) the total absorbance of samples at a chosen signal through the

complete experiment should ideally be below 1 a.u. (higher ab-

sorbance values up to 1.8 a.u. may still lead to sufficiently accu-

rate spectra, especially with last-generation instruments, but

should be checked for reproducibility); b) induced (I)CD bands

could have poor signal-to-noise ratios for, e.g., intercalators or

for any weak ICD signals (the sensitivity of standard ECD

instruments is g ≈ 10−5, where g = ΔAbs/Abs = Δε/ε); the

common approach of collecting a number of scans to improve

the signal-to-noise ratio is time consuming. Thus, for the collec-

tion of titration data necessary to obtain an accurate binding iso-

therm (10–90% of complex formed, an excess of DNA binding

sites over ligand), the application of the ECD method may be

limited by available material and long times. This is particular-

ly valid if the studied system and its binding constant

are unknown and repetition/redesign of the experiment is neces-

sary.

Recently, Garbett, Ragazzon and Chaires [9] summarized a

general protocol for the use of ECD for the simultaneous deter-

mination of the binding mode and binding affinity of ligand/

DNA complexes. In the light of the limitations listed above,

here we would present an alternative approach, whereby an

unknown DNA (or RNA)/ligand system is characterized

primarily by a set of common methods (UV–vis spectroscopy or

fluorimetric titrations processed by non-linear fitting proce-

dures [9,24], thermal denaturation experiments [25]). Accord-

ing to these results, a set of several ECD spectra is designed

particularly for the target of interest. For instance, a) characteri-

zation of single molecule binding would be studied at large

excess (10 to 50-fold) of DNA/RNA over ligand; b) ligand

aggregation within DNA/RNA would be studied at excess of

ligand over DNA/RNA; c) kinetics of binding would be studied

at different temperatures and instrument response times;

d) competition experiments between two ligands aiming for

the same binding site would require a specific design; and so

on.

3.1. Practical information
Cuvettes: quartz, preferably high-quality manufactured with

precisely parallel walls (e.g., fluorimetric cuvettes) and minimal

residual strain. Cylindrical cells are usually recommended for
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ECD, but the standard cuvettes may also be used, if they pass

the following test. Check of quality: collect the ECD spectrum

of the buffer, rotate the cuvette 180° about its vertical axis and

collect the spectrum again. The obtained two spectra should

overlap well. If not, and especially in the presence of bands

with intensities > 1 mdeg and opposite sign for the two mea-

surements, the cuvette should be replaced. A broad range of

path lengths is available (0.1 mm–5 cm) to ensure the optimal

conditions of the total sample absorbance (about 0.8 Abs is

recommended, with 1.5 Abs as upper limit). Commonly 1 cm,

3 mL cuvettes are used, filled with a sufficient amount of the

sample in such way that the light beam does not pass close to

the meniscus. Narrow cuvettes (widths < 0.5 cm) should have

black-masked side-walls to prevent light beam reflection and

absorption flattening artifacts [26]. The same cuvette should be

used for all the measurements of one system (titration). A good

cleaning of the cuvettes is essential (see producer manual or

[9]), particularly for ligands that adhere to glass (e.g., porphy-

rins). For particularly adhering ligands, whose ICD spectra are

measured in the vis range (>360 nm), the application of dispos-

able plastic cuvettes can solve or at least minimize the problem.

However, for dyes that strongly adhere to cuvette walls the

collected chiroptical spectrum does not correspond to condi-

tions in homogeneous solution and thus cannot be interpreted

according to here given rules.

Buffers: DNA and RNA require specific buffers and ionic

strengths to be reliably folded into their native secondary

structure. Significantly lowering the ionic strength before or

during the experiment (i.e., upon dilution by ligand solution ad-

dition) will not only impair buffering capacity but also will in-

fluence the DNA/RNA secondary structure and consequently

change the corresponding ECD bands. Commonly, the experi-

ments should be performed at pH 5–8 and ionic strength

>1 mM.

Instrumental conditions: Instrument parameters differ among

the instrument producers; here we will suggest those of Jasco

J-810, but other instruments have corresponding ones. The pa-

rameters to control are: wavelength range, scan rate, bandwidth,

averaging time and number of scans.

Wavelength range: Start: 220 nm (at lower wavelengths the

total absorption of samples is high and requires specific condi-

tions). End: maximum absorption of sample + 50 nm (the addi-

tional wavelength range is required to monitor if the baseline

beyond the absorption region of the sample is flat after

spectrum subtraction).

It is compulsory to monitor in parallel the two channels corre-

sponding to ECD and HT (related to absorbance) signals. The

ECD channel is often reported in mdeg, related to ellipticity.

To convert mdeg in absorbance units, the following formula

holds: θ (mdeg) = ΔA/33000.

In biopolymers fields, the molar ellipticity [θ] is still used,

defined as [θ] = (θ/lc) where l is the path length in cm and c the

molar concentration. We, however, recommend its conversion

in molar circular dichroism: Δε = ΔA/lc = [θ]/3300.

On the other hand, if the ECD data are used to monitor ligand

binding, they can be directly plotted and interpolated in mdeg.

In general, the slower the collection of data and the larger the

number of scans are, the better is the quality of final data. How-

ever, it is better to average a number of faster scans than collect

one scan very slowly. A more detailed analysis of parameters,

which are necessary for the collection of high-quality data for

binding isotherms is given in a specialized review [9]. Here we

propose parameters allowing for the collection of one spectrum

within a reasonable time and an acceptable quality. The

following settings are recommended: Scanning speed:

50–100 nm/min (a faster speed is applicable for ECD spectra

with wide bands); response (time constant): 1 s; bandwidth:

1 nm; accumulation of scans, which are averaged in one

spectrum: 4, 8 or 16.

Of course, temperature accuracy is crucial in experiments in-

volving DNA/RNA. Modern ECD instruments are equipped

with a dedicated Peltier apparatus, which needs to be adjusted

to the desired temperature.

3.2. Practical binding experiment/step by step
procedure
- Put 2 mL of the buffer solution into a 1 cm path length cuvette

(with a total volume of 3 mL) and record the spectrum of the

buffer. The ECD spectrum of the buffer will not be zero, so the

buffer background spectrum should be subtracted after each ad-

dition of DNA and sample. Remember the orientation of the

cuvette in the holder and maintain it throughout the experiment.

- Add an aliquot of DNA stock solution to the cuvette to get

c(polynucleotide) = 10–40 µM in the cuvette. Subtract the

buffer spectrum from the DNA spectrum. The baseline in the

range λ > 300 nm should be zero. If not, check for turbidity of

the solution or other causes referred in chapter 2.

- Then, add aliquots of ligand stock solution (preferably at

mM concentration) into the cuvette to cover the ratio

r[ligand]/[polynucleotide] = 0.1–1 in 0.1 step size (within this range

all major binding events shown in Figure 2 are usually

detectable and can be subjected to detailed analysis). The incu-

bation time prior to the collection of the spectrum depends on
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the kinetics of binding, determined previously by other methods

(UV–vis or fluorimetric titration). After each addition, the

buffer background spectrum should be subtracted.

It takes about 10–20 min to collect one spectrum by multiple

accumulations. During that time, the previously recorded spec-

tra can be processed and compared to follow in real time the

evolution of spectra. Any deviation from the baseline in the

range where the studied ligand/DNA do not absorb light should

be immediately inspected for turbidity (chapter 2). Furthermore,

the Abs channel should be continuously monitored, taking care

that the total absorbance of the sample does not exceed 1.5 or

the limit suggested by the vendor.

3.3. Interpretation of results
3.3.1. Wavelength range < 300 nm: If the ligand does not

absorb light within this range, the changes in the intrinsic ECD

spectrum of the DNA and RNA can be correlated with a change

in the secondary structure due to ligand binding. For instance, a

significant decrease in the ECD spectrum over the whole

200–300 nm range indicates a disruption of helical chirality by

intercalation or severe kinking of the helix by sterically

demanding groove binders. At variance, if the ECD spectrum of

the DNA and RNA does not change significantly, the biopoly-

mer helical structure is preserved, suggesting a ligand groove

binding, outer surface binding, or no/weak binding.

If a ligand does absorb light within this range, the observed

changes cannot be unambiguously attributed to the DNA/RNA,

because the ICD of the ligand (which is in principle unpre-

dictable in intensity and sign), will combine with the intrinsic

ECD spectrum of the polynucleotide. In special cases of poorly

organized ss-polynucleotides, the intensity of the polynucleo-

tide ECD bands may significantly increase while preserving the

ECD band fingerprint. If so, one can presume a strong increase

of polynucleotide helicity [27].

3.3.2. Wavelength range > 300 nm: In this range DNA and

RNA do not absorb light. Thus, all ECD signals can be attri-

buted to the ligand solely. The most straightforward case occurs

with achiral ligands, whereby ligand binding to DNA/RNA

results in an induced (I)CD spectrum.

If the ligand is chiral and has an intrinsic ECD spectrum (see

chapter 2.3., characterization), the difference in the ECD

spectrum caused by ligand binding is obtained by subtracting

the intrinsic spectrum. However, it should be taken into account

that the observed change in the ECD spectrum can have several

origins: a) a change of the ligand’s inherent chirality due to the

structural changes caused by binding; b) an induced (I)CD

as a result of ligand insertion into chiral binding sites;

c) exciton coupling between multiple aggregated ligand mole-

cules.

The appearance of one or more isodichroic points (the CD

equivalent of isosbestic points) during ECD titration suggests

the formation of one dominant type of DNA or RNA/ligand

complex. Usually, a shift of isodichroic points can be observed

during the titration, if it is pushed up to a large excess of ligand

over DNA or RNA. This indicates that another, usually less

preferred binding mode takes place. Isodichroic points

can be found in the DNA absorbing range as well as in a

range >300 nm where the ligand absorbs.

In the experimental conditions of one dominant binding mode

(excess of DNA/RNA binding sites, clear-cut isodichroic

points), there is a restricted number of possible outcomes for an

achiral ligand which can be interpreted in a qualitative way to

afford information about the preferred binding mode (Figure 7).

The following conclusions stem from a large collection of ex-

perimental data and must be regarded as empirical [2,9].

However, they have also been substantiated by some of the the-

oretical approaches which will be mentioned in chapter 7.2.

3.3.3. Weak ICD (intensity of ICD band several times lower

than the ECD band of DNA/RNA): a) Negative sign, non-

linear relation of ICD intensity to ratio r[ligand]/[DNA]

approaching saturation at about r = 0.2–0.3. This is a strong in-

dication of intercalative binding, with the transition moment of

the ligand oriented “parallel” to the long axis of adjacent base

pairs (Figure 7, brown hue and bottom-right panel). It should be

additionally supported by: i) a red-shift of the ligand absorption

band; ii) at least moderate thermal stabilization of ds-poly-

nucleotide; and iii) at least 10 µM binding constant (at common

conditions, pH 5–8, I = 0.05–0.1, rt).

b) Positive sign, non-linear relation of ICD intensity to ratio

r[ligand]/[DNA] approaching saturation at about r = 0.2–0.3. This

indicates either groove binding with a loose orientation of the

ligand with respect to the DNA axis or intercalative binding

with the transition moment of the ligand oriented perpendicular

to the long axis of adjacent base pairs (Figure 7, green hue). Ad-

ditional experiments, preferably NMR are needed.

c) Negligible ICD intensity within signal-to-noise ratio, al-

though other methods indicate a strong binding. Most likely

intercalation takes place with the transition moment of ligand

oriented at an angle to the long axis of adjacent base pairs,

which happens to cancel positive and negative contribution.

This could also be an indication of a ligand binding on the outer

DNA/RNA surface through electrostatic interactions with the

phosphate backbone. However, that is plausible only for highly
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Figure 7: Empirical analysis of ECD and flow LD spectra to establish the preferred orientation of a ligand bound to DNA. We define the transition
moment of the ligand oriented “parallel” to the long axis of adjacent base pairs, when it is halfway between the closest base attachment directions
(bottom right panel). The LD is sensitive to the arrangement of the dye transition moment with respect to the helix axis, and to the overall orientation
of the DNA double helix with respect to the flow direction (see Figure 9, below); Z-DNA is easier to orient than B-DNA because of a more extended
elongation. ECD in the region <300 nm reflects the DNA conformation, in particular the mutual arrangement between nucleobases, which is different
for right-handed B and left-handed Z-DNA. In the region >300 nm, the ligand ICD depends on the arrangement of the ligand chromophore with
respect to the nucleobases. The sign of ICD is opposite for mutually orthogonal transition moments (long vs short axis) allied with an intercalated
chromophore.

positive-charged ligands (at least four net positive charges

present).

3.3.4. Strong ICD (intensity of ICD band similar or stronger

than the CD bands of DNA/RNA): Usually of positive sign,

strongly supports minor groove binding to DNA or major

groove binding to ds-RNA (Figure 7, blue hue).

Exciton-coupled bisignate ICD bands: The appearance of

exciton-coupled bisignate ICD bands (see chapter 2.1. and

Figure 3, top) strongly support the aggregate binding along the

polynucleotide, in which the ligand chromophores form an

aggregate, with a well-defined supramolecular chirality. In this

case, the ECD can still be said to be “induced” by the poly-

nucleotide because it acts as a chiral template. An unambigu-

ous interpretation of exciton-coupled bisignate ICD bands is not

simple due to many different aggregation types which could

take place upon DNA/RNA binding. For instance, at an excess

of ligand over dominant DNA binding site (minor groove),

surplus ligand molecules can form simple dimers within the

DNA minor groove [28], which at even higher excesses over

DNA can change to different, larger aggregates of H- or J-type

[29]. In other cases the ligand can immediately form large

helical arrays along the DNA or RNA as a dominant binding

mode. For instance, a ligand upon binding to a polynucleotide

can show ICD bands for several binding modes (Figure 8, left),

whereby the first binding mode is dominant at r < 0.2, while the

second binding mode (aggregation) is characterized by a new

ICD band at 452 nm at r > 0.2. However, for another poly-

nucleotide, the same ligand can give only one binding mode

based on the uniform aggregation at excess of ligand over poly-

nucleotide bases at r > 0.4 (Figure 8, right) [30].

3.3.5. CD bands out of expected wavelength range: In rare

cases a ligand and DNA can form specific aggregates of very

large sizes, which scatter light in the wavelength range where

the components do not absorb light. In these conditions, a quite

strong, well-defined and reproducible ECD band outside the ex-

pected range is observed. One example is the exceptionally

strong CD spectrum of ψ-DNA [31,32], which is caused upon

ligand addition (spermine) and by far exceeds the wavelength

range at which the ligand and DNA absorb light (>300 nm).

Such phenomenon is not related to standard chiroptical proper-

ties and will not be discussed here, but if a similar signal is ob-

tained, it is advisable to refer to a set of methods dealing with

DNA condensation (AFM, DLS).
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Figure 8: CD titration of poly rA-poly rU (left) and poly rU (right) (c(polynucleotide) = 2.0 × 10−5 mol dm−3) with ligand L at molar ratios r = [L]/[poly-
nucleotide] (pH 7.0, sodium cacodylate buffer, I = 0.05 mol dm−3). Adapted from [30].

4. Linear dichroism, LD
Circular and linear dichroism spectroscopy (ECD and LD) are

often used as complementary tools for the investigation of DNA

or RNA structure, as well as for DNA/RNA interactions with

various ligands [2,6,9,10]. Figure 7 nicely summarizes the

complementarity of the methods.

As mentioned in the Introduction, the measurement of LD

requires the sample to be oriented in a known way with respect

to the polarization of radiation. Different orienting methods

exist for different kinds of samples [2]. For macromolecules

like polynucleotides which adopt a secondary structure with a

preferred direction of elongation (that is, the polynucleotide

helical axis), flow linear dichroism is the most suitable tech-

nique. In this case, DNA/RNA alignment is achieved by means

of a special flow cell described below. Flow linear dichroism is

defined as a difference in absorption of light polarized parallel

and perpendicular to some reference axes taken by convention

to be the flow direction along which the polynucleotide is at

least partially aligned (Figure 9a). Flow LD is therefore a very

useful method for the characterization of ds-DNA or ds-RNA

conformation (base inclination), and of the flexibility and

binding geometry of ds-DNA (RNA)/small molecule com-

plexes [33,34].

The aforementioned flow cell is a cylindrical rotating Couette

cell, where the liquid is subjected to a constant gradient over

the annular gap between the rotating (inner cylinder) and the

fixed coaxial outer cylinder (Figure 9a and c). The speed

of the rotation should be adjusted in such way as to cause

the orientation of the molecule and not a turbulent flow and

5000 rpm is an indicative figure. A necessary prerequisite

for a macromolecule such as DNA is a minimum length

of at least 1000 base pairs to be successfully oriented [10].

LD probes the orientation of base transition moments relative

to the DNA helical axis. Thus, standard B-DNA whose base

pairs are perpendicular to the helical axis will have the

same spectral shape as normal absorption spectra but with

a negative sign in the 240–280 nm region of absorption of DNA

(Figure 10). The negative sign stems from the definition of

LD: LD = A  − A , where A  is the absorption for plane-polar-

ized light parallel to the orientation axis, and A  is the

absorption for plane-polarized light perpendicular to the

orientation axis. For a given ligand, according to induced LD

(ILD), its orientation with respect to the DNA can be deter-

mined by flow LD as long as the direction of the transition

dipole moment within the ligand is known or can be estab-

lished, and the orientation parameter S (Figure 9b) of the DNA

is also known.

4.1. Practical information
A direct comparison of the experimental conditions and materi-

als applicable in ECD and LD reveals that the LD method is

more limited. Here are some reasons:
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Figure 9: a) Schematic diagram of a flow LD instrument. b) Definition of the optical factor relating the direction of sample transition moment and the
macroscopic sample orientation. The formula refers to a uniaxial sample; S is the orientation parameter, which quantifies the extent of effective sam-
ple orientation. c) Schematic illustration of a Couette flow LD experiment applied to a DNA/ligand complex.

Figure 10: LD spectrum of calf thymus (ct) DNA (c = 2 × 10−4 M),
pH 7, sodium cacodylate buffer, I = 0.05 M.

Sample absorbance: LD measures the absorbance only of the

oriented parts of a sample (which can only be estimated),

whereas most quantitative analyses require knowledge of the

total absorbance.

Polynucleotide length and sample concentration: An effi-

cient orientation along the flow requires a minimum length of

the polynucleotide. It is estimated empirically that lengths over

1000 base pairs have a sufficiently high percentage of oriented

DNA molecules to be measured at 100 µM concentrations (still

10 times higher than CD conditions). That precludes an LD ap-

plication for any shorter polynucleotides, thus most of the syn-

thetic DNA and RNA cannot be measured at c < 1 mM.

Light scattering: Non-flat baseline outside absorbing regions is

a clear evidence of light scattering.

LD titrations are also collected as a function of the concentra-

tion of the compound. For that purpose, two types of flow cells

are available: a cell with a total volume of 4 mL that allows

adding stock solutions of the compound into the same cell, and

80 μL cuvettes for which every addition needs to be prepared

separately.

For LD experiments, an additional spinning device is required.

The baseline for LD experiments is measured on the solution in

the non-spinning cuvette and should be recorded before each

separate addition. All measurements should be done in the

same cuvette which requires washing and careful drying
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between the measurements, often implying a long experimental

time.

DNA should be at least 1000 base pairs long and therefore

while preparing the DNA sample solution, sonicating is not

recommended. The concentration of the DNA in the cuvette

should be 100 µM. For the experiments described in the next

section, it is relevant to understand that elongated cylinder-like

polynucleotide fragments are spatially oriented along the liquid

flow obtained by rotation of the solid quartz cylinder within the

fixed outer quartz cylinder, separated by 0.5 mm.

Instrument settings: If the LD device is attached to the ECD

spectrometer, for LD experiments the same settings can be

adjusted as for the ECD experiments. Make sure to choose the

LD option while choosing the channel mode in Data mode and

adjust the bandwidth to 2 nm. The LD unit should be connected

to the outer spinning motor.

4.2. Practical/step by step
Steps, if using an LD unit with a total volume of 4 mL:

• Put 1 mL of a buffered solution of DNA (c = 200 µM)

into the cell. To mix the solution in the cell, spin it by

switching on the motor for a few seconds. Turn off the

spinning and record the spectrum. Then, turn on the spin-

ning up to 5000 rpm and record another spectrum.

Subtract the non-spinning spectrum from the spinning

spectrum to get the LD spectrum of DNA.

• Add an aliquot of the sample solution at a concentration

which corresponds to the desired ratio r[ligand]/[DNA] fol-

lowed by the aliquot of DNA stock solution that will

compensate for dilution. Mix the solution in the cell for a

few seconds, turn off the spinning device and record the

spectrum. After completion of the non-spinning

spectrum, turn on the motor and record the spinning

spectrum. Subtract the non-spinning spectrum from the

spinning spectrum to get the LD spectrum at the first

ratio r. Repeat this for all desired ratios r. While the spin-

ning mode is on, check if there is any bubbling

of the solution and monitor all the channels for scat-

tering.

Steps, if using an LD cuvette with a total volume of 80 μL:

For this cuvette, it is advisable to prepare each solution contain-

ing free DNA and the desired set of ratios r[ligand]/[DNA] sepa-

rately in vials (with a total sample volume of 100 μL) and

consequently transfer 80 μL of each sample into the cuvette,

starting with free DNA, followed by samples from lowest to

highest ratios r.

• Put 80 μL of a solution of DNA (c = 200 µM)

into the cell. Mix the solution for a few seconds with

spinning. Turn off the spinning motor and record the

spectrum. Then, turn on the spinning up to 5000 rpm and

record another spectrum. Subtract the non-spinning

spectrum from the spinning spectrum to get the LD

spectrum.

• After recording the first spectrum, the cuvette should be

washed properly with redistilled water (3 times) and with

ethanol (3 times, spectroscopic grade) followed by

drying it using the air outlet.

• Into the dried cuvette, transfer 80 μL of a ligand/DNA

mixture at a particular ratio r. Mix the solution, record

the non-spinning spectrum and then the spinning

spectrum. Repeat this for all samples.

4.3. Interpretation of the results
If a targeted biomacromolecule is spatially well-oriented in the

sample, a small molecule which binds uniformly to identical,

mutually independent binding sites of the biomacromolecules,

will acquire an LD signal with an intensity proportional to the

quantity of bound small molecules [33,34]. However, the inten-

sity of the LD signal depends on several other factors such as:

a) the orientation parameter of the DNA (S in Figure 9); b) the

orientation of the bound molecule with respect to the macro-

molecule (Figure 7); c) the local direction of the transition

dipole moment allied with the observed absorption band

(Figure 7). Provided that at least factor S is known, one may in

principle use LD measurements to estimate the angle by which

a transition of a bound molecule is oriented relative to the axis

of the DNA helix.

4.3.1. Changes in DNA absorbing region (<300 nm): The LD

spectrum of ds-DNA/RNA can change upon binding of small

molecules due to structural changes of the double helix. For

instance, if upon small molecule binding the DNA/RNA double

helix is shortened or kinked, it will orient less effectively and

the LD signal will be reduced and/or changed in its shape

[33,34]. Alternatively, a marked increase of the negative LD

amplitude at 260 nm with the addition of a small molecule

could imply that the DNA/RNA becomes better-oriented

in flow, due to a stiffening of the ds-DNA/RNA structure

[33,34].

4.3.2. Induced LD (>300 nm): When the compound is added to

the DNA, and if the compound’s absorbing region shows LD

signals, the compound is binding in one or more specific orien-

tations (rather than randomly along the backbone) [6,10,35].

The sign of the induced LD then can give information on the

geometrical orientation of a bound compound to the DNA

(Figure 7):



Beilstein J. Org. Chem. 2018, 14, 84–105.

98

1. Negative ILD: Negative ILD in the compound’s

absorbing region indicates that the transition moment of

the compound, allied with the observed absorption band,

is perpendicular to the DNA axis (90°), which is consis-

tent with intercalation [2,6].

2. Positive ILD: When a positive ILD is observed for the

polarized band of the compound, this implies that at least

the chromophoric portions that are associated with the

observed transitions of the compound are not interca-

lated (inserted between the base pairs, thus being perpen-

dicular to the DNA chiral axis). Instead, the direction of

the chromophore transition moment (e.g., the chromo-

phore long axis indicated by the blue double-arrow in

Figure 7) is most probably oriented at about 45° to the

DNA chiral axis, thus matching the minor groove of the

DNA [6,10]. For a planar molecule, this implies non-

intercalative binding, whereas, for many potentially

nonplanar or flexible molecules, a partial insertion be-

tween base pairs cannot be excluded on this basis.

3. No or very small ILD: The compound is non-specifi-

cally oriented, either due to a mixed binding mode or

externally bound to the phosphate backbone.

5. Vibrational circular dichroism, VCD
VCD is analogous to ECD in the IR region of the electromag-

netic spectrum, where molecular vibrational transitions occur

(between 4000 and 750 cm−1) [3,36]. Recently, VCD has

developed as a reliable spectroscopic method for the

determination of the absolute configuration and conformational

distribution of chiral molecules in solution [1,4,36]. The main

drawback of VCD is the inherently small signal intensity, which

is around 100-fold less intense than for ECD. Despite recent

technical improvements, for accurate results highly concen-

trated samples are still needed. The insufficient solubility of

DNA or RNA samples, as well as aggregation properties often

hamper an application of VCD. Another severe problem is the

need for an IR-transparent solvent, which hinders measure-

ments in purely aqueous solutions, if not done in D2O. The

main advantage of VCD over ECD is that it does not

need the presence of a conjugated aromatic chromophore,

making VCD spectra much richer in bands than a

typical ECD spectrum (just like IR spectra vs UV–vis spectra)

[1,4,36].

Nowadays, density functional theory (DFT) allows a

calculation of the VCD spectrum of a chiral molecule, which

then  can  be  compared  wi th  t he  measu red  VCD

spectrum and by this the absolute configuration (AC) of a

chiral molecule can be determined [37]. Furthermore, an

oligonucleotide VCD spectrum calculation was described

recently [38].

5.1. DNA VCD
In VCD spectroscopy, two major spectral regions can be moni-

tored to probe the structures of nucleic acids. In the region be-

tween 1700–1600 cm−1, the stretching modes of C=O, C=N and

C=C of the nucleic acid bases occur. The vibrational bands

appearing above ≈1650 cm−1 are associated with the C=O (due

to different number of these groups found in different bases,

nucleic acids with different base compositions will provide dif-

ferent VCD spectra) and those appearing below ≈1650 cm−1 are

associated with the C=C stretching modes (with some contribu-

tion from C=N stretching as well) [39,40]. The VCD in this

region is highly sensitive to the secondary structure of DNA/

RNA and may be employed to assess secondary structures and

to monitor their changes upon various stimuli [41]. Similar to

the ECD case, such a correlation is often made on an empirical

basis [39,40] but may be substantiated by theoretical ap-

proaches [38].

The other spectral region interesting for nucleic acids is

1250–1000 cm−1, where the stretching modes of the phosphate

group are found plus some vibrational modes of the sugar

moieties. The VCD appearing in this region is less dependent

on the base composition [42].

5.2. Practical information
Choice of solvent and sample cell: Although the analysis of

biomolecule interactions is best performed in aqueous media,

water is not the most suitable solvent for VCD due to its strong

band (“scissoring” mode) found at 1650 cm−1, overlapping with

the C=O stretching from nucleic acids [35]. Therefore, highly

pure deuterated water (D2O) is used for VCD DNA measure-

ments. The frequency range that is not accessible in D2O is

1150–1450 cm−1 [39]. In that case, ordinary NaCl and KBr

sample cells cannot be used due to their solubility in water.

Instead, CaF2 or BaF2 cells are used in VCD measurements.

CaF2 allows measurements down to 1000 cm−1 while BaF2 is

used for measurements for which a wider spectral range down

to ≈750 cm−1 is needed. Special care must be taken regarding

storing and handling of the cell because of the slight hygroscop-

icity of BaF2. Standard cells for VCD comprise two CaF2

or BaF2  windows separated by a Teflon spacer and

sealed, with path lengths around 50–100 μm [36]. They

have smal l  volumes and must  be  f i l led  careful ly

using syringes, making the addition of aliquots not practical for

VCD.

Sample preparation and instrument adjustments: Sample

concentration at different ratios r in pure D2O should be pre-

pared possibly under anhydrous conditions and inserted into the

cells. IR absorbance adjusted to around 0.4 is optimal for VCD

measurements [36]. This corresponds to a high sample concen-
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tration, which is unfavorable for the measurement of rare bio-

molecules.

Contrary to ECD, VCD instruments use Fourier transform (FT)

collection of spectra. The standard resolution is 4 cm−1 [37].

Because of the small signal-to-noise ratio, several thousand

spectra need to be collected and averaged (at least 2000–4000).

This requires long measurement times, usually 1 h

or longer. VCD spectra must be baseline corrected by

subtracting the solvent spectra from those of the samples. How-

ever, a baseline drift is expected to occur over long acquisition

times.

VCD applications to study DNA or RNA/ligand binding:

Because of several reasons which should be clear from the para-

graphs above, VCD is much less employed than ECD in the

study of adducts between DNA/RNA and ligands. Another

reason is that, due to the frequently very complex pattern of

bands seen in VCD spectra, a clear-cut division into regions

where only the polynucleotide or only the ligand contribute is

impossible, contrary to what happens for ECD. Therefore, we

will briefly mention here a few illustrative applications.

An extensive review has been published in 2009 by Urbanová

[11].

By far the best investigated ligands by VCD are porphyrins.

Studies with both natural and synthetic DNA allowed the

authors to establish the dominant binding modes, helix distor-

tion, and base-pair stabilization [43,44]. In these studies, the

diagnostic signals were those associated with C=O stretching

and interestingly enough, VCD was always used in combina-

tion with ECD. We wish to mention that the interaction of

nucleic acids and metal porphyrins can also be studied by mag-

netic circular dichroism (MCD), a chiroptical spectroscopy

based on the differential absorption of L-CP and R-CP light in

the presence of a strong magnetic field oriented parallel to the

direction of light [45]. Another well-studied ligand

is the anticancer drug daunomycin, proving its preferred inter-

calation site [46]. Finally, we mention a study on cisplatin

bound to a model DNA octamer, whose VCD spectra

were simulated by density functional theory (DFT) calculations

[47].

6. Emission-based polarized spectroscopies:
Fluorescence detected circular dichroism
(FDCD) and circularly polarized lumines-
cence (CPL)
6.1. General
Emission-based spectroscopy methods such as fluorescence-

detected circular dichroism (FDCD) and circularly polarized lu-

minescence (CPL) combine the advantages of both chiroptical

and fluorescence techniques, therefore, being sensitive to mole-

cules which are both chiral and fluorescent [3,48].

The FDCD method is based on the collection of the differential

fluorescence emission of a sample excited alternatively by left

and right circularly polarized light (Figure 11a). Combining the

conformational sensitivity and chiral specificity of ECD with

the detection sensitivity and specificity of fluorescence, FDCD

is far more specific and sensitive than standard transmission

ECD [3,49]. CPL is the differential emission of left and right

circularly polarized radiation from a chiral fluorescent sample

irradiated with non-polarized light (Figure 11b). FDCD and

CPL represent the chiroptical counterparts of fluorescence spec-

troscopy recorded in the excitation and emission mode, respec-

tively. Therefore, while FDCD senses the geometry and proper-

ties of the ground state, CPL senses those of the lowest excited

state [49].

FDCD was used for measuring the mixtures of a fluorophore

and one or more chromophoric but non-fluorophoric species,

whereby it was possible to determine the contribution of only

the fluorescent probe in the system [49], like for instance, a

fluorescent ligand associated with a biopolymer or a fluoro-

phore inserted into non-fluorescent chiral biomolecules (DNA,

RNA, proteins) [3]. In such cases, FDCD monitors specifically

the fluorescent ligand, provided that no energy transfer occurs.

Additional advantages are that it can be used on samples that

are optically dense and/or highly scattering [50]. The latest ap-

plications of FDCD to detect ligand/nucleic acid interaction

date back to the ’80 [51], mostly because of the technical diffi-

culties explained below. On the contrary, CPL is still in its

infancy regarding the same context. The first paper describing

the interaction of ct-DNA with two fluorescent ligands has

recently appeared [12]. CPL may complement ECD by provid-

ing specific information on the emission behavior of a fluores-

cent achiral ligand bound to DNA.

6.2. Some practical advice and guidelines for FDCD
and CPL experiments
FDCD experiments can be done in a fluorescence cuvette with a

1 cm path length in an ECD instrument with a photomultiplier

placed at 90° to the excitation beam to collect ECD and fluores-

cence from the sample simultaneously. The emission signal

should be filtered by using a long-pass filter, or, alternatively,

by an emission monochromator. The most important drawback

of FDCD measurements is the presence of so-called polariza-

tion artifacts, related to the presence of fluorescence polariza-

tion (photoselection) [52]. These are expected to be especially

important for nucleic acids and their adducts because of the size

of the system. An ellipsoidal mirror surrounding the cell can be
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Figure 11: Schematic illustration of an FDCD a) and a CPL b) instrument. Legend: S, source; M, monochromator (excitation wavelength selector);
G, diffraction grating (emission wavelength selector); PEM, photoelastic modulator; PMT, photomultiplier (detector). In CPL, both 0° and 90° setups
are possible; in FDCD, the 90° setup is used.

used to improve the collection of fluorescence emission and to

avoid artefacts [50].

CPL is also subjected to various kinds of artifacts, which need

to be properly considered [12]. It must be stressed that the first

commercial CPL instrument has only recently appeared on the

market, sold by Jasco, Inc., but several home-made instruments

are active.

7. Analysis of the obtained results
It is essential to remember that the here presented methods are

often not sufficient by themselves for the accurate characteriza-

tion of a ligand/polynucleotide complex, but usually are part of

a broader set of methods (including fluorimetric and/or UV–vis

titrations, thermal denaturation experiments, isothermal titra-

tion calorimetry (ITC) experiments, gel electrophoresis, etc.)

[6]. Thus, the interpretation of the results should take into

account all data.

7.1. Binding constant and binding ratio
n[ligand]/[polynucleotide] determination
Traditionally, the affinity of the ligand to DNA or RNA is

calculated from the Scatchard equation (McGhee, von Hippel

formalism) [24], advisably by non-linear fitting of the experi-

mental data (to avoid numerous problems, like large data-

weighing errors, associated with linear Scatchard transformat-

ions) [53], and presuming that a single dominant binding site

occurs for each ligand. An excellent protocol on how to orga-

nize CD experiments and data processing is given in reference

[9]. One of the intriguing new approaches is GlobalFit process-

ing [54,55], whereby the data from all titration experiments

(e.g., CD, fluorescence, ITC, etc.), done at approximately simi-

lar conditions (concentration range, buffer), are processed si-

multaneously. The advantage is not only related to the use of a

broad set of mutually independent methods, which can hardly

have the same artifacts, but also the different sensitivity of each

method for a particular complex formation response. For

instance, a weak ICD band showing a non-linear change in titra-

tion experiments could be an error of the method, but if the non-

linear fitting in GlobalFit procedure agrees with ITC or fluori-

metric titration, then the ICD band can safely be attributed to a

bound ligand.

However, if the ligand binds to DNA/RNA by multiple differ-

ent binding modes within the same titration experiment (which

is also detectable by other methods such as fluorescence and

ITC), then Scatchard-based non-linear fitting cannot provide

binding constants for all binding modes, but only for the preva-
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lent binding at high excess of DNA/RNA over ligand, at which

each ligand is bound independently. One of the possible ap-

proaches was demonstrated on the model (distamycin A and

netropsin), showing how ECD data can be used in deconvolu-

tion of complex systems [56]. Also, singular value decomposi-

tion (SVD) analysis could help, since it allows a model-free de-

termination of the number of linearly independent components

in a given matrix of data [57]. Furthermore, several commer-

cially available programs (e.g., HyperQuad [58] or Specfit [59])

offer versatile approaches to multicomponent spectra analysis,

whereby the introduction of at least some known parameters

(binding constants for dominant binding sites derived from

GlobalFit or Scatchard calculations) allows the deconvolution

of ECD or LD data to give ICD (ILD) bands for each type of

complex. Unfortunately, the intensity and the sign of ICD are

hardly predictable, and in such cases, the computational ap-

proach given below can help.

7.2. Computational approach – a focus on ECD
spectra
The use of computational approaches in the study of poly-

nucleotides and their adducts with ligands may appear a formi-

dable task if one looks at the complexity of the system. In fact,

the calculation approach must rely on relatively small models

and ad hoc calculation strategies. In the past, the first theoreti-

cal descriptions of ECD spectra of polynucleotide/ligand com-

plexes were based on the coupled-oscillator model [60-62] or

on the so-called matrix-method approach (which also includes

magnetic-allowed n–π* transitions) [63,64]. These theoretical

works were essential to substantiate the relation between ECD

spectra and the mode of binding (see chapter 2, interpretation of

results), first established empirically. The coupled-oscillator and

matrix methods are hybrid in the sense that they require the

knowledge of the chromophore transitions either from the litera-

ture or from quantum mechanical (QM) methods. The transi-

tions are then described by a set of parameters (position of the

point dipoles, dipole orientation, dipolar strength) and are

allowed to “interact” through classical electrostatic equations,

for example, the Coulombic dipole/dipole potential. Although

the basic fragmentation or many-body approximation is retained

in some modern calculations methods for DNA/RNA [65-67],

these latter rely explicitly on QM computations such as time-de-

pendent density functional theory (TDDFT) [68]. Alternatively,

more time-efficient QM schemes like the so-called

sTDDFT (simplified TDDFT) and sTDA-xTB (simplified

Tamm–Dancoff approximation with extended tight binding) can

be directly employed on relatively large molecular systems like

DNA [69].

The main aim of QM ECD calculations of complexes between

DNA/RNA and ligands is to simulate an ECD spectrum to be

compared with the experimental one. Of course, the absolute

configuration is not an issue here, while the overall geometry is.

Ultimately, then, the aim of such calculations is to substantiate

the occurrence of a certain binding mode which has been

(empirically) assessed by ECD and/or LD, or other spectroscop-

ic techniques [70]. A typical ECD calculation will require three

major steps: a) the selection of an appropriate model, b) the

generation of an input structure, and c) the actual ECD calcula-

tion.

a) Selection of the model: It is obvious that a full QM calcula-

tion of a “real” system made of a large portion of DNA/RNA

helices, counterions, solvating and surrounding water mole-

cules, plus one or more bound ligand molecules, is not afford-

able even with state-of-the-art computers. Therefore, one must

select an appropriate system to be handled at least with the

simplified TDDFT or TDA approaches mentioned above, or

even with standard TDDFT. This necessarily requires the DNA/

RNA to be replaced with a short oligomer, which in turn means

that one must focus only on the ICD in the region >300 nm (see

chapter 3). ECD, and especially exciton coupling, is dominated

by first-neighbor interactions [21], therefore one needs to

consider the nucleobases closest to the ligand. For example, for

an intercalated ligand one may consider the two base pairs

involved in the intercalation and their immediate neighbors,

thus focusing on a basepair tetramer (Figure 12). For groove

binders, the number of base pairs will be necessarily higher.

Counterions are often neglected while water molecules may be

important especially if the ligand has the option to act as hydro-

gen-bond acceptor or donor.

b) Input structure: This is probably the most intriguing step of

the process and can be divided into three sub-steps. In the first

sub-step, one must obtain a molecular model of the DNA/RNA

in the conformation evidenced by previous experiments. The

most obvious source thereof would be PDB database. Then, a

molecular model of the ligand molecule can be generated by

using a molecular-modeling software. At this point, one must

model the binding. A naive approach which can be tried as first

choice would be to manually dock the ligand to the desired site

(intercalation, minor or major groove) and then to relax its

structure and that of the closest base pairs by molecular

mechanics calculations with a good force field [71], by keeping

the remaining structure fixed (first step in Figure 13). Most

often, however, this approach is not accurate enough, and one

must resort to the more typical methods used for modeling of

polynucleotides. These include docking simulations and/or mo-

lecular dynamics (MD) simulations, possibly within a solvent

cavity (second step in Figure 13). The description of these

methods is outside the scope of the present tutorial and special-

ized books should be consulted [72,73].
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Figure 12: Minimal model to be considered to simulate the ICD spectrum of an intercalated ligand. ICD will be dominated by the intrinsic chirality of
the ligand plus the nondegenerate exciton coupling with the most immediate nucleobase pairs (1st sphere). The following nucleobase pairs
(2nd sphere) may possibly be neglected in the ECD calculations, but not in the input geometry generation.

In the second sub-step, one must simplify the structure ob-

tained in the previous step (which would be by far too large for

any QM approach) by cutting all unnecessary parts which are

not expected to make a sizable contribution to the ligand ICD

(see point a) above), neither to change much the structure of the

ligand and of the surrounding nucleobases. Looking at

Figure 12, one will preserve the ligand, the “first sphere” of

nucleobases closest to the ligand, and the “second sphere” of

nucleobases which are necessary to keep the ligand plus the first

sphere in their position. Of course, two or more ligand mole-

cules will be needed if multiple binding occurs (Figure 13) and

relevant water molecules, hydrogen-bonded to the ligand, must

be included.

In the third sub-step, the geometry of ligand(s) and the first

sphere must be optimized with an accurate QM level, for exam-

ple, DFT with a good functional such as M06-2X or ωB97X-D

(third step in Figure 13). The second sphere can be kept frozen,

or at least a part of it can be treated at a lower level of theory

using the ONIOM approach. This optimization step is neces-

sary to obtain a more accurate geometry of the chromophores

which will be used for the ECD calculations, however, it

shouldn’t alter too much the overall geometry of the restricted

model with respect to the whole system obtained after the first

sub-step.

c) ECD calculations: Finally, ECD calculations will be run

(last step in Figure 13) with one of the methods discussed

above, in order of decreasing machine time usage: full TDDFT,

sTDDFT, sTDA-xTB, TDDFT-based fragmentation ap-

proaches. For details, we refer the reader to the literature cited

above. In the actual calculations, one may entirely neglect the

second sphere or include it with some embedding approach like

ONIOM. The QM system should be as small as possible, in-

cluding the ligand(s) plus the closest nucleobases (bottom struc-

ture in Figure 13) [30], but even only a small ligand aggregate

after the templating effect of DNA has been considered to build

its geometry [74].

The calculated ECD spectrum resulting from the above se-

quence will be then compared with the experimental one,

focusing only on the portion of the spectrum allied with the

ligand transitions. It is important to compare not only the sign

but the overall shape including the intensity. ECD is extremely

sensitive to geometry, especially to the reciprocal arrangement

of multiple chromophores. Therefore, in case of a good match,
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Figure 13: Schematic representation of the main steps for calculating the ICD spectrum of a ligand bound to a single-stranded RNA. In this case, a
double binding of cyanine ligands (cya) was expected to occur in two consecutive binding sites. In the final model for ECD calculations, two “cya” mol-
ecules and the three closest nucleobases found after MD were considered. The ICD is exciton-like and is dominated by the exciton coupling between
the cyanine ligands. Adapted from [30].

this will be a strong indication that the tested binding mode is

the correct one. Otherwise, one can try if a different binding

mode leads to a better agreement, with a trial-and-error tactic.

On the other hand, it must be stressed that the described ap-

proach is based on several approximations, especially in the

generation of the input structure. This means that a perfect

agreement between the experimental and the calculated ECD

may not necessarily be obtained even for the correct binding

mode.

Conclusion
The family of chiroptical spectroscopy methods offers a toolbox

of techniques which are very useful to characterize not only

biomacromolecules such as nucleic acids, but also their interac-

tions with small molecules. These techniques are based on the

differential absorption or emission of circularly polarized light,

thus they suffer from intrinsic lower sensitivity than their coun-

terparts not based on polarized radiation. At the same time,

however, they feature greatly enhanced structural sensitivity

and selectivity toward chiral species. Therefore, they lend them-

selves as very practical tools to detect adducts between nucleic

acids and small molecules, follow their evolution upon external

stimuli, quantify their thermodynamics and kinetics, and

provide information about the mode and geometry of binding.

With the further development of computational methods, more-

over, it is expected that spectra-to-structure relationships will

be analyzed with greater accuracy and offer a detailed

snapshot of the biomacromolecule/drug interaction at the mo-

lecular level.
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Abstract
Förster resonance energy transfer (FRET) between a donor nucleobase analogue and an acceptor nucleobase analogue, base–base

FRET, works as a spectroscopic ruler and protractor. With their firm stacking and ability to replace the natural nucleic acid bases

inside the base-stack, base analogue donor and acceptor molecules complement external fluorophores like the Cy-, Alexa- and

ATTO-dyes and enable detailed investigations of structure and dynamics of nucleic acid containing systems. The first base–base

FRET pair, tCO–tCnitro, has recently been complemented with among others the adenine analogue FRET pair, qAN1–qAnitro, in-

creasing the flexibility of the methodology. Here we present the design, synthesis, photophysical characterization and use of such

base analogues. They enable a higher control of the FRET orientation factor, κ2, have a different distance window of opportunity

than external fluorophores, and, thus, have the potential to facilitate better structure resolution. Netropsin DNA binding and the

B-to-Z-DNA transition are examples of structure investigations that recently have been performed using base–base FRET and that

are described here. Base–base FRET has been around for less than a decade, only in 2017 expanded beyond one FRET pair, and

represents a highly promising structure and dynamics methodology for the field of nucleic acids. Here we bring up its advantages as

well as disadvantages and touch upon potential future applications.

114

Review
Introduction
The importance of nucleic acid structure and dynamics in the

understanding of vital processes in living organisms has led to

the development of a large number of techniques for such inves-

tigations. Among the most significant ones are NMR [1] and

X-ray crystallography [2]. Both techniques offer a high struc-

ture resolution and NMR can also provide information on dy-

namics. However, there are occasions where NMR and X-ray

crystallography suffer from drawbacks: the sample amount

http://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:marcus.wilhelmsson@chalmers.se
https://doi.org/10.3762%2Fbjoc.14.7


Beilstein J. Org. Chem. 2018, 14, 114–129.

115

requirement and biomolecular size restriction for NMR and the

difficulties in obtaining crystals and the obvious lack of solu-

tion dynamics for X-ray crystallography. An important method

for biomolecular structure and dynamics investigations that

complements NMR and X-ray, normally at lower resolution, is

Förster resonance energy transfer (FRET) [3,4]. FRET and

especially single-molecule FRET (as an effect of a low number

of biomolecules under study) has the advantage of enabling

structure and dynamics investigations in living cells [3,5,6].

FRET is a process that depends on the radiationless energy

transfer between a donor and an acceptor molecule [7]. The

reason that it can be used as a structure and dynamics technique

is that it depends heavily on the distance and relative orienta-

tion between the donor and acceptor. Typical distances that can

be monitored range between 15–90 Å which well match the

dimensions of biomolecules. The efficiency of an energy-

transfer process (E, between 0 and 100%) can be established

using either steady-state or time-resolved fluorescence spectros-

copy by comparing fluorescence properties with and without the

acceptor molecule present. This efficiency (E) depends on the

distance (RDA) between the donor and acceptor as described in

Equation 1:

(1)

where R0 is the Förster distance (Equation 2), a characteristic

distance of the donor–acceptor pair at which the energy transfer

efficiency (E) is 50%.

(2)

As can be seen in Equation 2 the Förster distance depends on

the quantum yield of the donor (ΦD), the donor/acceptor spec-

tral overlap integral (JDA, overlap between energies of donor

emission and acceptor absorption envelope), the refractive

index of the medium (n), and importantly the geometric factor

(κ, Equation 3). This factor takes the relative orientation of the

transition dipole moments of the donor and acceptor into

account and, thus, introduces an orientation dependence to R0

and consequently also to the energy transfer efficiency, E. The

orientation factor, which ranges between 0 and 4, is governed

by Equation 3:

(3)

where e1 and e2 are the unit vectors of the donor and acceptor

transition dipole moments and e12 the unit vector between their

centers (see Figure 1a; κ can also be expressed using the angles

in Figure 1a: κ = cos φ – 3cos θ cos ω).

In most FRET applications, an orientation factor κ2 of 2/3 is

used. This is the correct value for freely rotating, isotropic

donor and acceptor molecule orientations (Figure 1b). With an

isotropic orientation of the donor and acceptor throughout the

experiment the energy transfer efficiency (E) is directly related

to the distance and the technique becomes a spectroscopic ruler.

Such an assumption is often made, both correctly and incor-

rectly [8-10], for covalently attached external nucleic acid

fluorophores like Cy-, Alexa- and ATTO-dyes. This provides a

powerful means for measuring long distance ranges (typically

35–90 Å) in nucleic acid-containing systems. However, with the

free rotation of the donor and the acceptor the ability of FRET

to monitor changes in orientation between them is also lost.

With virtually static donor and acceptor molecules (Figure 1c)

κ2 can be used to improve the structure resolution via the intro-

duction of orientation information, i.e., FRET will also work as

a spectroscopic protractor. Several investigations, including the

ones by Tor et al. [11], Lewis et al. [12] and Lilley et al. [13],

have taken significant steps in the direction of introducing

orientational information into nucleic acid FRET. Recently, our

group took this progress one step further and introduced

base–base FRET [14], where the donor and acceptor molecules

are nucleobase analogues [15,16]. With the donor and acceptor

molecules rigidly stacked in the base-stack of the nucleic acid

(Figure 1c) this approach provides highly accurate orientation

information and has the potential to increase the structure and

dynamics information obtained in a nucleic acid FRET experi-

ment. Later Asanuma et al. introduced base-stacked aromatic

moieties [17], not working as nucleobase analogues, which also

can be used to provide information about orientation.

In this review we will focus on the FRET between fluorescent

base analogues, i.e., base–base FRET, the theory behind it, the

increased accuracy in orientation factor κ2 as an effect of their

position inside the base-stack, other advantages and disadvan-

tages compared to FRET in nucleic acids using external fluoro-

phores like Cy-, Alexa- and ATTO-dyes as well as finally sum-

marize some of its recent applications. The field started less

than a decade ago with the introduction of the first fluorescent

nucleobase analogue FRET pair, tCO–tCnitro, and we divide this

review into three parts: the first one dealing with the synthesis

of the key players of base–base FRET, i.e., the base analogue

donor and acceptor molecules, the second one dealing with their

photophysical properties and the third one dealing with their ap-

plication in studying nucleic acid-containing systems.

Synthesis of fluorescent base analogues
The development of synthesis methods of nucleobase ana-

logues remains a challenge. This is mainly due to the presence

of multiple reactive functional groups both on the nucleobase as

well as the sugar moiety and requires the introduction of orthog-



Beilstein J. Org. Chem. 2018, 14, 114–129.

116

Figure 1: a) Angles and unit vectors used to define the relative orientations of the donor and acceptor transition dipole moments (e1, e2) and the
separating vector (e12). b) Illustration of the external fluorophores covalently attached to a DNA and their transition dipole moments (e1, e2) with free
rotation relative to the DNA, i.e., isotropic orientation, κ2 = 2/3. RDA is the separation between donor and acceptor. c) DNA top-view (left) and side-
view (right) illustrating the typical situation for the virtually static transition dipole moments (e1, e2) of fluorescent base analogues in base–base FRET
and the distance separating them (RDA).

onal protection groups. A careful consideration of protection

groups is paramount as an extensive use adds additional steps as

well as complexity to the synthesis. The design and synthesis of

fluorescent nucleobase analogues (FBAs) add on additional

challenges such as obtaining features that introduce useful pho-

tophysical properties, for example, extended conjugation. As an

effect of the need for hydrogen bonding properties, size restric-

tion and sterical effects these demands are often conflicting

[15,18,19]. However, there is an increasing number of excep-

tions to this and since the pioneering work of Ward et al. on

adenine analogues [20] a whole range of small modifications to

nucleobases, such as the 8-vinyldeoxyadenosine [21], has led to

the introduction of fluorescence. Considering the differences in

the structures of purines and pyrimidines, adenine is unique

amongst the natural bases as it offers several sites for modifica-

tions: C2, C8, the C6 exocyclic amino functionality and the

vastly explored N7 to C7 substitution leading to 7-deaza-

adenines. On the contrary, for guanine only the C8 and the C2

exocyclic amine are directly accessible for modifications as

well as the previously mentioned 7-deaza substitution. Looking

at the monocyclic pyrimidines, only the C5 and C6 positions are

available for modifications without directly perturbing the base-

pairing properties. The subtle differences between the nucleo-

bases within a class could lead one to believe that the chemistry

developed for modifications of adenine would translate easily to

guanine. Unfortunately, the variety of functional groups

requires different protection group strategies and, moreover,

changes the reactivity of the nucleobase. Since the discovery of

the gold standard of fluorescent base analogues, 2-AP, a multi-

tude of adenine FBAs has emerged [22]. Notable recent exam-

ples of adenine FBAs (see Figure 2 for chemical structures)

include C8 to S8 thio-RNA analogue thA [23], the C8-naphta-

lene substituted adenines cnA and dnA [24], as well as our own

quadracyclic qAN1 [25]. A handful of fluorescent guanine ana-

logues has been synthesized and characterized and includes the

recent turn-on probe BFdG, 3-MI, 2PyG, as well as the emis-

sive RNA analogue thG [23,26-28]. Some notable pyrimidine

analogues include our tricyclic analogues tC and tCO [29-31],

pyrrolo-dC [32] and its derivatives [33] as well as thU, thC [23]

and DMAC [34]. Apart from tC, tCO, qAN1 and thG, FBAs have

not yet been utilized in base–base FRET applications. However,

the brightest of these FBAs combined with a matching donor or
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Figure 2: Notable recent examples of fluorescent base analogues. For cnA and dnA the attachment point to the substituted naphthalene moiety has
been varied.

acceptor molecule could potentially also be used in base–base

FRET in the future.

Synthesis of cytosine analogues for
base–base FRET in DNA
We have put considerable effort into developing the family of

fluorescent base analogues known as the tricyclic cytosines (tC)

[14,29-31,35-38]. The aromatic core of tC was first prepared by

Roth et al. in 1963 as part of a study to obtain pharmacological-

ly active compounds structurally similar to phenothiazines [39].

Compound 1 (Scheme 1) was readily prepared from condensa-

tion of 2,4-dihydroxy-5-bromopyrimidine with 2-aminothio-

phenol under basic conditions at elevated temperatures and was

obtained in 40% isolated yield [40]. Ring-closing of compound

1 to obtain compound 2 was achieved by an acid-catalyzed

cyclization which was found to be general for a large set of

4-hydroxy-5-(o-aminoarylthio)pyrimidines [39]. The mecha-

nism was thought to proceed via protonation of a pyrimidine

Scheme 1: Synthesis of the tricyclic cytosine aromatic core [39].
(a) Ethylene glycol, K2CO3, 120 °C, 1 h, 40%; (b) EtOH, 1 M HCl,
reflux, 16 h, 75%.

ring nitrogen which activates it to nucleophilic attack by an

unprotonated anilino nitrogen on the positive C4 of the pyrimi-

dine ring which carries the hydroxy group. The formed com-
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plex eliminates water and yielded the cyclization product in

75% after isolation.

In an effort to increase the thermodynamic stability of oligo-

nucleotide duplexes for antisense purposes, Lin et al. turned to

size-expanded nucleobase analogues [41]. To this end they

wanted to use the aromatic ring system previously developed by

Roth et al. [39] as a nucleobase analogue to furnish greater π–π

interactions with the natural bases and possibly also to in-

creased hydrophobic effects. A new strategy for the preparation

of tC analogues was used, starting from 5-iodo or 5-bromo-2´-

deoxyuridine (Scheme 2) [41]. Compounds 3 and 4 were

reacted with acetic anhydride in pyridine to protect the deoxyri-

bose hydroxy groups. The O4 position was then activated by

sulfonylation using 2-mesitylenesulfonyl chloride. The subse-

quent condensation with the appropriate 2-aminothiophenol or

2-aminophenol afforded compounds 5 and 6, respectively.

Refluxing 5 with t-BuOK in EtOH generated 7 in 38% isolated

yield. When 6 was treated with the same cyclization conditions

as 5 only dehalogenation was observed. Compound 8 was ob-

tained by first removing the acetyl protecting groups using

ammonia in MeOH, followed by cyclization by refluxing depro-

tected 8 with KF in EtOH. Presumably, a transient Michael ad-

dition of the hydroxy group to the C6 position of compound 6

increases the reactivity of the C5 position towards substitution.

Standard dimethoxytritylation of compounds 7 and 8 furnished

product 9, which was used in the next step without isolation and

10 in 50% yield over three steps, respectively. Lastly, phos-

phitylation yielded the corresponding H-phosphonates 11 in

71% yield over two steps and 12 in 80% yield (Scheme 2).

In 2001, tC was reported as a fluorescent nucleobase analogue

[39]. The tricyclic core was synthesized as reported by Roth et

al., and subsequently functionalized with a carboxylic acid

handle for PNA labeling [39]. In 2003, tC [35] was synthesized

bearing a 2´-deoxyribose functionality and thoroughly photo-

physically characterized (vide infra). tC was later functionali-

zed with a phosphoramidite and incorporated into oligonucleo-

tides [30]. However, the fully detailed synthesis with complete

characterization was published in 2007 as a Nature Protocol

paper [37]. The aromatic core of tC was prepared according to

the procedure of Roth et al. (Scheme 1), followed by a glycosyl-

ation using the sodium-salt method as later also performed in

the synthesis of tCnitro in 2009 (reaction c, Scheme 3) [14,42].

The synthesis was finished by standard DMTr protection and

phosphitylation furnishing tC deoxyribose phosphoramidite in a

total of 2.1% yield over 6 steps [43,44]. In 2008, the oxo-ana-

logue tCO, which Lin et al. initially prepared in 1995 [41], was

re-synthesized in order to characterize its photophysical proper-

ties, using the same procedure except that p-toluoyl protecting

groups rather than acetyl were used [31].

Scheme 2: Synthesis of protected tC and tCO deoxyribose phos-
phonates [41]. (a) Ac2O, pyridine, rt; (b) 2-mesitylenesulfonyl chloride,
TEA, then 2-aminothiophenol or 2-aminophenol, DBU, rt, 27% and
54% yield, respectively, over two steps; (c) t-BuOK in EtOH, reflux,
38%; (d) NH3 in MeOH, rt, then 10 equiv of KF, EtOH, reflux; (e) 4,4´-
dimethoxytrityl chloride, pyridine, rt, yielding 50% of compound 10 over
three steps; (f) 2-chloro-4H-1,3,2,-benzodioxaphosphorin-4-one, pyri-
dine, DCM, 0 °C, 71% over two steps and 80%, respectively.

In 2009, we published the first base–base FRET system using

tCO and tCnitro [14]. Nitro groups introduce an increased

charge-transfer character to chromophores, which generally

results in absorption at lower energies [38,45]. Hence, tCnitro

was envisioned to be able to accept the energy transferred from

tC or tCO, and, thus serve as a FRET acceptor. The synthesis of

tCnitro followed the procedure of Roth et al. [39] to furnish the

aromatic core 13 (Scheme 3). Compound 13 was then glycosy-
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Scheme 3: Synthesis of protected tCnitro deoxyribose phosphor-
amidite [14]. a) aq NaOH, 24 h, reflux; b) EtOH, HCl, 24 h, reflux, 15%
over two steps; c) DMF, toluene, 3,5-di-O-p-toluoyl-α-D-erythro-pento-
furanosyl, NaH, 18 h, rt, 11%; d) MeONa, MeOH, 18 h, rt, 71%; e) pyri-
dine, DMAP, DMTr-Cl, 18 h, rt, 74%; f) DCM, DIPEA, 2-cyanoethyl-
N,N-diisopropylchlorophosphoramidite, 1 h, rt, 93%.

lated by making the sodium salt and reacting it with Hoffer´s

α-chloro sugar yielding 14 in 11% yield after isolation [46]. The

p-toluoyl protection groups were cleaved by sodium methoxide

in MeOH, which yielded the free nucleoside 15 in 71%. Stan-

dard DMTr protection furnished compound 16 which was then

activated for oligonucleotide solid-phase synthesis (SPS) by

phosphitylation using CEP-Cl. The total yield of tCnitro deoxyri-

bose phosphoramidite was 0.8% over 6 steps where the acid-

catalyzed cyclization as well as the glycosylation proved chal-

lenging. The latter two steps proceeded with a yield of 15% or

less (17, Scheme 3).

A new synthetic approach to access substituted tricyclic

cytosines was envisioned in 2014 by Rodgers et al. (Scheme 4).

This protocol increased the yield of the parent compound tC

from 10% up to 43% in the glycosylation step of the previously

prepared tC nucleobase (Scheme 4) [47]. This was achieved by

activation of the aromatic core of compounds 18a–c via

trimethylsilylation using BSA (bis(trimethylsilyl)acetamide)

[47], instead of the sodium-salt method [42]. The deoxyribosy-

lation was then achieved using the same Hoffer’s α-chloro

sugar, but in presence of a Lewis acid yielding the protected

nucleosides 19a–c [48]. The cleavage of the protection groups

was achieved with sodium methoxide to furnish compounds

20a–c.

Scheme 4: Improved synthesis of tC and tC derivatives, where R = H,
7-MeO or 8-MeO [47]. a) H2NNH2 followed by H2O2, 20 h, 100 °C,
60–98%; b) PEt3, H2O, diglyme, then Na2CO3 and 5-bromouracil, rt to
120 °C, 2 h, 24–86%; c) HCl, butanol, 120 °C, 24–72 h, 27–86%;
d) BSA (bis(trimethylsilyl)acetamide), Hoeffer´s α-chloro sugar, SnCl4,
0 °C to rt, 2 h, 12–41%; e) NaOMe, MeOH, 30 min, 69–90%.

The improved synthetic route to tCO derivatives started from

the same 3´,5´-di-O-acetyl-5-bromo-2´-deoxyuridine (21,

Scheme 5) as Lin et al. used, but was instead activated for a

condensation using Appel chemistry [41,49]. Compound 21 was

activated using PPh3 in CCl4 which converts the O4 to a 4-Cl

and used in situ with various substituted 2-aminophenols in the

presence of the strong base DBU which resulted in compounds

22a–e. A subsequent protection group removal yielded com-

pounds 23a–e and made the scaffold ready for cyclization.

Initially, CsF was used in place of KF, however, the hygro-

scopic nature of CsF made it impractical to handle. Instead, KF

was used in combination with 18-crown-6 in anhydrous

diglyme which furnished compounds 24a–e in modest 3–24%

yields after isolation (Scheme 5) [47].

Recently, our group gained interest in RNA chemistry and

therefore revisited the synthesis of tCO containing a ribose unit

instead of a deoxyribose [50]. By simply activating the O4 of 25

(Scheme 6) using 2-mesitylenesulfonyl chloride and DIPEA in

MeCN, the successful condensation with 2-aminophenol was

achieved and afforded compound 26 in 71% yield. The cycliza-

tion of 26, which previously suffered from low yields, was

effectively obtained in 86% yield by using an excess of KF in

ethanol and microwave heating at 140 °C. Conveniently, at the

same time all the three acetyl protecting groups were cleaved
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Scheme 5: Improved synthesis of tCO derivatives [47]. a) Ac2O, pyri-
dine, 16 h, rt, 85%; b) PPh3, CCl4, DCM, 5 h, 44 °C; c) DBU, DCM,
R = 4-MeO, 5-MeO, 4-F, 4-Cl, 5-Cl, 15 min, 0 °C; d) NaOMe, MeOH,
3–4 h, rt, 40%, 48%, 61%, 20%, and 41%, respectively, over three
steps; e) KF, 18-crown-6, diglyme, 1–2 h, 120 °C, 20% for R = 8-MeO,
11% for R = 7-MeO, 11% for R = 7-F, 24% for R = 8-Cl, and 3% for
R = 7-Cl.

and the free nucleobase was isolated via precipitation. A

5´-DMTr protection followed by 2´-TBDMS protection and

phosphitylation using CEP-Cl generated the fully protected

monomer ready for solid-phase synthesis [50]. The complete

synthesis of the RNA building block of tCO was in this way

achieved over five steps with a total yield of 28%, improved

from the four step DNA building block synthesis of tCO by Lin

et al. of 22% [41].

Synthesis of adenine analogues for
base–base FRET
Buhr et al. were interested in developing modified adenosines

that could thermodynamically stabilize double-stranded nucleic

acids [51]. In 1999, a short synthesis article regarding quadra-

cyclic adenine, qA, was published, however, it lacked a full ex-

perimental procedure (Scheme 7). The synthesis started from

6-chloro-7-iodo-7-deazapurine functionalized at the N-9 posi-

Scheme 6: Synthesis of protected tCO ribose phosphoramidite [50].
a) MesSO2Cl, DIPEA, MeCN, 4 h, rt; b) 2-aminophenol, 30 min, rt,
71% over two steps; c) KF, EtOH, 2 h, MW 140 °C, 86%; d) DMTr-Cl,
pyridine, 1.5 h, rt, 72%; e) AgNO3, TBDMS-Cl, pyridine, THF, 4 h, rt,
76%; f) 2-cyanoethyl-N,N-diisopropylchlorophosphoramidite, DIPEA,
THF, 1 h, rt, 93%.

tion with Hoffer’s α-chloro sugar (31, Scheme 7). This material

was functionalized further using a Stille coupling to afford a

mono-Boc-protected o-iodoaniline 32 in 68% yield after isola-

tion [52]. The cyclization was performed via nucleophilic

aromatic substitution with DBU and DABCO. Presumably

DABCO activates the chlorine and modifies it into a better

leaving group allowing the sterically hindered base DBU to

abstract a proton from the protected aniline which allows the

cyclization. Standard Boc deprotection using TFA gave com-

pound 33 in 96% over two steps. This was followed by

p-toluoyl deprotection using sodium methoxide in methanol to

afford 34 in 64% yield after isolation. Then, the material was

protected with DMTr-Cl yielding the protected nucleoside in

65% yield. Subsequent phosphitylation followed by salt-forma-

tion finally furnished compound 35 in 52% over two steps.

Since the quadracyclic adenine presented an overall structural

similarity with adenine and keeping a very rigid heterocyclic

system suggesting few options for the molecule to decay from

excited states via non-radiative processes, in 2012 we decided

to re-synthesize the quadracyclic adenine according to the pro-

cedure of Buhr et al. (Scheme 8) [51,53]. However, in our

hands the vital cyclization reaction starting from compound 36

(Scheme 8) never provided more than a 46% yield of 37 after
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Scheme 8: Synthesis of protected deoxyribose qA for DNA SPS [53]. a) AcCl, MeOH, rt, 40 min; b) p-toluoyl chloride, pyridine, overnight, 0 °C to rt;
c) AcCl, AcOH, H2O, 0 °C, 36% over three steps; d) NaH, MeCN, 30 min, rt, then 2 h at 60 °C, 73%; e) t-BuLi, SnBuCl3, THF, 2h, −78 °C, 65%;
f) Pd(PPh3)4, CuI, CsF, DMF, 1 h, 100 °C, 55%; g) DABCO, DBU, DMF, 16 h, 75 °C; h) 25% TFA in CH2Cl2, 1.5 h, 0 °C to rt, 46% over two steps;
i) NaOMe, MeOH, overnight, rt, 61%; j) DMTr-Cl, pyridine, 1 h, rt, 68%; k) 2-cyanoethyl-N,N-diisopropylchlorophosphoramidite, DIPEA, CH2Cl2, 1.5 h,
rt, 79%.

Scheme 7: Synthesis of protected deoxyribose qA [51]. a) N-(tert-
Butoxycarbonyl)-2-(trimethylstannyl)aniline, (Ph3P)2PdCl2, DMF, 24 h,
60 °C, 68%; b) DABCO, DBU, DMF, 21 h, 75 °C; c) 25% TFA in
CH2Cl2, 3 h, rt, 96% over two steps; d) NaOMe, MeOH, rt, 64%;
e) DMTr-Cl, pyridine, 65%; f) 2-chloro-4H-1,3,2-benzodioxaphos-
phorin-4-one, pyridine, CH2Cl2, 30 min, 0 °C to rt; g) aq triethylammo-
nium bicarbonate, 52% over two steps.

TFA deprotection of the Boc group compared to the previously

reported 96% [51].

The base-pairing properties of qA with T and selectivity were

found to be excellent. Moreover, the melting temperature of the

oligonucleotides remained close to those of unmodified se-

quences indicating that qA is an excellent adenine analogue

[53]. Unfortunately, the photophysical properties of qA were

not satisfactory for an internal FRET fluorophore and, thus, we

moved on by modifying the quadracyclic aromatic core but

leaving the advantageous base-pairing properties. To this end,

we needed to develop a more straightforward and versatile

synthetic route. The Stille coupling was changed to a

Suzuki–Miyaura coupling and the cyclization was performed

directly starting from the free aniline nitrogen, as we found that

Boc protection was required only for cyclization when using

DBU and DABCO. To faster screen a larger set of new com-

pounds for fluorescent properties we envisioned that it was

unnecessary to carry the entire sugar moiety through the synthe-

sis. Thus, by alkylation of 6-chloro-7-iodo-7-deazapurine (41,

Scheme 9) followed by a Miyaura-style borylation of com-

pound 42, inspired by Thompson et al. we achieved compound

43 in a yield of 77% over two steps [54]. This material was

functionalized in two different studies: first by using pyridine-

type anilines and later with R-group modifications to the top

ring (Scheme 9) [55,56].

Among the quadracyclic adenine analogues in those two studies

we found qAN1 to be a promising candidate as a FRET donor

due to its high quantum yield of 0.18 (vide infra) [55]. To
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Scheme 9: Synthesis of qA derivatives. a) EtI, Cs2CO3, DMF, 4 h, rt,
90%; b) HBPin, Pd(PPh3)4, Et3N, 1,4-dioxane, 24 h, 80 °C, 86%;
c) PdCl2(PPh3)2, K3PO4, MeCN, H2O, 80 °C, 2 h, 56–86%; d) TMS-Cl,
THF, 30 min, rt; e) LiHMDS, THF, 100 °C, 3 h, 33–71%.

develop an adenine acceptor for qAN1, a similar approach as

for the tricyclic cytosines was performed, i.e., the introduction

of a nitro functionality in the outer ring of qA. In an extensive

investigation qAnitro was synthesized and characterized and we

found it, indeed, to be a suitable FRET acceptor for qAN1 (vide

infra). The full synthesis scheme and characterization of this

adenine–adenine analogue FRET pair was recently published by

our group [25]. The synthetic approach was to first construct a

common intermediate that could be used for various Suzuki-

coupling partners similar to what we previously reported [55],

by first protecting 6-chloro-7-iodo-7-deazapurine with tert-

butyldimethylsilyloxymethyl (TBDMSOM) in 86% yield over

two steps (44, Scheme 10). A Miyaura-type borylation afforded

the common intermediate 45 in 91% yield and Suzuki coupling

was then achieved efficiently for both 2-amino-3-iodopyridine

as well as 2-iodo-4-nitroaniline in (46) 95% and (47) 86% yield,

respectively. The activation of the exocyclic amine was

achieved by using AcCl which provided a more robust cycliza-

tion using LiHMDS than if activating the amine using TMS-Cl.

This furnished compounds 48 and 49 in 89% and 87% yield, re-

spectively, over two steps. The subsequent Boc protection gave

compound 50 in 89% and compound 51 in 83% yield. The

quantitative TBDMSOM deprotection set the stage for a glyco-

sylation using Hoffer’s α-chloro sugar and compounds 52 and

53 provided the desired β-anomer after purification in 69% and

55% yield, respectively. Global deprotection using sodium

methoxide followed by standard DMTr-protection and phos-

phitylation provides the activated monomers for solid-phase

synthesis [25]. The overall yield of qAN1 and qAnitro phosphor-

amidite was 19% and 14%, respectively, which is significantly

higher than our previous synthesis of qA (6% overall yield)

starting from 6-chloro-7-iodo-7-deazapurine (Scheme 10).

Photophysical properties of tricyclic cytosine
analogues in nucleic acids
The tricyclic cytosine base analogues 1,3-diaza-2-oxopheno-

thiazine (tC), and its oxo homologue, 1,3-diaza-2-oxophenox-

azine (tCO) (Scheme 1 and Scheme 2) are both excellent fluo-

rescent base analogues as well as donors for base–base FRET in

nucleic acids [14,29-31,36]. Extensive evidences that both these

base analogues mimic the behavior of natural cytosine have

been found using UV–vis [30] and NMR spectroscopy [36],

e.g., exchanging cytosine for one of them results in a virtually

unperturbed B-form DNA helix. Importantly and as the first

fluorescent base analogue with such properties, tC shows high

and stable quantum yields (around 20%) both in monomeric

form, in single- as well as in double-stranded DNA [29,30]. The

quantum yield of tCO in different environments is even higher

than those of tC [31]. While slightly dependent on the neigh-

boring base environment they are still very stable compared to

other common fluorescent base analogues [15,16]. The absorp-

tion maxima of tC and tCO in DNA are found at approximately

395 and 365 nm (Figure 3) [30,31], respectively, and, thus, are

well separated from the absorption of the natural nucleobases.

The emission of tC and tCO in duplex DNA display large

Stokes shifts, cover a broad wavelength region and the maxima

are found at 505 and 450 nm (Figure 3), respectively [30,31].

Their spectral envelopes, which are an important factor for the

overlap integral in FRET, are robust to changes in the local

environment.

The fluorescence decays of tC are all monoexponential in

single- as well as in double-stranded DNA resulting in a single

lifetime of 5–7 ns depending on the sequence surroundings [30].

For tCO single-stranded surroundings generally result in biexpo-

nential decays, whereas duplex surroundings, as in the case for

tC, result in single fluorescence lifetimes (3–5 ns) [31]. High

and stable quantum yields and single lifetimes in duplexes

along with firm stacking are properties that make tC and tCO

excellent FRET donors. In order to make evaluation of FRET

data more exact, through a high precision in the orientation

factor (κ2), we have also determined the direction of the transi-

tion dipole moments of tC and tCO (35° and 33° clockwise from

the molecular long-axis as represented in Scheme 1 and

Scheme 2, respectively) [31,35]. To complete the first

base–base FRET pair there was a need for a FRET acceptor that

could match tC and/or tCO. To this end we developed the nitro-

version of tC, 7-nitro-1,3-diaza-2-oxophenothiazine (tCnitro)

(Scheme 3) [14,38,45]. From UV–vis spectroscopy we showed
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Scheme 10: Synthesis of quadracyclic adenine base–base FRET pair. a) HCHO, NaOH, MeCN, H2O, 50 °C, 1 h; b) TBDMS-OTf, pyridine, 1 h, 0 °C
to rt, 86% over two steps; c) HBPin, Pd(PPh3)4, Et3N, 1,4-dioxane, 24 h, 80 °C, 91%; d) PdCl2(PPh3)2, K2CO3, MeCN, H2O, 80 °C, 2 h, 86–95%;
e) AcCl, pyridine, CH2Cl2, 3 h, rt; f) LiHMDS, THF, 100 °C, 2–6 h, 87–89%; g) Boc2O, DMAP, THF, 10 h, rt, 83–89%; h) ethane-1,2-diamine, TBAF,
THF, 2 h, 0 °C to rt, 97–100%; i) NaH, Hoffer´s α-chloro sugar, MeCN, 2 h, 0 °C to rt, 55–69%; j) NaOMe, MeCN or MeOH, 1 h, 50 °C, 81–99%;
k) DMTr-Cl, pyridine, 1.5 h, rt, 55–75%; l) 2-cyanoethyl-N,N-diisopropylchlorophosphoramidite, DIPEA, CH2Cl2, 2 h, rt, 87–90%.

Figure 3: Absorption and emission of tC (dashed line) and tCO (solid
line) in dsDNA. The absorption below 300 nm is divided by three to
emphasize the absorption spectral features of the lowest energy
absorption bands of tC and tCO.

that it, as do tC and tCO, forms stable, B-form duplexes and

stacks firmly inside the DNA. It is a non-emissive chromo-

phore that has an absorption maximum around 440 nm which

overlaps well with the emission of both tC and tCO, thus,

making it a potential FRET acceptor for both of them [14]. The

best spectral overlap is found between the emission of tCO and

the absorption of tCnitro giving a Förster radius (R0) of 27 Å

using an isotropic orientation factor, κ2 = 2/3 [14]. Finally, for a

high precision in orientation factor, i.e., to enable detailed struc-

ture investigations, we determined the direction of the lowest

energy transition dipole moment of tCnitro to be 25° in the oppo-

site direction compared to tC and tCO (i.e., pointing towards the

nitro group) [14].

As was mentioned in the synthesis part above, recently we also

have developed tCO as an internal fluorophore for RNA systems

[50]. The incorporation into RNA oligonucleotides and hybridi-
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zation with a complementary strand results in normal A-form

RNA duplexes. Moreover, the useful absorptive and emissive

spectral properties of tCO in DNA are retained in RNA. Howev-

er, fluorescence decay data for tCO in RNA suggests a less

rigidly stacked conformation in RNA and two lifetimes are

normally needed to achieve a good fit of the decays. With virtu-

ally stable quantum yields of 20–25% inside duplex RNA, tCO

is the brightest internal RNA fluorophore reported to date and,

thus, a promising fluorescence reporter and/or FRET donor also

in RNA systems [50].

Photophysical properties of quadracyclic
adenine analogues in nucleic acids
Extending the repertoire of base–base FRET pairs to other

nucleobases would provide researchers the opportunity of

replacing any sequence position in a nucleic acid with a base

analogue FRET donor or acceptor. This motivated us to venture

into the development of adenine analogues. Quadracyclic

adenine (qA) [51], the emission of which was first reported by

our group, was our initial adenine analogue candidate [53]. It

stabilizes the native B-form DNA and is selective for base

pairing with thymine. The emissive properties are decent both

for the monomer (Φf = 6.8%) and inside DNA even though the

quantum yield is quenched in the latter case. However, the aver-

age brightness in duplex DNA is still higher than that of

2-aminopurine and together with the excellent base-paring

properties it is still a highly useful, environment-sensitive fluo-

rescent-base analogue [53].

Despite its excellent base-analogue properties, the low quan-

tum yield of qA inside DNA disqualifies it for use as a

base–base FRET donor. In order to maintain the base-analogue

properties and achieve improved photophysical properties, we

used quantum chemistry-supported design and developed a

series of four, second generation, quadracyclic adenine ana-

logues, qAN1–qAN4 (Scheme 9 and Scheme 10) [55,56]. As

monomers, these compounds show significantly improved fluo-

rescence properties. Importantly, one of the derivatives, qAN1,

showed a high quantum yield in water (18%) that was not

excessively influenced by varying the solvent, indicating that

qAN1 is not highly sensitive to the direct surroundings [55].

Once incorporated into DNA strands, qAN1 specifically base-

pairs to the complementary base, thymine, and allows forma-

tion of stable B-form DNA [25]. Moreover, the quantum yields

inside DNA are significantly increased compared to those of

qA. However, the quantum yields of qAN1 are slightly sensi-

tive to the directly flanking bases with an average quantum

yield of 6% in dsDNA [25]. The wavelength of the emission

maximum found around 415 nm (Figure 4) in dsDNA is insen-

sitive to the neighboring bases and the spectrum is more struc-

tured compared to the spectrum of monomeric qAN1, implying

a firm stacking inside DNA [25]. The fluorescence lifetimes of

qAN1 inside dsDNA show biexponential decays (average

amplitude-weighted lifetimes ranging from 0.8 to 3.3 ns) for a

majority of investigated sequences as compared to triexponen-

tial decays in ssDNA [25]. Overall, with a brightness

(Φf·ε = 510 M−1cm−1) inside DNA which is 29-times higher

than for qA, specificity towards T and a firm stacking inside

B-form DNA, qAN1 represents an excellent base–base FRET-

donor candidate. To complete the base–base FRET pair the

acceptor qAnitro (Scheme 10) was designed and synthesized

[25]. Spectroscopy-based investigations of the base analogue

properties of qAnitro inside DNA suggest that this derivative of

qA is an excellent A-analogue just like qAN1. The lowest

absorption maximum for qAnitro in DNA is located at 435 nm

(Figure 4) with a molar absorptivity of 5400 M−1 cm−1. As in

the case of tCO and tCnitro there is an excellent spectral overlap

between the emission of qAN1 and the absorption of qAnitro

(Figure 4) resulting in a Förster radius (using an orientation

factor κ2 = 2/3) of 22 Å. This suggested that qAN1 and qAnitro

would constitute a good base–base FRET pair [25].

Figure 4: Spectral overlap between the emission of qAN1 (cyan) and
the absorption of qAnitro (black) in dsDNA. The shaded region consti-
tutes the overlap integral (J integral).

Fluorescent base analogue FRET pairs
inside DNA
When using FRET theory on fluorophores/chromophores that

replace nucleobases of a normal but static DNA, estimated

energy-transfer efficiencies can be simulated using the struc-

ture parameters of the B-form duplex together with photophysi-

cal parameters of the fluorophores/chromophores. In this way

we used the photophysical parameters we already had obtained

for our two FRET pairs, tCO–tCnitro and qAN1–qAnitro, to

design the best combination of donor and complementary

acceptor-containing DNA oligonucleotides [14,25]. We found

that eight DNA strands were sufficient: three donor (tCO/qAN1)

strands, four acceptor (tCnitro/qAnitro) strands and one unmodi-

fied strand serving as the complementary strand in donor-only

reference samples. Combining these strands in an optimal way

we covered distances of 2–13 bases separating the donor and
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Figure 5: Example of typical FRET efficiency as a function of number
of base pairs separating the donor and acceptor (data, blue dots, is an
average of steady-state and time-resolved measurements of the FRET
pair qAN1 and qAnitro). The line shows a curve fitted to the data based
on FRET theory. The top graph shows how the orientation factor, κ2,
varies with number of base pairs separating the donor and acceptor.

the acceptor. For each base separation the FRET efficiency was

investigated both by steady-state and time-resolved emission

measurements. The results of those show an excellent resem-

blance with our predicted values for a nucleobase FRET pair

situated inside a static DNA: an overall sharp (R6) decrease in

the FRET efficiency with increasing numbers of bases sepa-

rating the donor and the acceptor with an overlaid sinusoidal

curvature as a consequence of the effect of the helical nature of

B-form DNA on the orientation factor, κ2 (Figure 5) [14,25].

Both, the measured sets of FRET efficiencies, the one for

tCO–tCnitro as well as the one for qAN1–qAnitro, were fitted to

an averaged, static B-form DNA model using an in-house built

MATLAB script. The best fits agree excellently with the

measured data and suggest that our two FRET pairs are indeed

rigidly stacked inside DNA and serve as excellent distance and

orientation dependent FRET probes (Figure 5) [14,25]. In the fit

we used the associated phase angle (angle between the transi-

tion dipole moments of the donor and the acceptor) and the

spectral overlap (JDA) as the fitting parameters. The phase

angles for the tCO–tCnitro and the qAN1–qAnitro FRET pairs

were 67° and 33°, respectively, that are in good agreement with

the experimentally determined one for the cytosine analogue

FRET pair (58°) and the TDDFT-estimated one for the adenine

analogue FRET pair (41°) [14,25]. Also the spectral overlap

integrals show high similarity to the values resulting from the

best fit. Taken together these two FRET pairs comprise excel-

lent tools to study detailed structure, dynamics and conforma-

tional changes of DNA. An additional advantage with our cyto-

sine and adenine analogue FRET pairs is that they, as a result of

their spectral features, can be combined with each other, i.e.,

qAnitro can replace tCnitro as an acceptor of tCO, and, similarly,

tCnitro can replace qAnitro as an acceptor of qAN1 [25]. A use-

ful advantage of this is that we can now perform base–base

FRET between any sequence positions inside duplex DNA.

Recently Sugiyama and co-workers reported a nucleobase-ana-

logue FRET pair that consists of the 2-aminothieno[3,4-

d]pyrimidine G-mimic deoxyribonucleoside (thdG) (see

Figure 2) [23], developed by the Tor lab, as an energy donor

and 1,3-diaza-2-oxophenothiazine (tC), developed by our lab, as

an energy acceptor [57]. This G–C analogue FRET pair also

displays the general characteristics of an energy efficiency

curve of base–base FRET and is able to emit cyan-green light

from its acceptor molecule tC. The authors used this FRET pair

to study a change from B-to-Z-form DNA using the color and

intensity change of the combined donor and acceptor emission

[57].

FRETmatrix
To enable detailed studies using our FRET pairs we have de-

veloped the freely available software FRETmatrix [58]. It

consists of two parts, one that predicts FRET efficiencies from

structural input and one that can calculate the most probable

structure using measured FRET efficiencies as input.

The first part is useful in the design of a study, as it can predict

the change in FRET efficiency between two base analogues

upon a structural change of the DNA (for example caused by

protein binding). This allows the user to make informed choices

of where in a DNA duplex to incorporate the modified bases to

get useful FRET-change responses. The second, more powerful

part provides structural information based on the FRET effi-

ciencies measured between base analogues positioned on oppo-

site sides of a constraint site. The constraint site can, for exam-

ple, be a protein-induced kink in the DNA. The software needs

the DNA sequence together with photophysical data of the

FRET pair and measured FRET efficiencies as input. Then,

assuming the rest of the DNA is unchanged, the geometrical pa-

rameters of the constraint site can be obtained. This is possible

since the base analogues are rigidly positioned inside the DNA

(Figure 1c) and the FRET efficiencies depend on the relative

distance and angle between them (see Equations 1–3). FRET-

matrix, in this way provides a convenient possibility to study

structural changes of nucleic acids in solution using only emis-

sion measurements [58]. For example, in a small demonstration

study we have shown that the method can be used to resolve the

structure of a 3A (3 adenine) bulge [58]. The same bulge has

been studied by other groups as well, using different techniques

and with similar results [59-61]. An elegant and ground-

breaking way to study and use detailed FRET has also been re-

ported by Seidel et al. By assuring that the external dyes in use
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are truly free to rotate (see Figure 1b; isotropic orientation) an

orientation factor, κ2, of 2/3 can be assumed. In combination

with advanced computer modeling, high accuracy structural pa-

rameters can thus be resolved from FRET measurements

[62,63]. In conclusion, the FRETmatrix (base–base FRET) and

Seidel’s methodology are in a way two extremes, firmly vs

randomly oriented probes, both giving high control of the κ2

value which in turn facilitates high detail structure information

determination.

Studying nucleic acid conformation and con-
formational changes using base–base FRET
Many biologically important processes such as binding of tran-

scription factors to DNA, polymerase–DNA interactions during

replication, gene regulatory systems and structure variation due

to changes in conditions (e.g., B-to-Z-form DNA), generally

involve conformational changes where base–base FRET can be

used with an advantage. The possibility to monitor both, dis-

tance and orientation of these conformational changes and

inherent dynamics of the systems in real time increases the level

of detail accessible in the FRET investigation. Over the less

than ten years they have been available, nucleobase analogue

FRET pairs have been able to monitor several important pro-

cesses including transcription and DNA repair. Here we give a

short summary of a number of those applications.

Higher detail structure information investigations
DNA exists in a variety of conformations depending on condi-

tions. Z-DNA, a GC-repeat rich, thermodynamically less

preferred, left-handed helical conformation that is favored by

cytosine methylation is known to form in vivo under negative

supercoiling or high salt concentrations [64-68]. Circular di-

chroism is traditionally the predominant method to investigate

Z-DNA and to monitor conformational changes from B-to-Z-

form DNA [68-72]. However, the development of nucleobase

analogue-based FRET provided an opportunity to sense the sig-

nificant orientational and distance changes for the B-to-Z-tran-

sition in real time using significantly smaller sample amounts.

Therefore, we set out to use the tCO–tCnitro FRET pair to

develop new methodologies to investigate Z-form DNA [73].

Two different DNA constructs were selected: one of them con-

taining a (GC)7 and the other a (GC)5. The former is a hairpin

which is designed to be able to transform completely into

Z-form DNA at high salt concentrations and the latter is able to

form a B–Z DNA junction under similar, high salt conditions.

The tCO–tCnitro FRET pair was incorporated at three different

base separations (4, 6, and 8 bases between donor and acceptor,

respectively). The results show significant changes in the FRET

efficiencies upon B-to-Z-DNA transition (e.g., from 35 to 8%)

that can, not only, be used to monitor the presence of Z-form

DNA but also to determine the rate constants for these transi-

tions [73]. We showed in this investigation that the FRET-based

method to study Z-form DNA reduces the amount of sample

needed by almost three orders of magnitude compared to the

most commonly used CD methodology [73].

Recently we used our adenine analogue FRET pair,

qAN1–qAnitro, to study the conformational change of B-form

DNA upon interaction with the established minor groove binder

netropsin [25]. Netropsin is an archetypal minor groove ligand

that binds short (4–5 bp) AT-rich sequences [74-76]. In our in-

vestigation we first measured the FRET efficiencies, using both

steady-state and time-resolved emission, between qAN1 and

qAnitro separated by 2–13 bp in a B-form DNA. Thereafter, we

added netropsin until site saturation and again measured the

FRET efficiencies (Figure 6), now for base separations of

4–11 bp [25].

Figure 6: FRET efficiency as a function of number of base pairs sepa-
rating the donor (qAN1) and acceptor (qAnitro). Red dots mark the
measured FRET efficiency with netropsin bound. The black line shows
the best fit to the data based on FRET theory. The blue line shows the
curve for B DNA. The yellow area depicts the range possible if each
netropsin molecule overwinds the DNA as stated in previous literature.

Upon netropsin binding the measured base–base FRET efficien-

cies change significantly in their orientational component

(extreme values are shifted to larger base separations) and also

slightly in their distance component (shows up as a higher

amplitude for the maximum around 9–10 bp). Fitting these

FRET data (Figure 6) points to the best possible DNA helical

twist and rise values results in a decrease in twist and rise by 2°

and 0.25 Å, respectively [25]. This is in contrast to previously

reported values showing slight increases in helical twist and rise

measured, for example, by sedimentation [77], gel electrophore-

sis [78,79], X-ray crystallography [74] and magnetic tweezers

[75]. In our investigation we modeled the general appearance of

a FRET curve resulting from such, small, helical twist and rise

increases (yellow area in Figure 6) and in this way were able to

establish that our data unambiguously show decreases in twist

and rise [25]. One important difference with our system com-

pared to most previous studies is the fact that we use short

DNAs that easily can relax the strain induced by the netropsin
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binding. Our netropsin study shows the general strength and

potential of base–base FRET to investigate even very small

changes in distance and orientation and the finding warrants

further studies of this structural change using a larger set of

DNA sequences containing netropsin binding sites.

Qualitative base–base FRET to investigate vital cel-
lular processes
As clearly shown above, base–base FRET is a powerful method

to obtain structure information with high structure detail. How-

ever, one of its obvious and even more straightforward applica-

tions is merely for monitoring whether a certain process

involves a conformational change or not. A few examples of

such applications are described below.

In a collaborative investigation with Falkenberg and

Gustafsson, we investigated the role of the transcription factor

A (TFAM) in the mitochondrial transcription machinery

[80,81]. The investigation, also involving an extensive use of

gel electrophoresis studies, shows that TFAM, in contrast to

previous reports, indeed is a core component of the machinery.

In the study our FRET pair tCO–tCnitro was site-specifically in-

corporated in various positions close to the HSP1 transcription

initiation site. The results suggest that when TFAM binds to the

DNA, it causes significant structural changes [80]. These

changes are clearly visible in the tCO–tCnitro FRET data that

also indicate that the conformational changes could be consis-

tent with DNA breathing. Moreover, the data demonstrated that

the structural changes upon binding of TFAM near the tran-

scription initiation site are the result of sequence-independent

binding to DNA. The investigation establishes the potential of

using base–base FRET for studying nucleic acid conformations

in vital cellular processes without perturbing the system under

study.

In another report using the tCO–tCnitro FRET pair as a probe of

protein interaction, Ansari et al. investigated the DNA damage

repair system [82]. Here the FRET pair is used to better under-

stand the conformational dynamics along the DNA-lesion

recognition trajectory. The tCO–tCnitro FRET pair was incorpo-

rated on both sides of mismatched regions in a DNA to report

on conformational changes upon DNA repair protein Rad4

interaction. The FRET data obtained support a model in which

Rad4 binds to the mismatched part causing a “twist-open”

mechanism and demonstrates the potential of base–base FRET

in short time-scale kinetics investigations [82].

Conclusion
Base–base FRET has a great potential as a detailed structure

and dynamics tool in biomolecular sciences. It serves as an

interesting complement to FRET pairs based on external fluoro-

phores enabling higher structure resolution and monitoring of a

different distance range with high accuracy. With the recent

advent of new base–base FRET pairs, the coming years offer

great prospects for increased use of such methodology. The

combination of base–base FRET and single-molecule-based

FRET on nucleic acids with external probes as developed by

Seidel et al. [4] comprise a highly interesting opportunity to in-

vestigate structure and dynamics of nucleic acid containing

systems. Recent progress in the field of fluorescent base ana-

logues also starts to close the gap in brightness to external

fluorophores like Cy-, Alexa- and ATTO-dyes and the develop-

ment of a base analogue with properties that are satisfactory for

single molecule use would open up completely new possibili-

ties to study the detailed structure, dynamics and conformation-

al changes of one of the key players in life: nucleic acids.
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Abstract
Fluorogenic oligonucleotide probes that can produce a change in fluorescence signal upon binding to specific biomolecular targets,

including nucleic acids as well as non-nucleic acid targets, such as proteins and small molecules, have applications in various im-

portant areas. These include diagnostics, drug development and as tools for studying biomolecular interactions in situ and in real

time. The probes usually consist of a labeled oligonucleotide strand as a recognition element together with a mechanism for signal

transduction that can translate the binding event into a measurable signal. While a number of strategies have been developed for the

signal transduction, relatively little attention has been paid to the recognition element. Peptide nucleic acids (PNA) are DNA

mimics with several favorable properties making them a potential alternative to natural nucleic acids for the development of fluoro-

genic probes, including their very strong and specific recognition and excellent chemical and biological stabilities in addition to

their ability to bind to structured nucleic acid targets. In addition, the uncharged backbone of PNA allows for other unique designs

that cannot be performed with oligonucleotides or analogues with negatively-charged backbones. This review aims to introduce the

principle, showcase state-of-the-art technologies and update recent developments in the areas of fluorogenic PNA probes during the

past 20 years.
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Review
Introduction
The development of molecular probes that can detect and quan-

tify specific biological molecules with a high degree of sensi-

tivity and accuracy, preferably in situ and in real-time, is an im-

portant research area since it contributes to the advancement of

understanding of complex biomolecular systems and has prac-

tical applications in diverse areas, including clinical diagnostics

and drug discovery amongst others. Molecular probes generally

consist of a recognition element that can bind to the specific

target, and a reporter group that, in combination with an appro-

priate signal transduction mechanism, translates the molecular

interaction into a measurable signal. Among several available

modes of detection, fluorescence detection offers a number of

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Figure 1: The design of classical DNA molecular beacons.

distinct advantages, but mainly that it is relatively simple, selec-

tive, highly sensitive and can be used for real-time monitoring

of the biological targets and even their interactions in vivo. For

nucleic acids, the latter valuable information cannot be ob-

tained by sequencing despite the tremendous advances in the

field in recent years [1].

Accordingly, fluorescent oligonucleotide probes are still one of

the most important tools not only for the detection of nucleic

acids, but also proteins and other non-nucleic acid targets by

employing aptamer technology [2]. However, ordinary fluores-

cent oligonucleotide probes generally show indistinguishable

signals between the free and target-bound states. This means

that additional treatments are required in order to separate the

bound and unbound probes, which is most commonly achieved

by solid phase hybridization followed by washing to eliminate

the unbound probes before performing the fluorescence readout.

These assays require multiple steps, and so are time-consuming

making them unsuitable for real-time monitoring, such as

nucleic acid amplification, monitoring of enzyme activities and

localization and quantitation of nucleic acids in living cells.

Therefore, it is highly desirable to develop a “smart” fluoro-

genic oligonucleotide probe that can directly report the pres-

ence of the target by a simple fluorescence readout in homoge-

neous and wash-free format. One of the landmark develop-

ments in this area is the DNA molecular beacon – a double-

labeled hairpin DNA that can change its fluorescence in

response to the conformational change induced by binding with

the complementary nucleic acid target (Figure 1) [3,4].

While a number of signal transduction and readout strategies

have been developed, even for fluorescence-based detection

alone, the recognition element of the probe is almost always an

oligodeoxynucleotide. During the past few decades, there have

been continuous developments of unnatural oligonucleotides

with superior properties that make them worthwhile alterna-

tives to the traditionally used oligodeoxynucleotide probes. In

this respect, peptide nucleic acids (PNA) [5] have been one of

the most widely used alternative oligonucleotide probes in addi-

tion to locked and morpholino nucleic acids [6,7]. Although

many review articles on fluorogenic oligonucleotide probes

exist [8-17], very few have specifically dealt with fluorogenic

unnatural oligonucleotide probes [18,19]. This review aims to

fill this gap by introducing the principle, showcasing state-of-

the-art technologies and updating recent developments in the

areas of fluorogenic PNA probes. Some examples of PNA

probes for nucleic acid hybridization and detection that may not

be strictly fluorogenic by definition have been included where

deemed suitable.

Overview of PNA and fluorescent PNA
probes
Peptide nucleic acids (PNA) are a unique class of oligonucleo-

tide mimics that consist of a peptide-like backbone. Although

the idea of replacing the whole sugar-phosphate backbone of

DNA with a completely unrelated scaffold such as peptide had

been around since the 1970s [20], it was not until the 1990s that

the first PNA system with an N-2-aminoethylglycine (aeg)

backbone that can recognize its target DNA and RNA was re-

ported [21]. Considering the enormous difference between the

two backbones, it is quite surprising that PNA can still retain

the ability to recognize natural oligonucleotides having a com-

plementary sequence with high affinity and specificity accord-

ing to the Watson–Crick base pairing rules [22]. In fact, PNA

exhibits an even higher affinity and better discrimination be-

tween complementary and mismatched nucleic acid targets than

natural oligonucleotides. In addition, the uncharged peptide-like

backbone of PNA contributes to several unique properties not

observed in other classes of oligonucleotide analogues with

negatively charged phosphate groups. These include the rela-

tive insensitivity of the PNA–DNA or PNA–RNA hybrids to

the ionic strength of the solvent [23], and the complete stability

towards nucleases as well as proteases [24].

Overall, these properties enable the use of PNA for several ap-

plications, including therapeutics and diagnostics [25], and as a

unique tool for DNA manipulation, such as PCR clamping [26]

and PNA openers [27]. Ironically, the very same uncharged
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Figure 2: Structures of DNA and selected PNA systems.

Figure 3: Various binding modes of PNA to double stranded DNA including triplex formation, triplex invasion, duplex invasion and double duplex inva-
sion.

nature of PNA that is the basis of several of the aforementioned

advantages poses new challenges, including a poor aqueous

solubility and the tendency to bind non-specifically to hydro-

phobic surfaces, including other PNA molecules to form aggre-

gates. These can be largely overcome by conjugation of the

PNA to charged or hydrophilic groups or by backbone modifi-

cation [28]. The simplicity of the PNA structure offers unlim-

ited possibilities to design new PNA systems with improved

solubilities and other properties and to incorporate new func-

tions into the PNA molecule [29]. Some notable performance

improvements of the original PNA system based on the aeg

backbone have been realized by constraining the conformation-

al flexibility by incorporating a suitable substituent at a suitable

position (such as in γPNA) [30], or by incorporating cyclic

structures into the PNA backbones (such as in acpcPNA,

Figure 2) [31,32].

The high binding affinity and excellent specificity of PNA

towards their respective nucleic acid targets immediately sug-

gested their potential use as diagnostic probes. In addition, a

broad range of salt tolerance and stability against most en-

zymes are added benefits of PNA probes. Moreover, the ability

of PNA to bind to double stranded (ds)DNA (Figure 3) [33],

dsRNA [34], and other unusual structures, such as G-quadru-

plexes [35], makes PNA an ideal tool for targeting structured

nucleic acid targets. Simple fluorescent-labeled PNA probes

have found extensive applications in nucleic acid detection and

quantitation. Examples of such assays that have successfully

employed PNA probes include array hybridization [36,37] and

staining of intracellular nucleic acids by fluorescence in situ

hybridization (FISH) [38,39]. For the same reasons explained

above in the case of oligonucleotide probes, it is more desirable

to develop a fluorogenic PNA probe that can change its fluores-

cence signal in response to hybridization to its specific target.

The most obvious strategy would be to employ the same prin-

ciple as DNA beacons, whereby two interacting dyes are placed

on a hairpin-forming PNA probe that can switch to an open

conformation upon target hybridization [3,4].
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Figure 4: The design and working principle of the PNA beacons according to (A) Ortiz et al. [41] and (B) Armitage et al. [42]. The DNA binding
domains are shown in red.

It has been reported that short, linear PNA beacons can perform

surprisingly well when compared to linear DNA beacons [40].

This could be attributed to both the ability of PNA to form a

compact structure in aqueous media, thereby forcing the two

dyes in close contact, and the excellent mismatch discrimina-

tion ability of PNA. Several other strategies originally de-

veloped for fluorogenic oligonucleotide probes have also been

successfully applied to PNA probes. These include binary

probes and nucleic acid-templated reactions, strand displace-

ment probes and the combination of ordinary PNA probes with

nanomaterials as an external quencher. In addition, the

uncharged backbone of PNA offers other unique designs, in-

cluding the combination of PNA probes with cationic conju-

gated polymers that simultaneously act as a light harvesting

antenna and fluorescent resonance energy transfer (FRET)

partner, and the combination of short linear PNA probes with

environment-sensitive dyes, such as in light-up and forced inter-

calation (FIT) PNA probes.

PNA probes carrying two or more interacting dyes in
the same strand
The very first PNA probe of this type were independently re-

ported in 1998 by Ortiz et al. [41] and Armitage et al. [42].

These first-generation PNA beacons employed a similar design

principle to that of classical DNA beacons, having a hairpin

structure carrying a fluorophore and a quencher attached to the

stem part. In the normal state, the adopted hairpin structure

forced the fluorescence dye and quencher to be in close prox-

imity, resulting in quenching of the dye. Binding to the comple-

mentary DNA target opened the hairpin structure and restored

the fluorescence. In Armitage’s design [42], the entire beacon

was purely PNA, while in the Ortiz design [41], PNA was em-

ployed as the DNA binding domain and the stem part consisted

of a chimeric PNA–DNA hybrid linked together by a disulfide

bond (Figure 4). The chimeric beacon was immobilized to a

microtiter plate via a biotin tag and was employed for the detec-

tion of PCR amplicons of rDNA from Entamoeba histolytica

[41]. The use of PNA allowed direct detection of double

stranded (ds)DNA targets after simple denaturation due to the

ability of PNA to bind more strongly to DNA and so effec-

tively compete with the DNA re-association.

Another research group from Japan also reported a similar

stem-loop non-chimeric PNA beacon carrying two labels

(TAMRA/Dabcyl) at both ends of the PNA molecule and

demonstrated that the fluorescence changed in response to the

presence of the DNA target [43]. The high stability

of PNA–PNA self-hybrids allows the design of a beacon

with a relatively short stem (four bases). In this particular

case, an interesting pH dependency of the performance

of the PNA beacon was observed, but no explanation was

offered.
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Figure 5: The design of "stemless" PNA beacons.

Figure 6: The applications of PNA openers to facilitate the binding of PNA beacons to double stranded DNA [40,47].

A new generation of PNA beacons was simultaneously re-

ported by Seitz [44,45] and a group at Boston Probes [40,46].

According to this design, a short linear PNA strand was double-

labeled at both ends with a quencher and a fluorophore

(Figure 5). Seitz proposed that the stem-loop structure was not

required because the hydrophobic backbone of PNA tends to

adopt a compact structure to minimize hydrophobic surfaces,

allowing the fluorophore and quencher labeled at opposite ends

of the PNA molecule to make a close contact. However, based

on their detailed comparative studies between stemless PNA

and DNA beacons, the Boston Probes group argued that the

quenching was more likely due to hydrophobic and electro-

static interactions between the fluorophore and the quencher.

Nevertheless, different fluorophore-quencher pairs were used in

the two cases, and so no single explanation may be applicable to

all circumstances. What is clear is that the stemless, unstruc-

tured linear PNA beacons showed an impressive performance in

DNA detection in terms of an excellent specificity, very fast

hybridization kinetics and high signal-to-background ratio

regardless of the salt concentration. Moreover, it can be applied

for the direct detection of dsDNA targets under non-denaturing

conditions either directly for short dsDNA sequences [47] or

with the assistance of a pair of PNA openers for longer dsDNA

targets (Figure 6) [40].

To ensure a close contact between the two labels, amino acids

with opposite charges (typically glutamic acid and lysine) are

usually placed in the vicinity of the labels. This was the prac-

tice originally used by the Boston Probe design and has been

followed since by many others [40]. In another strategy, the

PNA may be terminally functionalized with chelating ligands,

such as iminodiacetic acid, iminotriacetic acid or terminal dihis-

tidine, to form the so-called Snap-to-it probes (Figure 7) [48].

The addition of divalent metal ions, such as Ni2+, results in an

intramolecular chelation that contributes to the reduction in the

background fluorescence of the single stranded (ss) probe by

forcing the labels in close contact. In addition, the chelation also

introduces an additional thermodynamic barrier into the binding

of the DNA target to the unstructured PNA beacons that is akin

to the difference observed between linear and hairpin DNA

beacons [49]. These result in a significant (up to 40-fold)

improvement in the signal-to-background ratio and target

binding specificity [48].

A different strategy to eliminate the background signal problem

from free PNA beacons is to use ion exchange HPLC with fluo-

rescence detection which can separate the signals from the free

and hybridized PNA probes into different channels. In this

HPLC-based assay, the selectivity for single mismatch detec-
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Figure 7: The working principle of snap-to-it probes that employed metal chelation to bring the dyes in close contact and to improve the mismatch
discrimination by increasing the thermodynamic barrier of the probe–target binding [48].

tion was greatly improved compared to the homogeneous assay

using the same probe and targets, which is probably due to the

denaturing effects of the chromatographic conditions employed

[50,51].

Most dual-labeled PNA beacons discussed so far carry a fluoro-

phore and a quencher attached at opposite ends of the PNA

strand via amide bonds. The advantage of this strategy is that

the standard as-synthesized PNA can be used directly without

having to modify the synthetic protocols, but it is difficult to

vary the positions of the label attachment. The use of pre-

formed dye labeled PNA monomers [42,52,53] or post-syntheti-

cally functionalizable PNA monomers [54-59] (Figure 8)

permits facile incorporation of the labels anywhere in the mo-

lecular beacon, which may allow better control of the interac-

tions between the two dyes and is, therefore, an important step

towards a further improvement in the performance of the PNA

probes.

In an alternative design, the fluorophore and either the quencher

or another fluorophore may be placed in close proximity in the

probe molecule, thereby maximizing the interactions between

the two dyes and leading to a more effective quenching. Duplex

formation will alter the interaction if one of the dyes can inter-

calate into the duplex or form a more stable end-stacking com-

plex with the terminal base pair of the duplex (Figure 9).

Several examples of DNA probes with this design are known

[60-64]. This concept has been applied in the design of a

double-end-labeled conformationally constrained acpcPNA

probe for DNA sequence detection that showed a low back-

ground and good response with DNA, as well as offering an

excellent specificity [65].

In addition to fluorophore-quencher interactions, FRET [66]

and pyrene monomer–excimer switching [67,68] have been em-

ployed as alternative mechanisms for inducing fluorescence

changes in the DNA probes. The FRET and monomer–excimer

switching approaches have some advantages over fluorescence

quenching because of the large Stokes shifts and the ability to

measure the signals at two different wavelengths, thereby

providing a means for self-referencing. Furthermore,

unlike the fluorophore-quencher beacons, the FRET and mono-

mer–excimer switching beacons are also fluorescent in the

unbound state, and therefore it is possible to monitor the

success of cellular delivery. In the case of pyrene

monomer–excimer switching, the long fluorescence lifetime of

the pyrene excimers allows facile elimination of background

signals from autofluorescence by time-resolved fluorescence

measurements. A few monomer–excimer switching PNA

probes have been reported. Two or more pyrene labels may be

conveniently placed anywhere in the PNA molecule by

attaching them to a C5-functionalized thymine via amide or
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Figure 8: Examples of pre-formed dye-labeled PNA monomers and functionalizable PNA monomers.

Figure 9: Dual-labeled PNA beacons with end-stacking or intercalating quencher.

click chemistries, and applications for the detection of DNA by

duplex [54] or triplex [69] formation have been demonstrated.

Alternatively, the pyrene label can be placed onto the PNA

backbone as a base replacement (in aegPNA) [55] or as a teth-

ered label through a flexible linker (in acpcPNA) [70].

In most cases, excimer emission is predominant in the single

stranded probe, and hybridization with the DNA target resulted

in an increased monomer emission with a simultaneous de-

crease in the excimer emission. A switching ratio of >30 upon

hybridization with the correct DNA target was obtained with

double-pyrene-labeled acpcPNA probes [70]. Interestingly,

switching in the opposite direction, when the excimer signal is

enhanced upon hybrid formation, was observed in triplex

forming double-pyrene-labeled aegPNA probes [69]. For

FRET-based PNA beacons, these have so far been investigated

in the context of FIT PNA probes (vide infra), which will be

discussed under the topic of PNA probes carrying fluorescent

nucleobases (vide infra).

Dual-labeled PNA molecular beacons have been extensively

used on their own or in combination with fluorescence melting

curve analyses for genotyping [71-73] and analyses of genetic

mutations, including single nucleotide polymorphisms (SNP),

insertions and deletions [74-76]. They have also been used for

the detection and quantification of ribosomal RNA in a wash-

free FISH [77]. Side-by-side comparison showed that the PNA

beacons gave faster hybridization kinetics, a higher signal-to-
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Figure 10: The working principle of hybrid PNA-peptide beacons for detection of (A) proteins [80] and (B) protease activities [82].

Figure 11: The working principle of binary probes.

noise ratio and a much better specificity than DNA beacons. A

PNA beacon has been used as a sensing probe for PCR ampli-

cons in a droplet-based microfluidic device [78], while an inte-

grated microfluidic device that combined sample preparation,

hybridization and confocal fluorescence spectroscopy allowed

amplification-free detection of 16S RNA from a single cell of

Escherichia coli [79]. In addition to the detection of DNA and

RNA targets, hybrid PNA-peptide beacons were designed for

the detection of non-DNA targets, such as proteins

(Figure 10A). According to this design, which was simulta-

neously proposed in 2007 by Seitz [80] and Plaxco [81], the

peptide part acted as the recognition element while the labeled

stem-forming PNA part acted as the switch. Binding of the

target molecule resulted in a conformational change, leading to

a change in the fluorescence signal. The same principle can be

applied for the detection of protease activities (Figure 10B)

[82]. The advantages of using PNA as the switch over DNA

would be the excellent biological stability and the compatibility

of PNA with peptide chemistry. Obviously, the ease of the

opening of the beacon could be fine-tuned to accommodate

the different strengths of the biomolecular interactions to be

investigated by adjusting the length and sequence of the PNA

stem.

PNA-based binary probes and DNA/RNA-templated
reaction of PNA probes
The working principle of binary probes involves the co-hybridi-

zation of two dye-labeled probes at adjacent positions on the

same nucleic acid scaffold or template, which allows the two

dyes to optically interact, such as by FRET or excimer forma-

tion (Figure 11) [83]. In principle, the hybridization of two very

short PNA probes should offer a better selectivity than a single

longer PNA probe. The relative positions of the two labels, as

well as the types of linkers, need to be fine-tuned in order to
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Figure 12: The working principle of nucleic acid templated fluorogenic reactions leading to a (A) ligated product and (B) non-ligated product.

Figure 13: Catalytic cycles in fluorogenic nucleic acid templated reactions [90].

obtain optimal results. In this respect, the ability to site-specifi-

cally label anywhere in the PNA molecule using a pre-formed

dye-labeled monomer or a functionalized monomer that allows

post-synthetic labeling is important [84]. Accordingly, FRET-

based binary PNA probes have been used to monitor RNA

splicing whereby the decrease in distance between the two

probes after splicing resulted in an increased FRET efficiency

[85]. A fluorescent PNA probe was used for the selective ampli-

fication of a rare DNA mutation in K-ras by PCR clamping

and, at the same time, as a sensor probe in combination

with another dye-labeled DNA probe in a single-tube

operation by real-time fluorescence monitoring [86]. More

challenging applications of binary PNA probes for

imaging mRNA expression in living cells is possible at a

proof-of-concept stage, but there is still room for improvement

[87].

While numerous nucleic acid templated reactions involving

oligonucleotide probes are known [88,89], only a few are PNA-

based and fewer are fluorogenic. Each PNA probe carries one

or more reactive groups that cannot react with each other at the

low probe concentrations typically required for detection of the

target molecules (nanomolar range or below). However, binding

of the probes at adjacent positions on the same DNA or RNA

template increases the local concentration of the probes so that

they can readily react, resulting in creating and/or breaking one

or more covalent bonds. They can be sub-divided into reactions

that provide ligated products (Figure 12A) or non-ligated prod-

ucts (Figure 12B). In the latter case, the reacted probes readily

dissociate and are replaced by unreacted probes, creating a cata-

lytic cycle that leads to signal amplification (Figure 13) [90].

Signal amplification is also possible in the former case provi-

ded that the reaction was designed to give a ligated product that
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Table 1: Examples of nucleic-acid-templated fluorogenic reactions of PNA probes leading to ligated products.

System Remarks

Reaction: native chemical ligation of
two fluorescent labeled probes
Probe: aegPNA
Template: oligodeoxynucleotides
Selectivity: 4.3 × 104 (relative to
non-templated reaction); 102 to 103

(relative to single-mismatched
template)
LOD: N/A (all experiments were
conducted at 1 μM or higher
concentrations)
Applications: in vitro detection of
oligodeoxynucleotides
Ref: [92]

Reaction: formation of cyanine dyes
Probe: aegPNA
Template: oligodeoxynucleotides
Selectivity: >50 (relative to
non-templated reaction)
LOD: <500 nM
Applications: detection of
conformational change of
G-quadruplex- and hairpin-forming
oligodeoxynucleotides
Ref: [93,94]

does not bind too tightly to the template, for example by using

isocysteine-mediated native chemical ligation to provide a

ligated PNA with a sub-optimal extended backbone at the liga-

tion site [91].

Examples of the fluorogenic templated ligation of PNA are

given in Table 1 which include the simple native chemical liga-

tion of two fluorophore-labeled probes [92], formation of

cyanine dyes [93,94], fluorogenic Michael addition [95,96] and

cross-linking of dicysteine PNA probes that can bind with pro-

fluorescent bisarsenical dyes [97]. Interestingly, in the native

ligation reaction, the FRET efficiency increased substantially

following the ligation even though the positions of the two PNA

probes hardly changed [92]. It should also be noted that the

selectivity for matched over mismatched templates for these

short PNA probes (>100:1) is higher than in the case of molecu-

lar beacons or other DNA-based probes that are typically much

longer [92].

Examples of fluorogenic non-ligated templated reactions are

summarized in Table 2. Many of these reactions feature the

unmasking of quenched or caged fluorophores by chemical

reactions, such as the Staudinger reaction [98-101], hydrolysis

[102] and group transfer mediated by nucleophilic substitution

[103,104]. Optimizing the conditions requires a good balance

between the affinity of the probe to the template and the effec-

tive strand exchange. This can be achieved by performing the

reaction at low probe concentrations and at a temperature close
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Table 1: Examples of nucleic-acid-templated fluorogenic reactions of PNA probes leading to ligated products. (continued)

Reaction: Michael addition
Probe: aegPNA
Template: oligoribonucleotide
Selectivity: ≈2–3 (relative to
single-mismatched template); up to
80 (relative to non-templated
reaction)
LOD: ≈60 nM; improved to 0.1 nM by
confinement in hydrogels
Applications: amplification-free
detection and quantitation of
extracted miRNA biomarkers for
prostate cancers (miRNA-141,
miRNA-132, miRNA-375)
Ref: [95,96]

Reaction: cross-linking with
bisarsenical dyes
Probe: aegPNA
Template: oligodeoxynucleotide and
oligoribonucleotide
Selectivity: ≈16 (relative to
single-mismatched template); >50
(relative to non-templated reaction)
LOD: 2.5 nM (without amplification);
subnanomolar sensitivity for miRNA
detection (with rolling circle
amplification, RCA)
Applications: in vitro detection of
miRNA let-7a
Ref: [97]

to the melting temperature of the probe-template complex

[104]. Impressive performances of several of these systems

have been demonstrated, mostly with synthetic oligonucleotide

templates, and applications for intracellular nucleic acid detec-

tion are also emerging [90,100]. The unmasking by template-

catalyzed hydrolysis or thiolysis is susceptible to other non-

selective pathways, such as enzymatic hydrolysis, giving rise to

false positive signals or a high background. The masking of

fluorophores by a more stable group, such as azides, is more

attractive. Unfortunately, the phosphine probe generally re-

quired for the unmasking of the azide probe is susceptible to

rapid aerobic oxidation. Accordingly, new developments in this

area are still required. One promising example is the release of

fluorophores by a phosphine-free photocatalyzed reduction of a

self-immolative azide-based linker [105].

Single-labeled PNA probes with additional
interacting partners
PNA-based strand displacement probes
Strand displacement probes consist of a fluorescence oligo-

nucleotide probe strand annealed to another oligonucleotide

strand that is labeled with a second dye and which can interact

with the first dye by quenching or FRET. In the presence of the

complementary nucleic acid target, strand displacement takes

place and results in separation of the two dyes, and so gives rise

to a fluorescence change (Figure 14). The strand displacement

probe combines the advantages of the design simplicity of

linear probes with the high specificity of hairpin molecular

beacons [49]. Labeled PNA has occasionally been used in com-

bination with another DNA as a strand displacement probe. One

of the earliest examples makes use of PNA probes immobilized
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Table 2: Examples of nucleic-acid-templated fluorogenic reactions of PNA probes leading to non-ligated products.

System Remarks

Reaction: thiol-mediated transfer of
quencher
Probe: aegPNA
Template: oligodeoxynucleotide
Rate acceleration: up to 1000
(relative to non-templated reaction)
Selectivity: up to 138 (relative to
single-mismatched template)
TON: 8–38, depending on the type of
linker
LOD: 0.02 nM or less
Applications: in vitro detection of
oligodeoxynucleotides
Ref: [103,104]

Reaction: uncaging of fluorophore by
Staudinger reaction
Probe: aegPNA
Template: oligodeoxynucleotide
Rate acceleration: ca. 188 (relative to
non-templated reaction)
Selectivity: 31–37 (relative to
single-mismatched template)
TON: N/A
LOD: N/A (all experiments were
conducted in low μM range)
Applications: in vitro detection of
oligodeoxynucleotides
Ref: [98]

on fluorescence-polymer-coated polystyrene microspheres and

a quenching DNA strand [106]. The fluorescence of the micro-

sphere was restored upon displacement of the quencher DNA

strand by the DNA target in a sequence-dependent manner.

Better mismatch discrimination was observed with PNA probes

over DNA probes. In another example, a TAMRA-labeled PNA

probe was used in combination with a short Cy5-labeled DNA

oligonucleotide to form a FRET pair for the homogeneous assay

of a SNP. Strand displacement with the unlabeled DNA target

resulted in an increased TAMRA and decreased Cy5 fluores-

cence. Room temperature discrimination of a single base

mismatch from the complementary DNA target was possible

with a detection limit of 10 nM [107].

The use of pyrrolidinyl PNA probes gave an even better

mismatch discrimination than conventional PNA probes
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Table 2: Examples of nucleic-acid-templated fluorogenic reactions of PNA probes leading to non-ligated products. (continued)

Reaction: uncaging of fluorophore by
Staudinger reaction
Probe: aegPNA
Template: oligodeoxynucleotide
Rate acceleration: N/A
Selectivity: >10 (relative to
single-mismatched template)
TON: >100
LOD: low nM
Applications: in vitro detection of
oligodeoxynucleotides
Ref: [99]

Reaction: uncaging of fluorophore by
Staudinger reaction
Probe: γGPNA
Template: oligodeoxynucleotide and
oligoribonucleotide
Rate acceleration: N/A
Selectivity: >10 (relative to
single-mismatched template)
TON: >10
LOD: low nM
Applications: imaging of 23S RNA in
fixed E. coli cells
Ref: [101]
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Table 2: Examples of nucleic-acid-templated fluorogenic reactions of PNA probes leading to non-ligated products. (continued)

Reaction: unmasking of fluorophores
by imidazole-catalyzed hydrolysis
Probe: aegPNA
Template: oligodeoxynucleotide
Rate acceleration: 5.5 × 105 (relative
to non-templated reaction); 11
(relative to DNA-based reaction)
Selectivity: 23–30 (relative to
single-mismatched template)
TON: N/A
LOD: N/A (all experiments were
conducted in low μM range)
Applications: in vitro detection of
oligodeoxynucleotides
Ref: [102]

Reaction: photocatalytic release of
fluorophore by reduction of
self-immolative azide linker
Probe: γ-Ser PNA
Template: oligodeoxynucleotide,
miRNA
Rate acceleration: first order rate
constant (k) 0.64 × 10−3 s−1; could
not be measured for non-templated
reaction
Selectivity: 8–10 (relative to
single-mismatched template)
TON: >4000
LOD: 5 pM
Applications: in vitro and intracellular
visualization of miRNA
Ref: [105]

[108,109]. The slow kinetics of the strand displacement involv-

ing highly stable PNA–DNA hybrids can be a major limitation

of all the PNA-based strand displacement probes. Strand

exchange can be facilitated by heating or increasing the salt

concentration, where Mg2+ is more effective than Na+ [107].

On the other hand, a polycationic comb-type dextran-

poly(lysine) copolymer was shown to strongly promote the

strand exchange of PNA–DNA duplexes by another DNA

strand [110]. The equilibrium of the strand displacement reac-

tion lies on the side of the more stable duplex, and so the orig-

inal strand displacement probes are designed to have lower

stabilities than the final duplexes. This can generally be

achieved by employing a short complementary strand or by

introducing mismatch pairs into the probe [109], but a

C·I pseudocomplementary base pair, which is somewhat less

stable than the C·G pair, has also been successfully employed in

one case [111]. A PNA-based strand displacement probe was

delivered into mammalian cells by employing cationic shell
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Figure 14: The working principle of strand displacement probes.

cross-linked nanoparticles, whereupon its application in the

imaging of cellular mRNA expression was demonstrated [112].

Related to the concept of strand displacement probes, a self-

reporting PNA–DNA primer was designed, whereby a fluoro-

phore-labeled DNA probe formed a duplex with a short

quencher-labeled PNA strand. The sticky end of the DNA part

in the chimeric probe acted as a primer in a PCR reaction,

which, upon chain extension displaced the quencher PNA and

resulted in an increased fluorescence after several rounds of

PCR [113].

Combination of single-labeled PNA probes with
cationic conjugated polymers
The absence of negative charges on the PNA backbone offers a

unique advantage for the development of novel DNA assays

that cannot be made with oligonucleotides or analogues. One

notable example is the use of a labeled PNA probe in combina-

tion with water-soluble cationic conjugated polyelectrolytes

(CCP) for the FRET-based detection of DNA [114]. The CCP is

typically an extended π-conjugated system, such as oligo-

phenylene/fluorene with appending quaternary ammonium side

chains (Figure 15A). Being electrostatically neutral, PNA

cannot bind to these positively charged CCP unless it is first

hybridized with DNA to form a negatively charged PNA–DNA

complex. The CCP acts as a light harvesting antenna that trans-

fers the energy to another label on the PNA probe and, there-

fore, the FRET is observed only when the labeled PNA probe,

its complementary DNA and the CCP are present together

(Figure 15B) [115,116]. It was demonstrated that the fluores-

cence signal obtained via FRET from CCP to fluorescein-

labeled PNA was of an order of magnitude higher than the

direct excitation of the fluorescein-labeled PNA [117]. Accord-

ingly, the light harvesting properties of the oligomeric CCP im-

proved the detection efficiency by signal amplification.

Although the high specificity of PNA probes can already differ-

entiate between complementary and mismatched DNA targets

on its own, the specificity for SNP detection could be further

improved by the use of S1 nuclease, a single stranded specific

nuclease that can digest single stranded DNA or mismatched

duplexes more rapidly than perfect complementary duplexes

[115]. The S1 digestion also improved the signal-to-back-

ground ratio by preventing the binding of the CCP on the DNA

strand in the region remote from the PNA binding site, which is

quite problematic in the detection of long DNA targets derived

from PCR. On the other hand, addition of an organic solvent,

such as N-methylpyrrolidinone [118], or a surfactant [119,120]

improved the performance of the system by reducing the non-

specific aggregation of the hydrophobic CPP and by reducing

its non-specific binding with ssDNA. Up to a 10-fold improve-

ment in the detection sensitivity in the presence of sodium

dodecylsulfate (SDS) was reported [121]. Detection of dsDNA

targets via the formation of high order complexes between

PNA–dsDNA was also possible using a combination of PNA

probes and CPP [122]. The use of a labeled PNA probe can be

avoided by employing a fluorescence dye that can bind to

PNA–DNA duplexes or triplexes, such as thiazole orange (TO)

[123]. A polycationic dendritic fluorophore has also been used

as a FRET donor to fluorescein-labeled pyrrolidinyl PNA

probes giving a highly sequence-specific DNA detection at

room temperature without requiring S1 digestion at a

subnanomolar detection limit [124].

A new CCP called PFBT that can be excited at 488 nm (the

wavelength commonly found in commercial microarray

readers) has been used in combination with Cy5-labeled PNA

probes immobilized on glass slides for the FRET-based detec-

tion of DNA in microarray formats [125]. Approximately

1010 copies (ca. 20 fmol) of unlabeled DNA can be readily

detected following standard surface-hybridization protocols.

The use of the solid support assay format also allows detection

of DNA directly from the fluorescence signal of the CPP bound

to the solid support without requiring labeling on the PNA

probe [126]. Polystyrene microbeads self-assembled on
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Figure 15: (A) Examples of CPP successfully used with labeled PNA probes. (B) The use of single-labeled PNA probes in combination with cationic
conjugated polymers for FRET-based DNA detection.

patterned silicon chips have been used as the solid support for

the PNA–CPP based DNA assay. Using this assay format, a

combination of long-wavelength emissive CPP and PNA

allowed detection of as low as 150 attomol of unlabeled DNA,

or 300 copies (0.5 zeptomol) of Cy5-labeled DNA targets by

confocal microscopy [127]. A fluorescence cationic polythio-

phene that fluoresces upon binding to DNA [128] has been used

as a transducer for the highly specific detection of DNA,

captured by an unlabeled PNA probe immobilized on glass

slides, giving a subpicomole sensitivity that could conceivably

be improved by the use of labeled PNA probes [129].

Combination of PNA probes with nanomaterials as
external quenchers/FRET partners
Graphene oxide (GO) has been used extensively in combina-

tion with dye-labeled DNA for fluorescence-based DNA/RNA

sensing [130,131]. Although ssDNA interacts strongly with GO

via a combination of multiple interactions, it is mainly governed

by hydrophobic interactions and hydrogen bonding between

nucleobases and the GO surface [132]. Duplex DNA interacts

less strongly with GO since the pairing nucleobases are buried

inside the duplex in dsDNA. This phenomenon, together with

the ability of GO to act as an effective fluorescence quencher,

leads to the development of a novel fluorescence DNA sensor

platform based on fluorescence labeled oligonucleotide probes

and GO (Figure 16) [133,134]. Although the applications of

DNA-based fluorescent probes have been well documented, the

non-specific nature of the interaction between ssDNA and GO

can result in competitive displacement of the adsorbed DNA

probes by non-target ssDNA [135-137]. The degree of such

non-specific displacement would depend strongly on the base

sequence and, therefore, false positive results can be expected.
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Figure 16: The concept of PNA–GO platform for DNA/RNA sensing.

The use of PNA as a probe offers a solution to overcome this

issue since the hydrophobic backbone of the PNA probe

appears to enhance the interaction with GO further, making the

non-specific displacement of PNA by non-target DNA unfavor-

able [138]. The stronger interaction also means that fluorescent

labeled PNA probes are more strongly quenched by GO than

DNA probes with an identical sequence, leading to a lower

background fluorescence. Importantly, the adsorbed PNA

probes are still available for the formation of PNA–DNA

duplexes, which are less strongly adsorbed by GO and so this

leads to a release of the hybridized PNA probe from the GO and

an enhanced fluorescence. The drawback of the use of the

strongly adsorbed PNA probes is the rather slow kinetics and

therefore an elevated temperature is often required to promote

the desorption and hybridization of the PNA probes. Detection

limits in the nano- to picomolar range have been achieved,

while the high specificity of PNA allowed differentiation be-

tween complementary and non-complementary DNA, includ-

ing single mismatched DNA as well as RNA targets, although

temperature shifting is often necessary to obtain perfect dis-

crimination [139,140].

The ability of PNA to invade into the DNA duplex allows the

use of a PNA–GO sensing platform for the direct detection of

dsDNA targets without requiring denaturation. Using three dif-

ferent labeled PNA probes, multiplex detection of short synthe-

tic dsDNA that corresponded to the DNA sequences of HVA

(hepatitis A Val17 polyprotein), HIV and HVB (hepatitis B

virus surface antigen) in a single tube was demonstrated [141].

Addition of a very low concentration of bovine serum albumin

(BSA, 0.01%) was shown to enhance the performance of the

PNA–GO-based DNA sensing platform by reducing the non-

specific adsorption of PNA–DNA duplexes to GO, which

resulted in a lower limit of detection (LOD) by almost two

orders of magnitude [142]. The detection limit could be im-

proved further for the detection of microRNA by a sequence

specific RNA-templated DNA ligation to form a circular DNA.

This circular DNA was then used as a template for rolling circle

amplification reaction (RCA) initiated by phi29 DNA poly-

merase to give a long tandem repeat DNA. As low as 0.4 pM of

miRNA could be readily detected with single mismatch speci-

ficity [143].

In addition to the direct detection of DNA and RNA targets, the

PNA–GO platform has also been used for an in vitro assay of

RNA polymerase activities and its inhibition by detection of the

RNA formed [144]. The cell-penetrating ability of nanosized

GO (NGO) allowed cellular internalization of the PNA–NGO

complexes, enabling direct, quantitative and multiplex monitor-

ing of various micro (mi)RNAs in living cells [145]. Side-by-

side comparison showed clear advantages of PNA over DNA

probes, where the DNA–NGO complexes lighted up non-specif-

ically in the presence of the cell lysate, presumably by the inter-

ference of cellular matrices with the DNA–NGO interactions or

by cleavage of the DNA probes by cellular nucleases. Related

to this, hyarulonic acid-coated GO was also employed as a

carrier for introducing PNA into cancer cells for the simulta-

neous detection and inhibition of endogeneous miRNA-21 in
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Figure 17: Single-labeled fluorogenic PNA probes.

CD44-positive MBA-MB231 cells, leading to a decreased

proliferation and inducing apoptosis [146].

In addition to GO, several other nanomaterials have been used

as external quenchers in combination with labeled PNA probes

for the fluorescent detection of DNA or RNA. WS2 nanosheets

can selectively adsorb ssPNA and quench its fluorescence

[147]. The addition of complementary DNA targets resulted in

the restoration of the fluorescence in pretty much the same way

as GO. Likewise, carbon nitride nanosheets [148] and a zirco-

nium-based nano metal-organic framework (UiO-66) [149]

behaved similarly. In addition, they have been successfully used

in combination with PNA for monitoring of miRNA inside

living cells [148,149].

Quantum dots (QDs) are another class of nanomaterial that

offer great promise as a FRET partner for fluorescence detec-

tion of nucleic acids [150-153]. Despite the fact that several ex-

amples of QDs and oligonucleotide probes for DNA/RNA

detection are known [154,155], the use of QDs in combination

with labeled PNA probes was only recently reported for a sand-

wich-type fluorescence detection of DNA at nanomolar concen-

trations [156].

Single-labeled fluorogenic PNA probes
Fluorogenic linear PNA probes carrying a single label

(Figure 17) are highly attractive in terms of their ease of design

and synthesis. To allow the wash-free, homogeneous detection

of target nucleic acids, it is necessary to incorporate an environ-

ment sensitive label onto the PNA probe. Ideally, the label

should interact differently and yield different responses to

ssDNA, ssPNA and PNA–DNA or PNA–RNA duplexes by

various mechanisms, such as groove binding or intercalation.

This fluorescent label may be a stand-alone entity (referred to as

a tethered label) or combined with a nucleobase that integrates

the base pairing and the fluorescence sensing in a single event.

The latter strategy should allow a more precise control of the

position and orientation of the label than the former, and there-

fore should be more sensitive to local environment changes than

the former, which indirectly and non-specifically senses the

global formation of duplex or base stack.

PNA probes with tethered labels
One of the earliest PNA probes in this category are the so-called

"light-up probes", which consist of a short single stranded PNA

probe (ssPNA) linked to the DNA binding dye TO (Figure 18)

at one end of the molecule, usually at the N-terminus, via a flex-

ible linker [157]. The TO binds non-specifically with DNA

duplexes and shows a large fluorescence enhancement upon

binding [158]. PNA–DNA hybridization facilitates the binding

of TO to the PNA–DNA duplexes, resulting in a fluorescence

enhancement due to the increased co-planarity and restricted

motion of the two conjugated aromatic rings in the TO

(Figure 19). The electrostatically neutral backbone of PNA was

originally thought to offer a unique advantage over DNA and

other negatively charged oligonucleotide analogues, since it

would minimize self-binding between TO and the probe itself.

However, subsequent studies have revealed that there are still

significant fractions of TO that are back-bound to the PNA

probe (molar ratio between 0.7 to almost 1.0 at 30 °C) [159].

The smallest fraction was observed in probes with homopyrimi-

dine sequences. In addition, the fluorescence quantum yields of

the probe in the back-bound conformation were lowest in

pyrimidine rich sequences. Therefore, the performance of light-

up probes is rather sequence-dependent, although it could be

marginally improved by increasing the temperature.

Rapid and specific detection of PCR products by light-up PNA

probes in a simple mix-and-read fluorescence assay [160] or by

real-time PCR [161,162] have been demonstrated in the context
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Figure 18: Examples of environment sensitive fluorescent labels that have been incorporated into PNA probes as a tethered label.

Figure 19: The mechanism of fluorescence change in TO dye.

of pyrimidine rich sequences. A pair of pseudo-complementary

PNA probes terminally labeled with TO allowed the detection

of specific DNA sequences in long dsDNA and plasmids with-

out requiring prior denaturation [163]. Although non-selective

binding of the TO label to DNA or RNA duplexes were occa-

sionally observed, this could be suppressed by using a shorter

linker (as in FIT PNA probes, vide infra) or by combination

with a second dye, such as pyrene, that can interact with TO by

π-stacking. Such a combination in a short PNA probe has been

used as a non-covalent affinity label for monitoring small inter-

fering (si)RNA delivery [164,165]. In addition, TO has also

been linked as a tethered label at internal positions of γPNA

[166] and acpcPNA [167], where both showed dramatic light-

up behaviors (50–100 fold) when hybridized to complementary

DNA.

In addition to TO, other environment-sensitive labels, such as

fluorene [168], pyrene [167,169,170], diaminocarbazole [171]

and Nile red [172], have been successfully employed in the de-

velopment of single-labeled fluorogenic aegPNA, γPNA and

acpcPNA probes (Figure 18). Up to a 73-fold fluorescence en-

hancement was observed in the case of a single pyrene-labeled

acpcPNA probe [170]. This is in sharp contrast to pyrene-teth-

ered DNA probes, which are usually quenched after hybridi-

zation due to intercalation of the pyrene in the DNA–DNA

duplex [173,174], unless the pyrene is attached to the base via a

rigid linker that disfavors such intercalation [175,176].

PNA probes carrying fluorescent nucleobases
There are three major strategies to introduce fluorescent

nucleobases into oligonucleotides or PNA probes. These are

(i) the extension of conjugation in the natural nucleobase,

(ii) appending a fluorophore onto a natural nucleobase and

(iii) the use of unnatural, intrinsically fluorescent nucleobases.

They can be divided into fluorescent nucleobases capable of

hydrogen bond formation, which can form specific base pairs

with canonical nucleobases, and those that cannot (i.e.,

universal bases). In this section, only those that have been used

in combination with PNA will be discussed. More general

reviews of fluorescent base analogues in the DNA/RNA context

can be found elsewhere [177,178].

Fluorescent nucleobases capable of hydrogen
bonding ("base discriminating fluorophores")
The structures of fluorescent nucleobases with hydrogen-bond-

ing abilities that have been studied in the PNA context are

shown in Figure 20. The earliest examples of PNA carrying an

intrinsically fluorescent nucleobase 2-aminopurine (2-AP) were
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Figure 20: Fluorescent nucleobases capable of hydrogen bonding that have been incorporated into PNA probes.
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reported since 1997 [179]. The 2-AP in aegPNA selectively

recognizes dT in the DNA strand with comparable affinity to

that for A, and the base pairing resulted in fluorescence

quenching. While the quenching of 2-AP can be useful for

probing the structure and dynamics of the PNA and its DNA/

RNA hybrids, the quenching effect is small and not highly spe-

cific as quenching may also be partly observed in the case of

mis-pairing [180]. In another example, the fluorescence 8-vinyl-

guanine (Vg) in aegPNA forms specific base pairs with C in

DNA and RNA. In addition, Vg can still participate in

G-quadruplex formation similar to dG. The formation of base

pairs or G-quadruplexes was accompanied by fluorescence

quenching, and Vg-modified aegPNA has been used to probe

the interaction between RNA quadruplexes and PNA [181].

Another example of a nucleobase with extended conjugation

that has been incorporated into PNA is 1,3-diaza-2-oxopheno-

thiazine (tC), which is a tricyclic analogue of cytosine [182].

The tC exhibits decent quantum yields of ≈0.2 both in free form

and when incorporated into DNA or aegPNA [183], and forms

specific base pairs with dG, but does not show appreciable fluo-

rescence change upon the base pairing. While this could be ad-

vantageous for several applications, it means that tC–PNA

alone is not useful as a fluorogenic probe. The related tri- or

bicyclic thymine analogues tT and bT (without the additional

aromatic ring) pair specifically with dA when incorporated into

aegPNA, but their fluorescence properties have not been re-

ported [184]. PNA carrying phenoxazine analogues of tC (tCO)

with a positively-charged pendant (so-called "G-clamp") were

prepared in order to improve the affinity of PNA–DNA duplex

by additional hydrogen bonding [185-187]. No fluorescence

properties of these tCO-based G-clamps PNA have been re-

ported, but it is quite likely that they will be non-responsive to

the base pairing similar to PNA carrying tC or tCO [177].

Pyrrolocytosine is another intrinsically fluorescent hydrogen-

bond-forming nucleobase that has been extensively studied in a

DNA context [188,189]. When incorporated into PNA, the

simple phenyl-substituted pyrrolocytosine (PhpC) recognizes

dG in DNA and G in RNA with a slightly increased and de-

creased affinity, respectively, relative to C [190]. Addition of a

positively charged pendant group at the ortho-position of the

phenyl substituent, such as in boPhpC, substantially increased

the binding affinity as well as the specificity due to the addi-

tional hydrogen-bonding interactions with the pairing G residue

analogous to G-clamp phenoxazine. Moving the substituent to

the meta-position, as in mmGuaPhpC, increased the binding

affinity towards RNA while still maintaining good DNA

binding [191]. When incorporated into PNA, these PhpC deriv-

atives exhibited a bright blue fluorescence with large fluores-

cence quantum yield (0.5–0.6), which can be useful for moni-

toring the cellular uptake and distribution of PNA [192]. In ad-

dition, the fluorescence was responsive to the base pairing,

where up to 60% quenching was observed upon duplex forma-

tion with DNA or RNA. The fused ring fluorescence cytosine

analogue 5,6-benzo-pC gave a large Stokes shift (113 nm) and

good quantum yield (0.79) as a monomer. Unfortunately, severe

fluorescence quenching was observed upon incorporation of

this monomer into PNA sequences and no discrimination was

observed among complementary and mismatched DNA targets

[193]. PNA probes carrying PhpM, a deoxy analogue of PhpC,

and its open-chain analogue PhEthM were designed as a fluoro-

genic probe for the detection of RNA duplexes. Isothermal

calorimetric titration suggested that PhpM was less selective

than PhEthM in recognizing dsRNA, and that the binding was

pH dependent. A lower pH was required for protonation of the

nitrogen atom to allow binding with G·C base pairs in a Hoog-

steen fashion. Moderate fluorescence quenching (50–60%) was

observed upon triplex formation [194].

Fluorophore-modified uracils have also been extensively

studied as fluorescent nucleobases in the context of aegPNA.

Modifications have invariably been made at the 5-position of

uracil, which could be functionalized by various aromatics or

alkynes via palladium-catalyzed cross couplings of the corre-

sponding iodouridine derivative. 5-Benzothiophene- and

5-benzofuran-modified uracil in aegPNA exhibited a fluores-

cence that was marginally sensitive to the environment [195].

When incorporated into PNA, benzothiophene-uracil exhibited

an increased fluorescence compared to the free nucleoside. The

opposite effect was observed with benzofuran-uracil, and the

fluorescence was almost completely quenched when G was the

flanking nucleobase. Significant fluorescence enhancement with

a small blue-shift of the emission maxima was observed upon

duplex formation with DNA for both modified uracil deriva-

tives. Unfortunately, the discrimination between complementa-

ry and mismatched duplex observed with benzothiophene-uracil

was limited to sequences with flanking Cs. No discrimination

was observed with benzofuran-uracil PNA unless it was used in

combination with GO as a quencher for ssPNA [196]. In this

respect, the thiophene-modified uracil acted rather like a general

fluorescence label.

On the other hand, the fluorescent nucleobase 5-(pyren-1-

yl)uracil in acpcPNA formed a specific Watson–Crick type base

pairing with dA in the DNA strand, and the duplex formation

was accompanied by a strong (up to 42-fold) fluorescence emis-

sion increase at 465 nm [197]. This is in sharp contrast with the

behavior of the same pyrene-modified uracil in DNA, where no

discrimination was observed among the four canonical nucleo-

bases in terms of both thermal stabilities and fluorescence

responses [198,199].
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Figure 21: Comparison of the designs of the (A) light-up PNA probe and (B) FIT PNA probe.

A similar selective recognition of dT with light-up behavior was

also observed with the fluorescent nucleobase 9-(pyrenylethyn-

yl)adenine when incorporated in acpcPNA, but not in DNA

[200]. In the case of DNA–DNA duplexes, the nucleobase most

likely adopts a syn conformation, thereby placing the hydro-

phobic pyrene moiety in the base stack at the expense of hydro-

gen bonding. The stronger base-pairing in PNA–DNA duplexes

probably make this process less favorable. This emphasizes the

subtle different behavior of PNA and DNA that may make PNA

useful in certain circumstances.

Fluorescent nucleobases incapable of hydrogen
bonding
The FIT probe first reported in 1999 [201] is perhaps the most

well-known representative PNA probe in this class [202,203]. It

contains the DNA-staining dye TO attached to the backbone of

aegPNA as a nucleobase surrogate (Figure 21). Being inca-

pable of hydrogen binding, TO behaves as a universal nucleo-

base as it can pair equally well with all canonical nucleobases in

the DNA strand [204]. However, unlike most universal bases

that usually destabilize the duplex [205], the base pairing

strength involving TO was comparable to that of A·T pairs. The

fluorescence of the TO-based FIT probe was increased substan-

tially in the presence of the complementary DNA target as a

result of the restricted rotation of the TO chromophore upon its

intercalation into the base stack (Figure 19). Considering the

bulkiness of the TO dye, it is quite likely that the opposite

nucleobase was forced away from the duplex and so did not

directly participate in the base pairing. The responsiveness of

TO is sequence-dependent, and the largest responses (>20-fold)

were observed when there is at least one A residue adjacent to

the TO base. In most cases the fluorescence increase is quite

general for various sequence context [206], Nevertheless, a

smaller fluorescence changes (less than 10-fold) were observed

with other flanking nucleobases. Importantly, when a

mismatched base pair is present adjacent to the TO, the fluores-

cence increase was much lower than the complementary duplex,

and the discrimination could be improved further, albeit at the

expense of sensitivity, by increasing the temperature.

Unlike light-up probes, whereby the TO was linked at the end

of the PNA probe as a tethered label via a long and flexible

linker, FIT probes have the TO linked to the PNA backbone as

a base replacement via a short and rigid linker (Figure 21). The

working principle of the FIT probe is, therefore, distinctly dif-

ferent from light-up probes and should in principle allow for

better control since the TO is forced to intercalate into the

duplex at a well-defined position and so can directly sense the

mismatched base pairing adjacent to the intercalation site. In

contrast, the tethered TO label in a light-up probe globally

senses the duplex formation by intercalation of the dye into the

PNA–DNA duplexes making it difficult to differentiate be-

tween the complementary and mismatched duplexes. The

residual fluorescence of the single stranded FIT probe was also

more easily predicted than that of light-up probes since it is the

result of direct interaction between the TO and the nearest

neighbor, and an adjacent G is to be avoided since it contri-

butes to a large background signal [206].

Detailed studies of the fluorescence lifetime indicated several

distinct fluorescence decay processes are associated with differ-

ent hybridization states of FIT probes [207]. Systematic varia-

tion of the linker length and position of attachment of the TO

label indicated that the best response and mismatch discrimina-

tion were observed with a short linker linked to the quinoline

ring of the TO [208]. Interestingly, a larger fluorescence

increase was observed in the mismatched than complementary

duplex when the TO dye was linked to PNA via the benzothia-

zole ring [209]. Subsequent work revealed that the responsive-

ness of the probe can be further improved by the use of a

D-ornithine-derived TO-modified PNA monomer, which in-

creased the number of rotatable bonds [210].
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Figure 22: The structures of TO and its analogues that have successfully been used in FIT PNA probes.

Figure 23: The working principle of dual-labeled FIT PNA probes [222,223].

Applications of FIT PNA probes for the real-time detection of

DNA [210] and RNA [211] by qPCR have been demonstrated.

Moreover, FIT PNA probes also recognize dsRNA by triplex

formation, yielding an extremely large fluorescence enhance-

ment (>200-fold) that is highly sensitive to base mismatches

adjacent to the position of TO, similar to that with ssDNA and

ssRNA targets [212,213]. With appropriate cellular delivery

techniques, it has been possible to image specific RNA in living

cells using FIT PNA probes [214-218]. In addition, FIT PNA

probes were shown to offer fast hybridization kinetics, a higher

signal-to-background ratio and a better specificity than clas-

sical DNA-based molecular beacons. Other related TO deriva-

tives have been explored as alternative fluorophores for FIT

PNA probes, but only few close analogs of TO show the selec-

tive fluorescence enhancement upon duplex formation that may

allow their use in combination with TO-based FIT PNA probes

for multiplex detection of DNA or RNA. These include the

oxazole yellow (YO) [219], BO [220] and BisQ [221] dyes

(Figure 22). Multiplex imaging of two RNAs in living cells was

enabled by the combined use of BO- and TO-labeled FIT PNA

probes [220]. The wash-free protocol and fast hybridization

response of FIT PNA probes allows for both spatial and

temporal monitoring of the mRNA expression in the cells [220].

The performance of FIT PNA probes can be further improved

by combination of the TO with an additional dye to form a

donor–acceptor pair (Figure 23). This dual-labeled FIT probe

design offers advantages over classical stemless PNA beacons

with other fluorophore/quencher pairs because the TO dye will

also be quenched by the additional dye rather than relying on

the rapid internal rotation alone. This results in a much lower

background signal of such dual-labeled FIT PNA probes (more

than 99.9% lower than single-labeled FIT probes) [222,223].

Upon hybridization, the TO will intercalate and act as a FRET
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donor provided that the second dye possesses a suitable spec-

tral overlap. Up to a 450-fold enhanced fluorescence emission

of the acceptor dyes was observed with TO/indotricarbocya-

nine (ITCC) FRET pairs (excited at TO and detected at ITCC).

On the other hand, if the second dye did not possess a suitable

spectral overlap, the dye would simply act as a quencher and the

responsiveness of the TO dye was nevertheless still improved as

a result of the greatly reduced background signal. Direct excita-

tion of the acceptor dye also showed a markedly improved

light-up signal compared to the single-labeled probe due to the

mutual quenching of the dye by TO.

In addition to TO, simple polycyclic aromatic hydrocarbons,

such as pyrene, have been explored as a non-hydrogen-bonding

fluorescence universal base in aegPNA [224,225] and acpcPNA

[226]. In the case of aegPNA with triazole-linked pyrene, the

duplex stabilities were decreased by 10–12 °C regardless of the

nature of the opposite base in the DNA or RNA strand. Hybrid

formation resulted in quenching of the pyrene, and stronger

quenching was observed with RNA over DNA [225]. The same

triazole-linked pyrene in acpcPNA also behaved as a universal

base with only slight destabilization of the duplexes. However,

the fluorescence change of pyrene-labeled acpcPNA was in the

opposite direction to that of aegPNA (light-up instead of

quenching) [226]. This was explained by molecular dynamics

simulations, which suggested that the triazole formed hydrogen

bonds with the opposite nucleobase and pushed the pyrene

towards the major groove instead of stacking within the

PNA–DNA duplexes [226]. Other chromophores that can

potentially behave as non-hydrogen-bonding fluorescent

nucleobases in aegPNA include phenylazonaphthalene [227],

flavin [228], naphthalimide [229] and psoralen [230]. Fluores-

cence studies have only been performed with psoralen, and

revealed that the fluorescence was only marginally decreased

when the PNA probe was hybridized with the complementary

DNA target [230].

Conclusion
This review summarizes various strategies that have been suc-

cessfully used for the design of fluorogenic PNA probes as well

as their performances and applications when applicable. It can

be seen that several designs originally developed for oligo-

nucleotide probes can be applied to PNA. The tendency of the

uncharged backbone of PNA to fold into a compact structure

and the inability to interact with positively charged species that

normally bind to nucleic acids offer unique opportunities to

design new sensing platforms that have no equivalent in the

case of DNA and related analogues. The superior properties of

PNA over DNA probes in terms of their improved sensitivity,

specificity and/or biological stability have been clearly demon-

strated in several cases. Nevertheless, the availability and cost

of PNA, together with other unfamiliar characteristics, such as

its hydrophobicity, poor water solubility and cellular uptake,

make the research community reluctant to adopt PNA as a new

tool despite these potential advantages over more conventional

oligodeoxynucleotide probes. While it is unlikely that PNA-

based fluorogenic probes will generally replace DNA probes for

routine applications, there are niche areas that PNA probes can

potentially offer real advantages. These include applications

that require very high specificity under non-stringent condi-

tions, such as detection of SNPs or closely related nucleic acid

targets, especially in multiplex fashion. In addition, PNA probes

are especially suitable for targeting nucleic acid targets with

secondary structures that may be difficult to access by other

probes. The excellent biological stability of PNA-based fluoro-

genic probes make them particularly attractive as an alternative

to oligonucleotide probes for intracellular nucleic acids detec-

tion. Although some impressive examples are emerging, most

of these are proof-of-principle studies with highly expressed

RNA targets. It remains to see if it is possible to increase the

sensitivity to detect low abundant targets in situ and in real

time. By combination of PNA as a recognition element together

with brighter, more stable fluorophores, new signal transduc-

tion mechanisms and more sophisticated detection techniques,

such as fluorescence lifetime measurement and single molecule

fluorescence, there are still a lot of further opportunities for

fluorogenic PNA probes to advance the field further.
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Abstract
The preparation of protein libraries is a key issue in protein engineering and biotechnology. Such libraries can be prepared by a

variety of methods, starting from the respective gene library. The challenge in gene library preparation is to achieve controlled total

or partial randomization at any predefined number and position of codons of a given gene, in order to obtain a library with a

maximum number of potentially successful candidates. This purpose is best achieved by the usage of trinucleotide synthons for

codon-based gene synthesis. We here review the strategies for the preparation of fully protected trinucleotides, emphasizing more

recent developments for their synthesis on solid phase and on soluble polymers, and their use as synthons in standard DNA synthe-

sis.

397

Introduction
Protein engineering is a highly actual research area with a num-

ber of potential applications [1-4]. The construction, adaptation

and optimization of proteins can proceed by two major strate-

gies: (i) rational design or (ii) directed evolution. The rational

design is based on the introduction of point mutations, inser-

tions or deletions at a defined position of the protein sequence,

and requires detailed knowledge of the protein structure and the

mechanism of action. On the opposite, directed evolution relies

on the selection of a mutant with predefined properties from a

random protein library. This strategy is advantageous over the

rational design; whenever molecular properties of proteins are

investigated that are not yet sufficiently understood, if proper-

ties like solvent or temperature stability need to be optimized,

or regio-, chemo- or enantioselectivity and substrate specificity

shall be changed. Thus, the optimization and variation of pro-

teins, in particular of enzymes, by random mutagenesis and

subsequent selection and identification of mutants with im-

proved properties is a favoured method in the field of white

biotechnology and biocatalysis, to improve the fitness of en-

zymes for industrial application [5].

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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In general, directed evolution may be summarized as an itera-

tive two-step process which involves the generation of protein

mutant libraries and high throughput screening processes to

select for variants with improved traits. Protein mutant libraries

are produced from gene libraries, which are generated by

random mutagenesis at DNA level. Often polymerase chain

raction (PCR)-based methods like error-prone PCR are used for

this purpose as well as recombinant methods like DNA shuf-

fling and related strategies [6,7]. One of the major challenges in

gene library production is to generate libraries with a high num-

ber of promising candidates to enhance the chance of selecting

functional protein variants. The methods mentioned above

allow the degree and localization of randomization to be

adjusted to a certain degree, however, full control over mutage-

nesis is still rather limited. Oligonucleotide-based methods with

a number of sophisticated techniques [8] are advantageous here,

as they offer a better possibility to control randomization. The

basic principle consists of using chemically synthesized primers

of mixed composition for introducing subsets of the 20 canon-

ical amino acids at a defined position of the protein [9]. In the

simplest way, a mixture of the four standard nucleotides is used

for coupling at each randomized position of the primer in DNA

synthesis. For a primer with 9 randomized positions (corre-

sponding to three randomized amino acids in the resulting pro-

tein) this would lead to 49 = 262144 sequence variants includ-

ing stop codons and codons of undesired amino acids, and a

bias towards amino acids encoded by multiple codons. More-

over, it is impossible to restrict randomization to a defined

subset of amino acids at a desired position. Thus, the result is a

rather large library, however, with only a small number of

potentially successful candidates. There are strategies to at least

partially circumvent this problem, like using NNS instead of

NNN codons (with N = A, C, G, T; S = C, G) taking advantage

of redundancy of the third nucleotide positions in the majority

of codons [10], or using spiked oligonucleotides [11], which are

synthesized from solutions of the four nucleotide building

blocks, each of those contaminated with a "spiking mix"

consisting of equal aliquots of each of the four building blocks

[9,12]. The required volume of the spiking mix to achieve a

desired amount of nucleotide replacements at a defined posi-

tion of the oligonucleotide can be calculated, such that library

size and degree of randomization can be restricted [13,14].

Nevertheless, although those methods and sophisticated varia-

tions of them [14-17] have improved library design and synthe-

sis, full control over randomization is not possible. This can be

achieved only by the usage of trinucleotide synthons for codon-

based synthesis of a desired primer [18]. Taking the example

from above, for a DNA fragment encoding three randomized

amino acids, instead of nine nucleotide positions to be random-

ized, variation of trinucleotides (codons for the 20 amino acids)

at only three positions is required. Therefore, the number of

possible sequence variants in the gene library decreases from

49 = 262144 to 203 = 8000, if the full set of the 20 amino acids

is desired at each of the three randomized positions. The library

size can be even further decreased by using subsets of amino

acids (e.g., only basic or only acidic amino acids) at the indi-

vidual positions. Furthermore, stop codons as well as bias to

amino acids with codon redundancy are completely prevented.

Not at last, the coupling efficiency of individual trinucleotide

synthons in chemical DNA synthesis can be considered when

preparing the trinucleotide mixture, to ensure that each of the

trinucleotides is coupled with identical statistical probability, or

alternatively, to adjust the trinucleotide mixture to a desired

amino acid distribution at the respective position. Thus, the ap-

plication of trinucleotide building blocks for the synthesis of

gene libraries stands out as facilitating fully controlled total or

partial randomization at any predefined number and position of

codons of a given gene. Trinucleotide synthons need to be

chemically synthesized. Here, the challenge has been to find a

suitable set of orthogonal protecting groups that allows the

preparation of the trinucleotide, its conversion into a coupling

competent building block, and its subsequent use in chemical

DNA synthesis. Trinucleotides have been prepared in solution

[19], on solid phase [20], and more recently on soluble poly-

mers [21-23] (Figure 1), followed by phosphitylation to be used

in standard DNA synthesis.

The preparation of mixed oligonucleotides for random mutage-

nesis including the strategy of using trinucleotide synthons has

been reviewed recently [19,24]. Therefore, herein we will

concentrate on more recent developments in trinucleotide syn-

thesis.

Review
1. Preparation of trinucleotides in solution
Over the years, a number of methodologies has been published,

varying in the protecting group for the phosphate moiety being

methyl [25], ethyl [26], cyanoethyl [27] or ortho-chlorophenyl

[28,29], and for the 3'-OH-group being phenoxyacetyl [25],

dimethoxytrityl (DMTr) [26], tert-butyldimethylsilyl (TBDMS)

[27,30], levulinoyl [26], or 2-azidomethylbenzoyl [27]

(Figure 2), and applying either phosphotriester chemistry

[28,29,31,32] or phosphite triester chemistry [25-27,30] in solu-

tion.

In general, trinucleotides can be assembled through the reaction

of two suitably protected monomers to generate a dinucleotide,

which then can be extended in either 5'- or 3'-direction

(Figure 3).

Surprisingly, only one report has made use of this "economy",

first coupling a 5'-O-DMTr-protected nucleoside-3'-ortho-
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Figure 1: Preparation of fully protected trinucleotides in solution (A), on solid phase (B) and on soluble polymers (C).

chlorophenylphosphotriester to a 3'-O-levulinoyl-protected

monomer. Upon selective removal of either the 5'-O-DMTr

group or the 3'-O-levulinoyl group, the dimer was extended in

5' or 3' direction [26]. All other reports describe strategies,

where the dimers are extended unidirectional, either in 5'-direc-

tion [25-27,29,30] or 3'-direction [31,32]. A key issue in all

these methodologies is that the 5'- or the 3'-O-protecting group

is selectively cleaved, whereas all other protecting groups (at

the nucleobases, the phosphorous and the 5'- or alternatively

3'-OH group) remain intact.

Basically, this aim has been achieved, although in particular in

earlier reports a number of problems associated with insuffi-

cient stability of protecting groups under synthesis conditions,

as well as restricted orthogonality have been described, which

was mirrored in the sometimes severely limited quality of the

trinucleotide synthons and accordingly of the prepared oligo-

nucleotide libraries [14,15,25,26,28,30,31,33]. Among the de-

scribed procedures the use of tert-butyldimethylsilyl [25] and

2-azidomethylbenzoyl groups [29] for 3'-O-protection stands

out as being the most successful in terms of high quality tri-
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Figure 2: Strategies for trinucleotide synthesis using different pairs of orthogonal groups for protection of the phosphates and the 3'-OH-function.

Figure 3: Strategy for the synthesis of nucleotide dimers and extension to the trimer in either 5'- or 3'-direction.

nucleotides. Both protecting groups, under the applied condi-

tions, can be efficiently cleaved, at the same time leaving all

other protecting groups intact. Thus, a full set of all 20 trimers

was synthesized by phosphotriester chemistry starting with the

condensation of N-acyl-3'-O-(o-chlorophenylphosphate)nucleo-

sides to 3'-O-(2-azidomethylbenzoyl)-protected nucelosides,

followed by removal of the 5'-O-DMTr group and extension of

the dimer to the trimer by coupling of another N-acyl-3'-O-(o-

chlorophenylphosphate)nucleoside. The final removal of the

2-azidomethylbenzoyl group occurred by reduction of the azide

with triphenylphosphine in aqueous dioxane and subsequent

spontaneous intramolecular cyclization leading to cleavage of

the ester bond and release of the free 3'-OH group [29]

(Figure 4A).

Also with 3'-O-TBDMS-protected monomers as mentioned

above, a full set of trimers representing codons of all 20 amino

acids was synthesized, although using phosphite triester chem-

istry [27]. In this case, the synthesis started with the coupling of

an N-acyl-5'-O-DMTr-protected nucleoside-3'-O-phosphor-

amidite to an N-acyl-3'-O-TBDMS-protected nucleoside, fol-

lowed by oxidation of the internucleotide phosphorous. Upon

cleavage of the 5'-O-DMTr group, the dimer was reacted with

another N-acyl-5'-O-DMTr-protected nucleoside-3'-O-phos-

phoramidite to afford the trimer. The 3'-O-TBDMS group was

selectively removed under mild conditions with trimethylamine/

3HF (Figure 4B) with strict control of pH to leave the β-cyano-

ethyl groups at the internucleotide phosphates intact [27]. With

both procedures (3'-O-(2-azidomethylbenzoyl) and 3'-O-
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Figure 4: Removal of the 3'-O-protecting group under conditions that leave all other protecting groups at 5'-OH, nucleobases and internucleotide
phosphates intact.

Figure 5: Release of trinucleotide blocks from the solid support by cleavage of an oxalyl anchor (A) and by a transesterification mechanism (B).

TBDMS protection), 20 trinucleotides of high purity were pre-

pared and upon phosphitylation used as synthons in oligo-

nucleotide synthesis [27,29].

In general, the reported syntheses of trinucleotides in solution

proceed by either phosphite triester chemistry or phosphotri-

ester chemistry with the latter being the more robust method.

Also H-phosphonate chemistry has been used for assembling

short oligomers in solution [34], although not with the aim of

generating trinucleotide synthons for gene synthesis.

2. Preparation of trinucleotides on solid
phase
Given the fact that trinucleotide synthesis in solution requires

tedious purification and isolation of the products after each step

of the synthesis, the assembly of trimers on a solid phase

appears to be an attractive alternative. However, it has to be

taken into account that the 3'-start nucleoside is required to be

linked to the solid phase in a way that allows the cleavage of the

trimer from the solid support, but leaves all other protecting

groups intact. Therefore, the routinely used succinate linkage

for immobilization of the start nucleotide cannot be used.

Instead, linkers that allow a release of the trimers by a non-

nucleophilic and/or non-basic treatment are required. In terms

of trimer synthesis only one report in the literature describes

such a strategy: The start nucleoside was loaded onto con-

trolled pore glass (CPG) via an oxalyl anchor (Figure 5A),

which after the synthesis was cleaved with a 5% solution of

25% aqueous ammonia in methanol, or with 20% pyridine in

methanol [20].



Beilstein J. Org. Chem. 2018, 14, 397–406.

402

Figure 6: Release of the trinucleotide from the support under reductive conditions.

Combined with phosphotriester chemistry for trimer assembly,

this treatment did not cause damage of the phosphotriester link-

ages and the nucleobase N-acyl groups. Using this strategy the

large scale synthesis (5 g) of 3'-unprotected trinucleotides

proceeded with a total 75–90% yield [20].

Other strategies with potential for the solid-phase synthesis of

protected trinucleotides might rely on a universal solid support,

from which oligomers with free 3'-OH function are released by

a transesterification mechanism [35]. The 3'-start nucleoside is

bound to one of the primary hydroxy groups of CPG-linked

glycerol via an H-phosphonate linkage (Figure 5B). The

removal of the TBDMS group from the remaining primary

alcohol of glycerol induces the spontaneous cleavage of the

H-phosphonate and the release of the oligomer with the free

3'-OH group leaving all other protecting groups intact. This

strategy has been shown to be compatible with phosphor-

amidite chemistry and β-cyanoethyl protection of the internu-

cleotide phosphates [33].

A more recent report describes the preparation of a polystyrene

support decorated with a photolabile linker and its potential use

for the synthesis of siRNA duplexes under mild and neutral

conditions [36]. A similar strategy was used for the synthesis of

partially 2'/3'-O-acetylated RNA oligonucleotides [37]. A

photo-cleavable linker would also have potential for the synthe-

sis of protected trinucleotides, as it would allow the cleavage of

the trimer from the support by irradiation with UV light, with-

out harming nucleobase and internucleotide phosphate protec-

tion. Nevertheless, photo-induced formation of byproducts may

be an issue to be considered.

In our lab, we have been developing a strategy for solid-phase

trinucleotide synthesis involving a disulfide linkage to the

support (CPG or polystyrene), which can be cleaved under re-

ductive conditions without harming nucleobase and phosphate

protecting groups. The disulfide bridge is generated through the

reaction of a 3'-O-methylthiomethyl-functionalized nucleoside

with 2-mercaptopropionic acid and subsequent coupling to

amino-functionalized CPG or polystyrene. After assembly of

the trinucleotide on the support, the disulfide bridge is cleaved

by treatment with dithiothreitol (DTT) [38] or tris-(2-carboxy-

ethyl)phosphine (TCEP, Figure 6) leaving all other protecting

groups intact.

The resulting hemi-(S,O)-acetal at the nucleotiode 3'-terminus is

spontaneously degraded into the alcohol and thioformaldehyde,

thus delivering the trimer with free 3'-OH group for subsequent

phosphitylation. The detailed strategy and syntheses will be de-

scribed elsewhere.

3. Preparation of trinucleotides by inverse
solid-phase synthesis
Interestingly, also the use of polymer-supported reagents for

H-phosphonate or phosphoramidite activation and phosphite ox-

idation has been described [34,39], thereby combining the

advantages of solution chemistry and solid-phase methods.

Thus, solid-supported acyl chloride or pyridinium tosylate as

the activator of nucleoside-3'-O-H-phosphonates/phosphor-

amidites, and polystyrene-bound trimethylammonium periodate

as oxidation reagent have been demonstrated to be superior for

dimer and trimer synthesis, as complicated purification steps

can be avoided, and excess reagents are easily removed by

filtration. Compared with standard phosphotriester and phos-

phite triester chemistry, the limitations of this approach are

lower coupling yields and side reactions hampering the yield

and quality of the desired products [34,39].

4. Preparation of trinucleotides on soluble
supports
Another strategy of combining the advantages of solution chem-

istry and solid-phase methods is the assembly of oligonucleo-

tides on soluble supports. Among the supports used for this

purpose, polyethylene glycol (PEG) has a prominent position,

appearing as the routinely used polymer [40-44]. The isolation

of intermediate and final products from the reaction mixture

proceeds by precipitation from diethyl ether and filtration, thus

significantly speeding up the process. In addition, the method is
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Table 1: Assembly of trimers on soluble supports.

entry soluble support 5'-O-PG chemistry release conditions

1 H phosphotriester TCEP, NEt3, MeOH,
3 h, 57%

2 DMTr phosphotriester K2CO3,DCM/MeOH/
dioxane, 30 min, 88–99%

3 DMTr phosphoramidite H2/Pd, THF, 40 h,
44–49%

favorable in terms of producing oligonucleotides at a larger

scale, since the reaction proceeds in homogeneous solution on a

rather cheap polymer. The synthesis of oligonucleotides

on soluble supports has been reviewed recently [45],

showing that a variety of soluble polymers and precipitative

supports are well suited to it. Also the solution-phase

synthesis of protected trinucleotide building blocks has been de-

scribed in the literature [21-23]. In an initial attempt, thymidine

as a start nucleoside was tethered to a precipitative

tetrapodal soluble support via a disulfide-linker [21] (Table 1,

entry 1).

Upon detritylation, the support carrying the start nucleoside

now having a free 5'-OH group was precipitated from methanol,

followed by coupling with a 5'-O-DMTr-protected nucleoside-

3'-O-(o-chlorophenyl)phosphate activated as benzotriazol and

renewed precipitation with methanol. The resulting dimer was

then extended to the trimer by another cycle of detritylation,

precipitation, coupling and precipitation. During reductive

cleavage of the disulfide bond to release the fully protected

trimer from the support, unfortunately the loss of the 5'-DMTr

group was observed. To overcome this hurdle, the disulfide

tether was replaced in a following-up study with a Q-linker

(hydroquinone-O,O'-diacetic acid), to be cleaved with dilute

methanolic K2CO3 for the release of trimers in fully protected

form. Five different trimers were assembled at 0.5 mmol scale

and released form the support as described [22] (Table 1, entry

2). Thus, the fully protected trinucleotide building blocks were

obtained with 65 to 70% yield from three coupling cycles, each

containing two precipitations.

Yet another method for the synthesis of oligonucleotide blocks

has been developed using a Cbz-type alkyl-chain-soluble

support [23]. The support was attached via the benzyloxy-

carbonyl (Cbz) group to the 3'-OH of the starting nucleoside

being adenosine, cytidine, guanosine or thymidine, and trimers

were assembled by phosphoramidite chemistry (Table 1, entry

3). The support was found to disperse homogenously in the

reaction solvents and to precipitate upon the addition of a polar

solvent, typically methanol. After coupling of a standard phos-

phoramidite building block followed by oxidation with

2-butanone peroxide in dichloromethane, the resulting dimer on

the support was again precipitated with methanol and filtered,

before detritylation and coupling of the third monomer. The

release of the trimer in fully protected form from the support

was achieved by hydrogenation with Pd/C (10%) in tetrahydro-

furane (THF) for 40 h at room temperature. Three fully pro-

tected trimers were prepared this way with isolated yields in the

range of 44 to 49% [23].

5. Phosphitylation and coupling of
trinucleotide synthons in solid phase DNA
synthesis
To be used as building blocks in standard phosphoramidite syn-

thesis, fully protected trimers need to be converted in phosphor-

amidites (Figure 7).
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Figure 7: Phosphitylation of trimers. Reaction conditions, in particular the choice of the phosphitylation reagent, are dependent on the nature of the
protecting group at the internucleotide phosphates.

This has been described in a number of reports [19,22,27,29],

and is easily achieved with trimers having o-chlorophenyl

groups for protection of the phosphate moiety [22,29]. Howev-

er, phosphitylation becomes a crucial step, if β-cyanoethyl is

used as the phosphate protecting group [27]. Using 2-cyano-

ethyl-N,N-diisopropylchlorophosphoramidite for phosphityla-

tion requires the presence of N,N-diisopropylethylamine

(DIPEA) to neutralize HCl that is generated during the reaction.

This, however, would lead to the removal of the β-cyanoethyl

group at the phosphate moieties, which, due to the phosphorous

atom in the oxidized state, is highly sensitive to basic agents

and readily undergoes β-elimination [27].

An alternative reagent is 2-cyanoethyl-N,N,N′,N′-tetraisopropyl-

phosphordiamidite in combination with tetrazole derivatives

such as benzylmercaptotetrazole. Under those conditions, the

phosphitylation proceeds with the production of one equivalent

of diisopropylamine, which is neutralized by benzylmercaptote-

trazole released back after the reaction. The tetrazole derivative

is sufficiently acidic to act as a scavenger for diisopropylamine

converting it into the ammonium salt. Thus, fully protected

trimers can be converted to phosphoramidites without the loss

of the β-cyanoethyl groups at the internucleotide phosphate

linkages [27].

For the use in standard oligonucleotide synthesis, trinucleotide

phosphoramidites have been dissolved in a mixture of aceto-

nitrile and dichloromethane to a concentration of 0.1–0.15 M.

The coupling yields are typically between 70–95%, preferential-

ly with double or triple couplings, and a coupling time of 120 to

300 s [22,27,29].

Conclusion
The synthesis of fully protected trimers can be achieved in solu-

tion, on a solid phase or on soluble supports. The key element is

the choice of a suitable set of orthogonal protecting groups to

allow the selective deprotection of the functionality required for

the reaction, while leaving all other protecting groups intact.

The first trinucleotide synthesis was performed in solution using

phosphotriester or phosphoramidite chemistry. More recently

strategies for trimer assembly on a solid phase or soluble

supports have been developed. Here, release of the synthesized

trimer in fully protected form from the support is the crucial

step. This has been convincingly achieved by using molecular

entities linking the trimer to the support, which can be selec-

tively cleaved either under reductive conditions (disulfide

cleavage or hydrogenation) or under mild basic conditions

leaving all protecting groups at the trimer undamaged.

In particular, soluble support strategies have great potential for

an efficient large scale synthesis of fully protected trinucleo-

tides. The essential feature here is that small molecular reagents

can be easily removed after coupling and 5'-O-deprotection, by

quantitative precipitation of the soluble support in a polar sol-

vent, such as methanol.

With the developments in the field of biotechnology and pro-

tein engineering, the preparation of gene libraries has become a

major issue. In this regard, the use of trinucleotide synthons for

codon-based gene synthesis has high potential, as it allows the

fully controlled total or partial randomization at any predefined

number and position of codons of a given gene. Methods for

their large scale preparation are available now.
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Abstract
Oligonucleotides (ONs) have been envisaged for therapeutic applications for more than thirty years. However, their broad use

requires overcoming several hurdles such as instability in biological fluids, low cell penetration, limited tissue distribution, and off-

target effects. With this aim, many chemical modifications have been introduced into ONs definitively as a means of modifying and

better improving their properties as gene silencing agents and some of them have been successful. Moreover, in the search for an al-

ternative way to make efficient ON-based drugs, the general concept of prodrugs was applied to the oligonucleotide field. A

prodrug is defined as a compound that undergoes transformations in vivo to yield the parent active drug under different stimuli. The

interest in stimuli-responsive ONs for gene silencing functions has been notable in recent years. The ON prodrug strategies usually

help to overcome limitations of natural ONs due to their low metabolic stability and poor delivery. Nevertheless, compared to

permanent ON modifications, transient modifications in prodrugs offer the opportunity to regulate ON activity as a function of

stimuli acting as switches. Generally, the ON prodrug is not active until it is triggered to release an unmodified ON. However, as it

will be described in some examples, the opposite effect can be sought.

This review examines ON modifications in response to various stimuli. These stimuli may be internal or external to the cell, chemi-

cal (glutathione), biochemical (enzymes), or physical (heat, light). For each stimulus, the discussion has been separated into

sections corresponding to the site of the modification in the nucleotide: the internucleosidic phosphate, the nucleobase, the sugar or

the extremities of ONs. Moreover, the review provides a current and detailed account of stimuli-responsive ONs with the main goal

of gene silencing. However, for some stimuli-responsive ONs reported in this review, no application for controlling gene expres-
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sion has been shown, but a certain potential in this field could be demonstrated. Additionally, other applications in different

domains have been mentioned to extend the interest in such molecules.
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Introduction
For past decades, oligonucleotide-based therapies have been

widely developed using short synthetic oligonucleotides (ONs)

and their chemically modified mimics as powerful tools to

block mRNA function, inhibit protein function or induce an

immune response [1,2]. Among these ON therapeutic strategies,

ON-based gene silencing, which involves mRNAs as specific

targets, has been largely investigated, and several promising

ONs have been under clinical development [3]. Gene silencing

strategies include antisense oligonucleotides (AONs),

ribozymes, DNAzymes, small interfering RNAs (siRNAs) and

micro RNAs (miRNAs) that specifically target the complemen-

tary mRNA sequence of the relevant undesired gene before

translation.

AONs are single-stranded DNA of 15 to 25 nucleotides in

length that bind to mRNA targets through Watson–Crick base

pairing and form a RNA/DNA duplex [4]. This can result in

either mRNA cleavage mediated by RNase H or mRNA transla-

tional arrest through steric blocking. Another strategy for gene

inhibition involves ribozymes [5] and DNAzymes [6], which

are nucleic acid molecules with enzymatic activity. These cata-

lytic RNAs and DNAs trigger the cleavage of RNA substrates at

a specific position. Additionally, ribozymes can catalyze the

ligation of target mRNA, extending their therapeutic potential

to RNA repair applications. Finally, another promising

ON-based therapy, more potent than AONs or ribozymes for

gene knockdown, is centered on the RNA interference (RNAi)

mechanism, which uses two natural pathways for gene

silencing. One is guided by double-stranded siRNAs of

19–23 nucleotides in length that are fully complementary to the

mRNA targets, and the other is guided by miRNAs

(22 nucleotides in length) that bind incorrectly within the

3’-untranslated region (3’-UTR) of the target mRNAs [7].

miRNAs also represent interesting targets, and inhibition of

their function was obtained using anti-miRNA AONs via an

antisense approach or via the blocking of the mRNA binding

site (miRNA masking) [8].

Although many ONs are under investigation for clinical use,

several hurdles remain to be overcome for the exploitation of

ONs as therapeutic compounds. Among the major limitations of

unmodified ONs, poor stability in vivo, low delivery and lack of

specificity to target cells or tissues, off-target effects and toxici-

ty hamper the path to success of ON-based therapeutics and

need to be solved. Fortunately, various chemical modifications

of ONs have been designed to address these issues [9]. The

most common modification in AONs and siRNAs is the phos-

phorothioate (PS) backbone in the replacement of the phos-

phate ester internucleotide linkages. This modification provides

nuclease stability and favorable pharmacokinetic properties but

can lead to some toxicity. In addition, the most extensively used

sugar modifications are represented by the 2’-modifications:

2’-O-methyl (2’-OMe), 2’-fluoro (2’-F), and 2’-O-(2-methoxy-

ethyl) (MOE) [9,10]. Some examples of the combination of

2’-OMe and 2’-F modified nucleotides in siRNAs were re-

ported, and the potency of the modified siRNA was increased

compared to unmodified siRNA. Many chemical modifications

have been introduced in ONs definitively as a means of modi-

fying and better improving their properties as gene silencing

agents [11]. However, an alternative way to make efficient

ON-based drugs is to apply the general concept of prodrugs to

the oligonucleotide field. Based on the definition of a prodrug

given by Albert in 1958 [12], a prodrug is an agent that under-

goes chemical or enzymatic transformations in vivo to yield the

active parent drug. The prodrug approach is used to optimize

the physicochemical properties of the drug and to improve its

pharmacological and toxicological profile.

Oligonucleotide prodrugs that could be defined as caged oligo-

nucleotides are transiently modified ONs with non-permanent

chemical modifications (responsive units) that can be removed

in response to appropriate stimuli, producing the native oligo-

nucleotide. The aim of the prodrug strategy for nucleic acid

therapeutic applications such as gene regulation is to circum-

vent the poor chemical stability of nucleic acids in biological

media due to their low resistance to nucleases and to overcome

their low cell uptake due to their polyanionic nature. In the

present review, we aimed to identify various ON prodrugs that

are responsive to various stimuli and evaluate their applications,

mainly focusing on the control of gene expression. The use of

ON prodrugs as aptamers, decoys or immunostimulatory

ONs in other ON-based therapeutic strategies is marginally

mentioned.

Two classes of stimuli can trigger inactive ON prodrugs in

active biomolecules. Here, we summarize the chemically modi-

fied ONs that are responsive to either internal biochemical regu-

latory stimuli such as glutathione or enzymes (reductases,

carboxyesterases), or external physical stimuli such as heat or

light (photoirradiation). The transient responsive units may be
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Scheme 1: Demasking under reducing agents of ON prodrugs modified as phosphotriesters with A) benzyl groups [13] and B) a cyclic disulfide
trans-5-benzyl-1,2-dithiane-4-yl moiety [14].

attached at different positions of the ON: the internucleotide

linkage, the ribose, the nucleobase, or the 5’ or 3’ extremities.

For simplicity, each section corresponding to one class of stim-

ulus has been divided into sub-sections related to the site of the

modification in the ON when the subject was thoroughly docu-

mented.

Review
Reduction-responsive ONs
These modified ONs are responsive to the reducing environ-

ment inside cells due to the natural presence of glutathione

(GSH) as a conversion trigger. ONs that are responsive to the

action of reductases under hypoxic conditions will be discussed

vide infra in a separate section. The intracellular concentration

of GSH ranges from 1 mM to 10 mM, which is 10–100 times

higher than its extracellular concentration. Consequently, ON

prodrugs should be stable outside the cell and, after cellular

uptake, would be converted into the native ONs by intracellular

abundant GSH. In this context, two classes of reduction-respon-

sive units, disulfide-bond and benzyl-containing groups, were

mainly introduced in prodrug-based ONs.

Modifications at the internucleotide linkage
Masking the negative charges of native phosphates typically im-

proves cell penetration of the modified ONs in addition to an

increase in their nuclease resistance. Thus, two Japanese groups

have proposed prodrug-type phosphotriester ONs responsive to

GSH (Scheme 1) [13,14]. Ono presented a preliminary study on

a model of a thymidine dimer with differently substituted

benzyl groups at the internucleotide linkage [13]. It was shown

that the stability in aqueous buffer and deprotection rates in the

presence of GSH were influenced by the nature of substituents

(Cl, NO2) on the benzene ring. More recently, Urata et al. re-

ported a reduction-responsive modification containing a typical

disulfide bond within a robust cyclic disulfide moiety [14].

Several modified ONs containing the cyclic disulfide trans-5-

benzyl-1,2-dithiane-4-yl moiety have been synthesized using

the corresponding thymidine phosphoramidite. Although they

exhibited strong stability in serum and penetrated cells more

efficiently, their gene silencing effects were weaker than those

of PS AONs when tested using the same model assay. It seems

that the conversion of the modified ONs into native ONs might

occur too slowly inside cells to improve gene silencing.
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Scheme 2: A) Synthesis via phosphoramidite chemistry and B) demasking under the reducing environment of 2’-O-MDTM-modified siRNA prodrugs
[17].

Modifications at the sugar 2’-OH
Several permanent 2’-O-modifications (2’-F, 2’-OMe) have

been proposed to increase the nuclease resistance of ONs, but

most of them have decreased gene silencing potential. To over-

come this drawback, novel prodrug-type RNAs containing a

disulfide bridge at the 2’-position have been designed, and in

2016, Urata and our group reported on the synthesis and proper-

ties of 2’-O-alkyldithiomethyl-modified RNAs [15,16]. Previ-

ously, Urata had described a post-synthetic approach for the

synthesis of 2’-O-methyldithiomethyl (MDTM) ONs [17] that

was more practical than the phosphoramidite approach used

initially for the chemical synthesis of RNAs using the 2’-O-tert-

butyldithiomethyl-protecting group [18]. In the recent approach,

the MDTM modification was obtained in excellent yield after

conversion of the 2,4,6-trimethoxybenzylthiomethyl precursor

group by treatment with dimethyl(methylthio)sulfonium tetra-

fluoroborate (DMTSF, Scheme 2). First, ONs containing 2’-O-

MDTM modifications have shown greater nuclease resistance,

and they were rapidly and efficiently converted into 2’-OH ONs

under reducing conditions (10 mM 1,4-dithiothreitol or 10 mM

glutathione, pH 7) [17]. In a subsequent report [16], the

unmasking of double-stranded 2’-O-MDTM siRNAs into

2’-OH siRNAs was similarly demonstrated in the presence of

10 mM GSH. Furthermore, firefly luciferase expression in

A549-Luc cells was inhibited by 2’-O-MDTM siRNAs to a

higher extent than the unmodified siRNA regardless of the

modification site (5’-end and/or the seed region of the antisense

strand). These results suggest that 2’-O-MDTM siRNAs fulfill

some features of typical prodrug-type siRNAs.

Similarly, our group has developed a post-synthetic method on

a solid support to introduce various disulfide bond-containing

groups at the 2’-OH of RNAs [15]. Using this versatile method,

one precursor, 2’-O-acetylthiomethyl-containing RNA,

produces various 2’-O-alkyldithiomethyl (RSSM)-modified

RNAs bearing lipophilic or polar groups through a thiol disul-

fide exchange reaction with alkyldisulfanyl-pyridine deriva-

tives (Scheme 3). In a preliminary evaluation, the RSSM modi-

fications were shown to increase RNA resistance against

3’-exonuclease and not disturb the duplex stability too much

while maintaining an A-form conformation. In addition,

glutathione treatment under physiological conditions rapidly

and efficiently reduced all the RSSM groups releasing 2’-OH

RNA. These properties are promising for the use of 2’-O-

RSSM-modified RNAs as prodrugs of siRNAs.

Modifications at the extremities
Disulfide bonds are attractive in designing drug-delivery

systems. Indeed, lipophilic moieties may be attached to ONs to

enhance cellular uptake. In particular, a cleavable disulfide

linker has been used at the 3’-end of the sense strand to prepare

cholesterol-conjugated siRNAs that were efficiently delivered

to rat oligodendrocytes in vivo and achieved significant specif-

ic gene knockdown in these cells (Scheme 4A) [19]. The com-
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Scheme 3: Synthesis via phosphoramidite chemistry of various 2’-O-alkyldithiomethyl (RSSM)-modified RNAs bearing lipophilic or polar groups (R)
involving post-elongation conjugation through a thiol disulfide exchange reaction [15].

Scheme 4: A) siRNA conjugates to cholesterol [19] and B) PNA conjugates to a triphenylphosphonium [20] through a disulfide linkage.
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parison with a non-cleavable alkyl linker suggests that a

lipophilic siRNA conjugate with a disulfide linker is favorable

to improve the suppression of 2’,3’-cyclic nucleotide 3’-phos-

phodiesterase mRNA in oligodendrocytes in vivo. This result

may be attributable to increased bioavailability of siRNA in the

cytoplasm.

Similarly, regarding the intracellular delivery of naked peptide

nucleic acids (PNAs), a lipophilic triphenylphosphonium (TPP)

cation was attached to the N-terminal extremity of a PNA

through a biodegradable carbamate linker containing a disul-

fide bridge (Scheme 4B) [20]. It was shown that such PNA

conjugates entered cells rapidly and efficiently. Furthermore, a

16-mer PNATAR fragment directed against the TAR RNA

region of the HIV genome conjugated to TPP inhibited HIV

replication in CEM cell lines with an IC50 of 1 μM, while the

unconjugated 16-mer PNATAR was inactive in these tests. The

anti-HIV activity confirmed that the PNATAR was not

sequestered in mitochondria; consequently, the disulfide bond

was reduced into the cytoplasm.

Enzyme-responsive ONs
A control of gene expression using cellular enzymes as triggers

of the activity of ON prodrugs is very attractive because this ap-

proach is based on the difference in the extra- and intracellular

contents of the enzymes. Therefore, the biodegradable modifi-

cation present in the prodrug could not be removed in extracel-

lular media but only inside the cells. Two approaches have been

reported using reductases or carboxyesterases to trigger trans-

formation of ON prodrugs in native ONs. Although a post-syn-

thesis introduction of the enzymolabile groups into phosphoro-

thioate ONs by the reaction with alkyl iodides has been consid-

ered since the mid 90's [21-24], the use of phosphoramidite

building blocks bearing the enzymocleavable group is the

method of choice for synthesizing ON prodrugs regardless of

the protected function (phosphate, nucleobase, sugar hydroxy

groups).

Reductase-responsive ONs
Hypoxic conditions that are characteristic of solid tumors repre-

sent a remarkable stimulus to convert non-active prodrugs into

active drugs under reductase action. Three examples of

hypoxia-activated ONs have been reported thus far, with a

hypoxia-labile modification either in the phosphate backbone to

mask the negative charge and provide better tumor selectivity

[25,26] or at the nucleobase to modulate the hybridization prop-

erties with the target [27]. In all cases, a nitro-derivative-modi-

fied thymidine phosphoramidite was prepared and incorporated

into oligothymidylates (dT)n or heterosequences at different

sites. Actually, the nitro-derivative modifications (nitrobenzyl,

nitrofuryl or nitrothienyl) can be reduced by reductases to form

the corresponding amino (or hydroxylamino) derivatives, fol-

lowed by a cleavage of the benzyl or heterocycle groups and

release of the unmodified sequences.

Modifications at the internucleotide linkage: ONs containing

either 5-nitro-2-furylmethyl or 5-nitro-2-thiophenylmethyl mod-

ifications at some internucleoside phosphates were converted to

native (dT)n with good hypoxia selectivity in vitro by nitrore-

ductases as well as in tumor cell extract by cellular reductases

(Scheme 5A) [25]. Furthermore, such nitrofuryl and nitro-

thienyl modifications improved nuclease resistance and cellular

uptake of ONs in proportion to the number of lipophilic groups.

In another study, a series of ONs with mixed sequences bearing

some nitrophenylpropyl modifications were synthesized and

exhibited good resistance toward nucleases and stability in

human serum (Scheme 5B) [26]. Their cellular uptake in HeLa

cells was greater than that of the naked ON and increased with

the number of labile groups masking the phosphates. As ex-

pected, the nitrophenylpropyl groups were readily cleaved by

nitroreductase in the presence of NADH. Such modified ONs

could be used as prodrugs for the delivery of ON-based thera-

peutics in hypoxic cells.

Modifications at the nucleobase: The third example reported

by Saneyoshi and Ono refers to ONs containing the hypoxia-

labile group on the nucleobase. It was shown that (dT)5 with

one 4-nitrobenzylthymine was deprotected in vitro by nitrore-

ductase in the presence of NADH to produce (dT)5 with native

thymine (Scheme 6) [27]. In addition, thermal stabilities of the

duplexes formed with thymine-modified ONs and their comple-

mentary sequences were evaluated; the nucleobase modifica-

tions induced an important destabilization of the duplexes. This

result suggests that 4-NO2-benzylthymine-modified ONs cannot

hybridize to their targets and consequently should be inactive in

normal cells. However, in hypoxic cells after removal of the

4-nitrobenzyl groups, the resulting native ONs should form

stable active duplexes with their targets. These hypoxia-labile

modifications seem promising for the development of ON thera-

peutics with specific activity in hypoxic tumor cells and low

toxicity in normal cells.

A nitrobenzyl (NB) group has also been introduced at O6 of a

guanine to modulate the conformational properties of a

G-quadruplex structure-forming single-stranded DNA [28]. The

dGNB phosphoramidite was synthesized and incorporated into

the sequence of a thrombin-binding DNA aptamer (TBA, at the

5’-end) prone to form a G-quadruplex structure (Scheme 7).

Circular dichroism studies have indicated that TBANB adopts a

random coil structure while after reduction caused by chemical

(Na2S2O4) or enzymatic (nitroreductase with NADH) stimuli,

the formation of a G-quadruplex structure was evidenced due to
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Scheme 5: Synthesis via phosphoramidite chemistry and deprotection mediated by nitroreductase/NADH of hypoxia-activated prodrugs of ONs con-
taining A) 5-nitro-2-furylmethyl or 5-nitro-2-thiophenylmethyl [25] and B) 3-(2-nitrophenylpropyl)phosphotriester internucleoside linkages [26].

Scheme 6: Synthesis via phosphoramidite chemistry and conversion mediated by nitroreductase/NADH of hypoxia-activated prodrugs of ONs con-
taining O4-(4-nitrobenzyl)thymidine [27].
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Scheme 7: Incorporation of O6-(4-nitrobenzyl)-2’-deoxyguanosine into an ON prone to form a G-quadruplex structure, preventing it from forming this
quadruplex when protected and allowing it under reducing conditions [28].

Scheme 8: Synthesis and mechanism for the demasking of ON prodrugs from A) S-acylthioethyl phosphotriester [29] and B) S-acyloxymethyl phos-
photriester [22].

the conversion of TBANB into TBA. The modulation of the sec-

ondary structure transition of an ON in a reduction-responsive

manner appears to be beneficial to understand biomolecule be-

havior and biological phenomena.

Esterase-responsive ONs
Modifications at the internucleotide linkage: The use of

phosphate modifications cleaved under carboxyesterase media-

tion was envisaged for ONs more than 20 years ago and was ex-

tensively studied by Imbach’s group [29] and others [22,30,31].

Ten years ago, Lönnberg summarized the chemical aspects of

prodrug strategies at the nucleotide and oligonucleotide levels

and particularly focused on esterase-responsive modified-phos-

phate ONs [32]. The most studied masking groups have been

the methyl-SATE (S-acetylthioethyl) and tert-butyl SATE

(S-pivaloylthioethyl) developed by Imbach (Scheme 8A) [29],

whereas S-acyloxymethyl groups were studied by Agrawal

(Scheme 8B) [22]. The fundamental advantage of using en-
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Figure 1: Oligothymidylates bearing A) 2,2-bis(ethoxycarbonyl)-3-(pivaloyloxy)propyl- and B) 2-cyano-2(2-phenylethylaminocarbonyl)-3-
(pivaloyloxy)propyl phosphate protecting groups [41].

zyme-cleavable modifications of the phosphodiester backbone

in ONs is to transitorily mask the negative charges of the phos-

phate by neutral phosphotriesters. Consequently, the backbone

is less prone to nuclease degradation, and the lipophilicity of the

pro-ON increases cell permeation [33]. The uptake was propor-

tional to the number of SATE groups and probably proceeded

through a passive diffusion mechanism [34]. Furthermore, it

was shown that SATE-protected phosphates were selectively

demasked in cell extracts [35-37]. SATE thionophosphotriester

ONs were quantitatively converted to phosphorothioate ONs by

carboxyesterase-mediated deacylation followed by the removal

of the resulting S-(2-mercaptoethyl) group by cyclization to

episulfide. For S-acyloxymethyl phosphorothiolates, hydrolysis

of the ester catalyzed by the enzymes was followed by release

of formaldehyde to produce the phosphorothioate ON.

Despite these promising results, further studies on the use of

these prodrugs to control genetic expression have not been

carried out. Thus far, most of these results were obtained for

thymidine homopolymers [32]. The reason is that the synthesis

of ON prodrugs is incompatible with the standard deprotection

treatment under basic conditions (generally aqueous ammonia)

used to cleave other common base-labile acyl protection groups

from nucleobases and release ON from the solid support.

Furthermore, as the aqueous solubility of fully modified SATE

phosphotriester ONs is rather poor [29], the design of ONs

combining phosphodiester and phosphotriester linkages is re-

quired to ensure aqueous solubility and sufficient lipophilicity

for cell uptake. Several attempts to obtain such chimeras were

made in Imbach’s laboratory in the early 2000s. In particular,

the use of photolabile protecting groups [38] of allyloxycar-

bonyl groups deprotected by Pd(0) [39] and of fluoride-labile

groups [40] in place of the standard acyl protection of nucleo-

bases has made possible the acquisition of short sequences of

heteropolymer pro-oligonucleotides. However, none of these

methods led to ON prodrugs of therapeutic interest in the anti-

sense approach. A similar conclusion can be drawn from

Lönnberg's work reported in 2005 that described the synthesis

of homothymidylates and phosphorothioate analogs protected

by the biodegradable 2,2-bis(ethoxycarbonyl)-3-(pivaloyloxy)-

propyl and 2-cyano-2-(2-phenylethylaminocarbonyl)-3-(pivalo-

yloxy)propyl groups (Figure 1A and 1B) [41]. Indeed, this

work also did not lead to ONs for use in control of gene expres-

sion.

In addition, Lönnberg described the 4-acetylthio-2,2-dimethyl-

3-oxobutyl group as another phosphate protecting group that

should be removed by both, esterases and heat (Figure 2) [42].

The resulting phosphotriesters of short oligothymidylates were

successfully converted into phosphodiesters at 37 °C, but some

cleavage of internucleosidic bonds also occurred. The slow

conversion could be accelerated upon the addition of hog liver

esterase, but the accumulation of negative charge slowed down

the enzymatic hydrolysis. These preliminary data did not

provoke further development of such an approach.

Unfortunately, despite many strategies, all attempts to synthe-

size DNA ONs with SATE-phosphotriesters resulted in poor

synthetic yields that made biological evaluation impossible.

Consequently, for about ten years, research in the field of car-

boxyesterase-responsive ONs protected at the phosphate back-

bone had waned until Dowdy reported on the synthesis, delivery

and in vivo activity of siRNA prodrugs containing charge-neu-

tralizing phosphotriester linkages [43]. This recent publication,

which was twice highlighted by C. Ducho [44] and A.

Khvorova [45], is a reference in the field of ON prodrugs

because, for the first time, a biological effect was measured in

mice. Indeed, Dowdy’s group succeeded in the synthesis of a

library of more than 40 phosphotriester groups on ribonucleic

neutral (RNN) phosphoramidite building blocks containing

2’-modifications (2’-F, 2’-OMe) to avoid 2’-OH nucleophilic

attack on the phosphotriester linkage. Moreover, they used
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Scheme 9: Phosphoramidites and the corresponding RNA prodrugs protected as A) t-Bu-SATE, B) OH-SATE and C) A-SATE phosphotriesters [43].

Figure 2: Oligothymidylates containing esterase and thermo-labile
(4-acetylthio-2,2-dimethyl-3-oxobutyl) phosphate protecting groups
[42].

extremely mild basic diisopropylamine in methanol to depro-

tect nucleobases containing phenoxyacetyl (for A and C) or

isopropylphenoxyacetyl (for G) groups on exocylic amines.

These deprotection conditions prevent base-mediated phospho-

triester cleavage. Finally, to address the synthetic issue com-

pletely, they stabilized the thioester bond to diisopropylamine/

methanol by substituting electron-donating groups at the distal

α-carbon or lengthening the proximal ethyl linker to a butyl

linker. With such RNN phosphoramidite building blocks >3000,

RNN ONs have been synthesized with high yields comparable

to those of RNA synthesis, demonstrating the robustness and

versatility of the chemical method. Three enzymolabile phos-

photriester groups, namely, t-Bu-SATE, OH-SATE and a conju-

gable aldehyde A-SATE for conjugation to delivery and

targeting domains, have been selected for complete evaluation

(Scheme 9A, 9B, and 9C, respectively). The optimum phospho-

triester placement and number of phosphotriester groups were

shown to have an important impact on the siRNA solubility and

duplex stability. Such designed siRNNs showed a high solu-

bility and serum stability and are not recognized by the innate

immune system. On the other hand, due to their large size, they

do not passively cross cell membranes. Therefore, to facilitate

their uptake, a TAT-peptide delivery domain was conjugated to

the siRNNs via A-SATE phosphotriester groups. Hence, a

chimeric passenger strand containing four A-SATE phosphotri-

esters duplexed with an RNN guide strand was conjugated to

the delivery domain TAT peptides. The resulting conjugates

possessing only ≈25% of neutralized phosphates and four TAT

peptides were optimal to enter cells passively. Once inside the

cells, the SATE groups were efficiently removed by esterases,

leading to siRNAs that are induced according to knockdown

with apparent EC50 values in the low nanomolar range and in a

noncytotoxic fashion. Next, the authors prepared conjugates of

the siRNNs via one A-SATE phosphotriester with a hepatocyte-

specific tris-N-acetylgalactosamine targeting domain and

demonstrated a stronger RNAi response in mouse liver
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Scheme 10: Mechanism of the hydrolysis of 2’-O-acyloxymethyl ONs mediated by carboxyesterases [46]. The hydrolysis of the ester functions yields
an unstable 2’-hemiacetal, affording the free RNA through the release of formaldehyde.

(following subcutaneous or intravenous administration) than the

same conjugates with non-enzymolabile phosphotriesters as

reference compounds. In conclusion, from this relevant study, it

is noteworthy that for the first time, siRNA prodrugs have been

synthesized by a versatile method and are intracellularly con-

verted into natural phosphodiester siRNAs that induce robust

RNAi responses in vivo. This work clearly opens the way to the

new development of ON prodrugs for RNAi therapeutics.

Modifications at the sugar: For the last ten years, our group

has been more interested in making RNA prodrugs with en-

zyme-cleavable modifications at the 2’-position. We essentially

focused on several acetalester groups whose lipophilicities and

stabilities were variable to tune siRNA properties, particularly

their delivery. The first evaluation of biolabile 2’-O-modifica-

tions was achieved using short oligo-U sequences containing

2’-O-acyloxymethyl or acylthiomethyl groups [46,47]. They

were shown to improve RNA nuclease resistance and not to

hamper duplex dsRNA formation, and they are removed by cel-

lular esterases. Indeed, 2’-O-acyloxymethyl ONs are converted

to unmodified RNAs by carboxyesterase-mediated deacylation

with the release of formaldehyde to produce the parent RNA

(Scheme 10).

These features made 2’-O-acetalester modifications promising

for their use in a prodrug approach; of particular interest was

the pivaloyloxymethyl (PivOM) group, which completes the

requirements to functionalize a potential siRNA prodrug. There-

fore, for the first time, several mixed-nucleobase RNAs

partially 2’-O-masked with PivOM groups were synthesized via

a solid-phase method involving silyl-based protections on

amino functions of the nucleobases combined to CNE on phos-

phates and Q-linker between pro-RNA and the solid support

[48]. One of them with five PivOM groups at the 5’-end was

active in a human cell culture-based RNA interference assay,

and it exerted improved cellular uptake. These preliminary data

provided a proof-of-concept for a prodrug-based approach for

the delivery of siRNA to living human cells. The next report de-

scribed a more convenient and straightforward method to

synthesize partially modified 2’-O-PivOM RNAs (Scheme 11)

[49]. The strategy involves standard labile acyl groups for

nucleobases, cyanoethyl groups for phosphates, a Q-linker to

the solid support [50] and two acetal ester groups for 2’-OH,

namely, propionyloxymethyl (PrOM) and PivOM exhibiting

different stability under deprotection conditions. Indeed, a spe-

cific treatment with butylamine in anhydrous THF [51] selec-

tively removes the PrOM groups while the PivOM groups stay

attached. Thus, partially PivOM-modified siRNAs with a differ-

ent design have been evaluated. No serious thermal destabiliza-

tion of the siRNA duplex was observed and the A-form duplex

was maintained [52]. Moreover, all PivOM-modified siRNAs

(1 nM) showed control of gene expression activity after trans-

fection into ECV304 cells expressing the firefly luciferase gene.

Nevertheless, the RNAi activity of such 2’-O-acetal ester

siRNAs taken up by cells in the absence of any carriers

remained to be demonstrated. The robust synthetic method de-

veloped in 2014 [49] made 2’-PivOM-modified siRNAs readily

available. To improve their lipophilic features, one methyl of

the tert-butyl moiety in the PivOM groups was replaced by one

phenyl, resulting in the phenylisobutyryloxymethyl (PiBuOM)

modification, which was introduced into siRNAs for investiga-

tion (Scheme 11) [53]. Indeed, we provided evidence of im-

proved spontaneous cellular uptake of naked PiBuOM-modi-

fied siRNAs compared to unmodified or PivOM-modified

siRNAs. Consequently, a substantial inhibition (90% at 1 μM

concentration) of EWS-Fli1 expression in A673 cells in serum-

containing medium was observed. It is noteworthy that this

PiBuOM modification is efficient in assisting siRNAs to enter

cells and promote gene inhibition without the use of trans-

fecting agents. Furthermore, even if the intended prodrug
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Scheme 11: Synthesis of partially 2’-O-PivOM-modified RNAs [49] and 2’-O-PiBuOM-modified RNAs [53] using their corresponding phosphor-
amidites and 2’-O-PrOM phosphoramidites to generate 2’-OH.

strategy was not validated with PiBuOM modification because

of a certainly too slow esterase cleavage, its use in the sense

strand as permanent lipophilic modification has been relevant to

facilitating the cellular uptake of siRNAs and subsequent gene

inhibition.

Beside it is known that cellular internalization properties can be

improved by adding positive charges to ONs to counterbalance

the overall negative charge of these compounds. In this context

and in extension of the previous work with the 2’-O-acetal ester

modifications cited above, new modified ONs were designed

with amino or guanidino-containing 2’-O-acetal ester groups

bearing positive charges: 2-amino-2-methylpropionyloxy-

methyl (AMPrOM), 2-aminomethyl-2-ethylbutyryloxymethyl

(AMEBuOM) or 2-guanidinomethyl-2-ethylbutyryloxymethyl

(GMEBuOM, Figure 3A) [54]. The two modifications with a

guanidinium and an ammonium moiety, GMEBuOM and

AMPrOM, respectively, were found to be unstable during

HPLC purification and handling. Therefore, they could not be

further investigated. By contrast, the AMEBuOM modification

was evaluated within several 2’-OMe ONs or a fully

AMEBuOM-modified ON, which was more resistant to enzy-

matic degradation. A slightly moderate internalization of

AMEBuOM-modified ON (ammonium side chain) was ob-

served compared to the ON with the PivOM group (t-Bu side

chain), probably due to the instability of AMEBuOM groups in

cell culture medium before internalization. Overall, these

cationic acetal ester modifications are chemically too unstable

for further developments as ON prodrugs. Similarly, Damha re-

ported on the synthesis of ONs containing amino acid-acetal

esters at the 2’-OH, particularly with lysine for its positive

charge (Figure 3B) [55]. Unfortunately, 2’-O-acetal ester ONs

with lysine, alanine and phenylalanine could not be isolated

with good yield because they were partially degraded during

HPLC purification and subsequent handling. No further study

has been described in the literature with such 2’-modified ONs.

Prodrugs of conformationally constrained nucleic acids such as

tricyclo-DNA (tc-DNA) deserve to be mentioned in this review

as sugar-modified ONs. Indeed, tc-DNAs were evaluated as

promising candidates for ON-based therapeutic applications,

exhibiting increased affinity to RNA and better resistance to

nucleases. The main bottleneck of their use, as for many other

modified ONs, is their poor cellular uptake. Therefore, to

address this issue, Leumann et al. synthesized “pro-tricyclo-

ONs” bearing two different metabolically labile ethyl and hexa-

decyl esters at position C6’ that were expected to promote cell

penetration (Scheme 12) [56]. It was shown that the cellular

uptake of a decamer containing five tchd-T units with a C16 side

chain was increased in two different cell lines (HeLa and HEK
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Figure 3: A) 2’-O-amino and guanidino-containing acetal ester phosphoramidites and B) 2’-O-(amino acid) acetal ester phosphoramidites reported by
Debart [54] and Dahma [55], respectively.

Scheme 12: Prodrugs of tricyclo-ONs functionalized with A) ethyl (tcee-T) and B) hexadecyl (tchd-T) ester functions at C6 obtained from correspond-
ing thymidine phosphoramidites [56].

293T) without using a transfection agent. Nevertheless, the

enzymatic hydrolysis of the hexadecyl esters and some prelimi-

nary antisense activities remain to be demonstrated.

Heat-responsive ONs
These so-called ONs contain thermolytic groups that are re-

moved upon a ‘heat-driven’ process under neutral conditions.

Modifications at the internucleotide linkage
Over many years, various thermolytic groups for 5’-OH and

phosphate protections have been designed and developed by

Beaucage et al. to synthesize DNA ONs on microarrays due to

their rapid removal under mild conditions [57]. Heat-sensitive

phosphate/thiophosphate-protecting groups have been incorpo-

rated into ONs via phosphoramidite chemistry using solid-

support methodology. However, some required more drastic

conditions (90 °C for a long period of time) to be cleaved, and

Beaucage found a potential application of such thermolytic ONs

as prodrugs in the treatment of infectious diseases. Even if in

this review, the applications of ON prodrugs are essentially

focused on gene silencing, it seemed important to us to report

on the thermolytic CpG-containing ODNs as potential
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Scheme 13: Demasking mechanism of fma thiophosphate triesters in CpG ODN upon heat action [58].

Scheme 14: Thermolytic cleavage of the hydroxy-alkylated thiophosphate and phosphato-/thiophosphato-alkylated thiophosphate protecting groups
from thymidine dinucleotides [59].

immunotherapeutic prodrugs [58]. The first impressive result

was obtained in vivo with a CpG ODN (CpG ODN fma1555)

functionalized with the 2-(N-formyl-N-methyl)aminoethyl (fma)

thiophosphate protecting groups, which were cleaved at 37 °C

to yield the well-known immunomodulatory CpG ODN 1555

(Scheme 13). When the CpG ODN fma1555 was administrated

to newborn mice that had been infected with Tacaribe virus,

43% of mice survived [58]. Moreover, an improved immuno-

protection (60–70% survival) was obtained when the CpG ODN

prodrug was administered three days before infection. Interest-

ingly, it also was shown that the combination of CpG ODN

1555 and CpG ODN fma1555 (more than 50% survival) in-

creased the window for therapeutic treatment against the

disease. However, the induction of the immunostimulatory

effect was delayed, which is consistent with the formation of

the biologically active phosphorothioate diesters from the fma

thiophosphate triesters with a thermolytic conversion half-life

of t1/2 = 73 h at 37 °C.

Although these fma ODNs exhibit the features of ON prodrugs

in that they are neutral to enable cellular delivery and are stable

to hydrolytic nucleases, Beaucage et al. developed other ther-

molytic ONs with thermolabile groups displaying slower or

faster removal kinetics than that of fma groups. In particular, the

subsequent heat-sensitive groups for phosphate masking were

designed with a phosphate or a thiophosphate branched to a

propyl or a butyl chain connected to the internucleoside linkage

(Scheme 14) [59]. Consequently, the presence of only one phos-
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Scheme 15: Synthesis via phosphoramidite chemistry and thermolytic cleavage of alkylated (diisopropyl, diethyl, morpholino) phosphoramidothioyl-
butyl internucleoside linkages [61].

phate monoester function in an fma ON significantly increased

the solubility. Unfortunately, no biological evaluation of such

modified ONs was performed, and only the complete conver-

sion of modified CpG into unmodified CpG upon elevated tem-

perature conditions was shown.

Another study in the same laboratory described new heat-sensi-

tive thiophosphate protecting groups derived from the previ-

ously cited fma [58] and 4-(methylthio)butyl groups [57]. Some

20 groups, which will not be detailed here, have been assessed

and were found to exhibit slower or faster thermolytic deprotec-

tion rates than those of the fma group at 37 °C (t1/2 = 72 h) [60].

Typically, the thermostable groups with deprotection kinetics

slower than those of the fma group may be used for the protec-

tion of terminal phosphodiesters of the immunomodulatory

DNA sequence targeting the nuclease resistance of the ON

prodrug. On the other hand, the thermosensitive groups are

more suitable for the protection of the thiophosphates flanking

the CpG motif of DNA prodrugs to provide both lipophilicity

(better cellular uptake) and hydrophilicity (better solubility once

groups are removed). Moreover, some of thermolabile groups

(t1/2 in the range of 6 h to 40 h at 37 °C) may be applicable to

protect the thiophosphates of CpG motifs of immunoregulatory

DNA sequences. Thus, the investigation of these different heat-

sensitive groups may serve to design optimal CpG DNA

prodrugs.

Similarly, in the search for thiophosphate protecting groups

with deprotection half-lives in the range of 100–200 h at 37 °C

for sustained CpG ODN immunostimulation in animal models,

Beaucage et al. have developed a new class of thermosensitive

groups that are hydroxy-alkylated phosphoramidate, phosphor-

amidothioate and phosphorodiamidothioate derivatives

(Scheme 15) [61]. Their thermolytic deprotection rates at 37 °C

have been determined in PBS (pH 7.4) from thymidine di-

nucleoside phosphorothioate models. It was shown that the ther-

molytic cleavage of alkylated (diisopropyl, diethyl, morpholino)

phosphoramidothioylbutyl groups to TpsT proceeded with

respective half-lives of 135 h, 245 h and 265 h at 37 °C. There-

fore, these groups are appropriate for thiophosphate protection

of the CpG motif of CpG ODN prodrugs, and they are comple-

mentary to those identified earlier [60]. It remains to study such

thermosensitive CpG ODNs in animal models infected by

viruses and/or bacteria to evaluate the correlation between ex-

tended immunostimulation and resistance.

The most recent data reported by Beaucage on thermosensitive

PS DNA prodrugs were related to the assessment of their inter-

nalization in various cell lines [62]. The study was essentially

performed with oligothymidylate models. First, the internaliza-

tion of a 5’-fluorescein fma (Tps)14T in Vero, HeLa and GC-2

cells was poor but comparable to that of the control 5’-fluores-

cein (Tps)14T. These data can be explained by the decreased

solubility in aqueous medium of the uncharged ON and can be

correlated with the similar abilities of CpG ODN fma1555 and

CpG ODN 1555 to induce an immunostimulatory response in

the mice mentioned above [58]. On the other hand, the introduc-

tion of four positively charged 3-(N,N-dimethylamino)propyl

groups into an fma-thiophosphate oligothymidylate resulted in

enhanced aqueous solubility and a 40-fold increase in the cellu-

lar uptake of the ON in Vero and GC-2 cells (Scheme 16). It is

noteworthy that the presence of four positively charged groups

into a negatively charged PS oligothymidylate is not sufficient

for an efficient cellular internalization in Vero cells. These data

support that both 3-(N,N-dimethylamino)propyl and fma groups

are required for optimal internalization in the three cell lines. Of

special interest was the absence of cytotoxic effects in Vero

cells at a 50 μM extracellular ON concentration for 72 h. More-

over, confocal microscopy studies showed that the positively

charged oligoT escaped endosomal vesicles and migrated to the

nucleus of Vero or GC-2 cells. This observation may support

the correlation between cellular uptake and the activity of ther-



Beilstein J. Org. Chem. 2018, 14, 436–469.

451

Scheme 16: Synthesis of thermosensitive prodrugs of ODNs containing fma thiophosphate triesters combined to positively charged 3-(N,N-dimethyl-
amino)propyl phosphotriesters internucleoside linkages to improve cellular uptake [62].

Scheme 17: Caging of deoxycytidine in methylphosphonate ONs by using the thermolabile phenylsulfonylcarbamoyl protecting group introduced
through reaction with phenylsulfonyl isocyanate [65].

mosensitive DNA prodrugs. Supplementary experiments with

mixed-nucleobase DNA sequences should provide more infor-

mation on these thermosensitive ON prodrugs.

Finally, it should be mentioned that additional thermolabile

protecting groups for phosphodiesters have been reported by

Lönnberg [63,64]. Actually, in the search for esterase-labile

protecting groups for phosphoesters, a set of 2,2-disubstituted

4-acylthio-3-oxobutyl groups was additionally thermolabile.

This investigation was only achieved at the nucleotide stage and

no data with ONs were reported. Consequently, these special

protecting groups will not be detailed in this review.

Modifications at the nucleobase
The temporary protection of nucleobases by heat-responsive

groups has not yet found applications in the field of ON

prodrugs despite a certain potential. Indeed, the introduction of

the phenylsulfonylcarbamoyl (psc) protection of cytosines in

methylphosphonate ONs through the reaction with phenylsul-

fonyl isocyanate produces a caged ON unable to hybridize to its

complementary RNA sequence until heat removal of the psc

(Scheme 17) [65]. However, currently, this approach is limited

to CPG-supported methylphosphonate ONs containing

thymines and cytosines immobilized on a glass slide.

Light-responsive ONs
Compared to other stimuli used to generate ONs that act as gene

regulator, light is the external physical regulatory element that

is most used. Actually, photoirradiation is the major and

simplest method to temporally and spatially regulate the activi-

ty of photoresponsive ONs that could be assimilated to

prodrugs, although this term is not commonly used except in a
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Figure 4: Biotinylated 1-(5-(aminomethyl)-2-nitrophenyl)ethyl phosphoramidite used to cage the 5’-end of a siRNA during its synthesis on solid
support using phosphoramidite chemistry [73].

few reports [66]. Depending on the strategies used, the intro-

duction of photolabile moieties into an ON renders it active or

inactive and, therefore, it is turned on (light activated) or off

(light deactivated) by light, respectively [67-71]. Thus, the

advantages of light are to give the possibility of controlling this

switch in time but also in space because photoirradiation could

be performed only on a desired part of a sample, a cell, a tissue

or a living organism. However, it should be noted that currently,

most of the activities of photocaged ONs have been validated

on reporter gene models except for a few studies on specific

genes in zebrafish embryos.

Despite the advantages described above, the use of light to

control gene expression has several drawbacks. Extended UV

irradiation may produce side reactions, lowering the yield of

active ON and inducing toxicity. Moreover, the diffusion of

light resulting from long UV irradiation decreases temporal and

spatial resolution for experiments in cells. Finally, because light

has poor tissue diffusion, the photocaging approach may be

restricted to in vitro gene-silencing interactions and of limited

use for therapeutic applications.

Modifications at the phosphate moieties
The control of gene expression with photocaged phosphate-

modified ONs has been mostly used for light activation of RNA

interference, as commonly used by the Friedman group [72-76],

and occasionally for RNA-cleaving activity with DNAzymes

[77].

It is expected that phosphate-modified siRNAs sterically block

the interaction of siRNA with the RISC complex and that the

process is turned on upon photoirradiation [72]. Considering

DNAzymes, their catalytic activity is inhibited until photoirradi-

ation releases the native DNAzyme [77]. In phosphate-caged

siRNAs, chemical derivatization of phosphates either in the

phosphodiester backbone [72] or at a terminal phosphate

[73,74] of ON was performed following two different ap-

proaches: a) post-functionalization of ON with a suitable

reagent, which generally is a diazo derivative bearing a photore-

sponsive moiety, or b) incorporation of an appropriate

photocaged phosphoramidite during the solid-supported ON

synthesis [73,78]. The advantage of the first approach is that the

functionalization results from a reaction with available unmodi-

fied ONs, while the second approach first requires the synthesis

of a modified unit followed by its incorporation into ON during

solid-phase synthesis. However, the first approach is far less

efficient than the second one because the labeling of phosphodi-

ester linkages with diazo compounds is not specific to a given

phosphodiester in siRNA and cannot be controlled in location

and the amount of caging units, yielding a random mixture of

ONs. Moreover, diazo compounds exhibit certain reactivity

toward nucleobases that can lead to undesired side reactions

[74]. Considering their RNAi activity, these statistically phos-

phate-caged RNAs also have several drawbacks. Indeed,

Friedman et al. have shown that low percentages of photolabile-

protecting groups in siRNA only induce partial inhibition of

gene silencing. Inversely, higher percentages increase the

blocking of RNAi before light activation induces the release of

photoresponsive moieties during photoirradiation, yielding a

lower extent of GFP expression in HeLa cells [72].

Later, Mc Master showed that it is not necessary to heavily

modify siRNA because a single photoresponsive unit (biotin

linked to nitrophenylethyl, Figure 4) at the phosphate located at

the 5’-end of the antisense strand of a siRNA decreased RNAi,

although only moderate photomodulated silencing of several

transfected genes in HeLa cells was observed [73]. In this work,

the responsive unit was introduced into an ON using the corre-

sponding phosphoramidite (Figure 4), but Friedman showed

that this also could be done by the reaction of diazo compounds

with the terminal phosphates of an ON. Indeed, the reactivity of

diazo reagents with terminal phosphates (phosphomonoesters)

was much greater and more specific than that with the internu-

cleoside phosphates (phosphodiesters) [74].
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Scheme 18: Introduction and cleavage of 1-(4,5-dimethoxy-2-nitrophenyl)ethyl (DMNPE) [74] and cyclododecyl-DMNPE (CD-DMNPE) [76] groups in
the terminal 3’ and 5’-phosphate of an RNA through reaction with a diazo reagent.

Scheme 19: Post-synthetic introduction of a thioether-enol phosphodiester (TEEP) linkage into a DNAzyme by the selective reaction of a phosphoro-
thioate linkage with 2-bromo-4’-hydroxyacetophenone followed by photodecaging, leading to a phosphodiester internucleoside linkage [77].

Friedman improved the efficiency of the phosphate caging ap-

proach by introducing photolabile moieties (dimethoxynitro-

phenylethyl = DMNPE) at the phosphate 5’ and 3’-ends of both

strands of siRNAs (Scheme 18) [74]. Here, again, the inhibi-

tion of gene silencing due to the caging moieties has not been

complete, although much better than that with the backbone-

modified siRNAs, in spite of the fact that the RNAi was fully

restored after photoirradiation. One of the possible reasons for

the partial inhibition of gene silencing by the photocaged

siRNA (35% knockdown without photoirradiation) could be ex-

plained by the partial loss of terminal photoreactive units due to

nuclease degradation. Friedman et al. have first improved their

system using phosphorothioate (PS) internucleoside linkages to

enhance nuclease resistance near the terminal caged phosphates

preventing unwanted loss of the photoreactive moieties before

photoirradiation [75]. This was the case when two PS linkages

were introduced into each strand of caged siRNAs. Surprising-

ly, an increasing number of PS, up to 6 per strand, turned on the

caged siRNA to an active species, probably because many PS

linkages increased the affinity for DICER overcoming the

blocking capacity of the caged ON. Finally, the best results

were obtained when bulkier photolabile protecting groups (i.e.,

cyclododecyl-DMNPE = CD-DMNPE) were employed to cage

siRNAs (Scheme 18) [76]. The system was efficient as the

photocaged siRNA did not induce RNAi while it was fully

deprotected under photolysis restoring the activity of the native

siRNA.

As stated previously, the introduction of a photoreactive moiety

into the phosphodiester backbone of an ON with diazo com-

pounds is not specific. Xiang et al. developed a more efficient

and specific post-synthetic method. It is based on the reaction

between a phosphorothioate derivative and 2-bromo-4’-

hydroxyacetophenone to produce a phosphate protected with a

thioether-enol phosphotriester, phenol substituted (TEEP,

Scheme 19) [77]. The TEEP modification was introduced into
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“active sites” of 8–17 and 10–23 DNAzymes with good yields

(>95%). The inhibition of the 8–17 DNAzyme activity by one

modification was limited, whereas the photocaged ON with

3 modifications was totally inactive. Photoirradiation at 365 nm

triggered the removal of the photoreactive moieties to phospho-

diesters with up to 85% of activity recovery of the DNAzyme in

vitro as in HeLa cells.

Modifications at the nucleobase
For selected reviews on this topic, see [79,80]. From all

possible photoresponsive modifications introduced into ONs,

modifications of the nucleobases are the most widely used for

the regulation of gene expression under light activation. For this

purpose various different approaches have been reported for the

control of RNA translation (such as RNAi [81-83] and anti-

sense [84,85], including splice switching of pre-mRNA [86] and

DNAzymes [82,87]) and for the control of gene transcription

(such as antigene strategy [88] and decoys [86,89] able to

interact with transcription factors). Most of the photorespon-

sive units are introduced as protecting groups of nucleobases in

the ONs. Consequently, the nucleobases cannot hybridize until

photoirradiation. Another strategy much less studied than that

where natural nucleobases are protected by photolabile groups

is to use artificial photolabile nucleobases [90]. Generally, these

modified nucleobases are introduced into ONs through their

corresponding phosphoramidites.

Photocaged approaches to inhibit translation: Mikat and

Heckel introduced deoxyguanosine and thymidine, respectively,

protected at O6 and O4 with a 2-(2-nitrophenyl)propyl (NPP)

group, into siRNA (Scheme 20A) [81]. The most efficient

siRNAs targeting EFGP expression in transfected HeLa cells

were those modified in the central part of the siRNA – that is, in

the nucleobases neighboring the argonaute cleavage site of

mRNA (Scheme 20C). These caged siRNAs were completely

inactive until removal of the protecting groups with UV irradia-

tion at 366 nm, whereas modifications surrounding the central

part of the siRNA were less effective. It was argued that modi-

fied nucleotides in the central part of siRNA lead to a bulge of

the siRNA–mRNA hybrid, disturbing the cleavage of mRNA by

the RISC. Subsequently, Deiters used the same approach with

photo 6-nitropiperonyloxymethyl (NPOM)-photocaged siRNAs

synthesized from phosphoramidites of the caged uridine and

guanosine ribonucleotides (Scheme 20B) [83]. As previously

demonstrated, light activation of RNAi was confirmed in HeLa

cells transfected with a GFP reporter gene but was also demon-

strated with the silencing of the endogenous gene of the mitosis

motor protein Eg5. In the same article, Deiters reported the

study of siRNAs with caged nucleotides at the seed region of

siRNA because the seed region is crucial for the recognition

of mRNA target but does not affect the cleavage site

(Scheme 20D). Two protected nucleotides in a siRNA totally

prevented RNAi that is “turned on” after UV irradiation. Thus,

the NPOM-protecting group induces reversible inactivation of

siRNAs, demonstrating the importance of hybridization in the

RNAi mechanism.

Deiters et al. also applied the NPOM photosensitive group for

gene silencing using antisense oligodeoxynucleotides (ODNs)

in mouse fibroblast 3T3 cells transfected with the Renilla

luciferase plasmid [84]. Three and four modifications parti-

tioned along the sequence of the antisense ODN prevented

hybridization to RNA targets and consequently inhibited the

antisense activity blocking RNase H catalyzed degradation of

mRNA. Upon irradiation at 365 nm, the NPOM groups were

completely removed and the antisense activity was restored to

the level of the uncaged ODN (Scheme 21). Photocaged NPOM

thymine was further introduced into morpholino antisense

ODNs [85] to block mRNA binding to the ribosome and, there-

fore, RNA translation. These morpholino ONs could inhibit the

EGFP exogenous gene and chordin endogenous gene in

zebrafish and Xenopus living embryos, only after UV photoly-

sis at 365 nm (Scheme 21).

In the studies described above, photoirradiation “turns on” anti-

sense activity, and ONs “turn off” gene translation. Photocaging

can also be used to “turn off” antisense activity. For this

purpose, the antisense ODN was linked to a complementary se-

quence (Scheme 22) [82]. The resulting hairpin could not asso-

ciate with the mRNA. When the complementary sequence was

photocaged with three NPOM thymidines, the hairpin was not

formed, and the antisense hybridized with mRNA, preventing

its subsequent translation by RNase H recruitment. Thus,

photoirradiation causes hairpin formation and, therefore, “turns

off” antisense activity.

Photocaged phosphorothioate (PS) ONs containing 2’-O-methyl

nucleosides and two NPOM-protected 2’-OMe uridines in their

sequences have also been used as splice-switching ONs

(Scheme 23) [86]. The NPOM-protecting groups prevented ON

hybridization with a β-globin intron aberrant splice site, induc-

ing β-thalassemia in EFGP stably transfected HeLa cells, and

the ON was not active until photoactivation.

In 2007, Deiters et al. described the recovery under UV irradia-

tion of the catalytic activity of a DNAzyme possessing in its

catalytic loop a thymidine caged with the NPOM-protecting

group in N3 of thymine (Scheme 24A) [87]. In this approach,

the DNAzyme was light activated. Some years after, the same

group showed a light deactivation process using a caged hairpin

(Scheme 24B) [82]. In this case, the catalytic site of DNAzyme

was not caged, but it was associated or linked to a complemen-



Beilstein J. Org. Chem. 2018, 14, 436–469.

455

Scheme 20: A) NPP dT and dG phosphoramidites [91,92] and B) NPOM U and G phosphoramidites [83] used to introduce photocaged nucleobases
into siRNAs C) close to the argonaute cleavage site to prevent siRNA cleavage [81,83] and D) in the seed region to prevent mRNA recognition by the
RISC complex [83].

tary photocaged ON, and the DNAzyme could induce cleavage

of a mRNA target. Once deprotected under UV light, this com-

plementary ON hybridized to the catalytic site and inhibited the

effect of DNAzyme, allowing mRNA translation.

Photocaged approaches to inhibit transcription: Similarly to

antisense and DNAzymes, two similar photocaged approaches

have been explored to activate or deactivate triplex-forming

ONs (TFOs). These approaches inhibit or elicit gene transcrip-

tion, respectively [88]. Photocaging of TFOs using NPOM-pro-

tected nucleobases prevented the formation of a triple helix with

a dsDNA target, consequently permitting gene transcription

(Scheme 25). Inversely, when photoirradiation removes the

protecting groups, the ON creates a triple helix, hindering gene

transcription. By contrast, when the TFO was linked to a caged

complementary sequence, the construct could block transcrip-

tion until photoirradiation led to the formation of the hairpin

unable to interact with dsDNA. These photocaged DNAzymes
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Scheme 21: Introduction of the photocaged 3-NPOM nucleobase into phosphorothioate antisense and morpholino antisense to inhibit RNA transla-
tion though mRNA degradation by RNase H [84] or steric blocking [85].

Scheme 22: Control of the activity of an antisense ODN using a photocaged hairpin [82]. Formation of the hairpin suppresses hybridization of the
antisense ODN with mRNA, which could be translated.

were tested as gene silencing agents to target the reporter gene

DsRed in eukaryotic cells.

The first illustration of a photocaged DNA decoy used for the

photocontrol of gene expression in mammalian cells was re-

ported in 2011 by Deiters et al [89]. As generally observed, the

protecting groups of the nucleobases disturb base pairing that

the hairpin decoy could not be formed. The decoy is thus inac-

tive, and the NF-κB transcription factor binds to the NF-κB

binding site of an alkaline phosphatase gene to allow transcrip-

tion. Photodecaging permits hairpin formation, and the active

decoy can then bind to NF-κB and compete with the NF-κB

binding site of the gene, leading to the inhibition of gene tran-

scription (Scheme 26).

It is noteworthy that the photodeactivation of DNA decoys was

also described using a modified photocleavable nucleobase

[90]. 7-Nitroindole nucleotides incorporated in a DNA decoy

did not suppress hairpin formation so that NF-κB could bind to

the decoy (Scheme 27). Under UV irradiation, the nucleobase
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Scheme 23: Control of alternative splicing using phosphorothioate (PS) 2’-OMe-photocaged ONs resulting from the incorporation of 3-NPOM 2’-OMe
uridine phosphoramidite [86]. Photoirradiation activates the ODN, inducing a correct splicing.

Scheme 24: A) Light activation of a photocaged DNAzyme incorporating 3-NPOM thymidine in its catalytic site [87]; B) light deactivation of a
photocaged DNAzyme by formation of an inactive hairpin [82].

was photolyzed, releasing an abasic lactone and lowering the

affinity for NF-κB targets. This approach is attractive to “turn

on” the transcription upon UV light. However, until now, the

effect on gene transcription was not reported.

Modifications at the sugar 2’-OH
Light-dependent regulation of gene expression resulting from

the interaction of 2’-O-photocaged ONs with the genetic materi-

al is not documented compared with ONs modified at phos-

phates or nucleobases [68]. Generally, what is sought is to

suppress the chemical reactivity of this nucleophilic hydroxy

function involved in a transesterification reaction that modifies

the RNA substrate of the ribozyme but not the catalytic ON

itself (Figure 5) [93,94]. This method is inappropriate for poten-

tial therapeutic applications. Curiously, to our knowledge, these

modifications have not been exploited for the regulation of

RNA interference.

Use of photolabile linkers: For a selected review, see [96]. In

this approach, the photolabile moieties are not nucleotide
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Scheme 25: Incorporation of 3-(6-nitropiperonyloxymethyl) (NPOM) thymidine and 4-nitropiperonylethyl (NPE) deoxycytidine phosphoramidites into
TFOs and light inhibition and light activation of gene transcription using caged TFOs and caged hairpin TFOs, respectively [88].

Scheme 26: Synthesis of a photocaged DNA decoy from a 3-NPOM thymidine phosphoramidite and release of the NPOM protecting group under
photolysis, allowing the decoy to organize into a hairpin that can bind to the NF-κB transcription factor [89].
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Scheme 27: Synthesis of a caged DNA decoy hairpin containing a 7-nitroindole nucleotide and release of the modified nucleobase under photolysis,
leading to an abasic lactone-containing ON that cannot form a hairpin and associate with NF-κB [90].

Figure 5: Caged-2’-adenosines used by MacMillan et al [93,94]
(X = O) and Piccirilli et al [95] (X = S) to study RNA mechanisms.

protecting groups within ON but are non-nucleoside moieties

linking different ONs or both ends of the same ON together or

ONs to other molecules. Most frequently, except for circular

ONs, photoirradiation cuts the construct into small fragments

that induce a change in the biological activity. Photolysis of cir-

cular ONs provides linear full-length ONs. Compared to caged

nucleobases that directly interact with their nucleic acid targets,

photosensitive linkers do not interact but can organize the ONs

into specific structures capable of or not interfering with their

nucleic targets.

Control of gene expression with photocaged linker-modified

ONs has been mostly used for light activation or deactivation of

antisense inhibition of RNA translation by Tang and

Dmochowski [97-102]. Nevertheless, they were also used to

regulate the catalytic effect of DNAzymes [103] and to control

alternative splicing as reported by Deiters et al [86].

Two chemical approaches exist to introduce a photoresponsive

linker. The first is a post-DNA synthesis process using a hetero-

bifunctional moiety that connects two ONs bearing complemen-

tary functionalit ies.  The conjugation of two amino

and thiol-terminated ONs with a photoresponsive 2-nitro-

phenylethanol unit bearing a N-hydroxysuccinimide ester and

maleimide is an example [97,100]. In the second approach, the

linker is incorporated as a phosphoramidite derivative bearing a

protected hydroxy function for ON elongation using standard

solid-support DNA synthesis [86,103]. This approach is benefi-

cial because several photoactivatable phosphoramidites are

commercially available. Beside these two strategies, miscella-

neous processes were employed for the synthesis of circular

DNA. Dmochowski used the phosphoramidite ligation method

between two ONs, and then, the construct was phosphorylated

at its 5’-end. After deprotection, the circularization was per-

formed using a single-strand DNA ligase [103]. In 2010, Tang

introduced a photoresponsive 1-(2-nitrophenyl)-1,2-ethanediol

phosphoramidite at the end of a solid-supported 3’-amino ON

(Scheme 28) [101]. This step was followed by the incorpora-

tion of an amino-C6-linker phosphoramidite. Before cleavage

from the solid support, the 5’-amino functionality was reacted

with succinic anhydride, yielding an ON with an amino group at

the 3’ end and a carboxyl group at the 5’ end after deprotection

and cleavage from the support (Scheme 28A). Both ends were

then chemically linked using water-soluble 1-ethyl-3-(3-

dimethylaminopropyl)carbodiimide, hydrochloride (EDAC,

synthetic yield 20–40%). More recently, the same author fol-

lowed a quite different approach (Scheme 28B) [104]. After in-

corporation of the photoresponsive phosphoramidite unit into a

3’-amino solid-supported ON, elongation was ongoing, and

then, the aminolinker phosphoramidite was incorporated at the

5’-extremity. The reaction with succinic anhydride followed by

the deprotection produced a 5’-carboxyl 3’-amino ON. Both

ends, as previously described, were then connected using

EDAC with isolated yields of 30–40%.
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Scheme 28: Synthesis of circular ODNs containing a photolabile linker as described by Tang et al. [101,104].

Photocleavable linkers in antisense ONs: Tang and

Dmochowski have introduced the 2-nitrophenylethyl-contain-

ing linker in the loop of a DNA hairpin where an antisense

DNA strand (20-mer) was linked to a shorter complementary

ODN (Scheme 29, 12 base pairs). This hairpin was very stable,

and the antisense ODN did not hybridize to its RNA target and

could not elicit RNA degradation by RNase H. Upon UV irradi-

ation, cleavage of the linker in the hairpin occurred, and the re-

sulting duplex became much less stable, permitting the anti-

sense ODN to hybridize to RNA and turn on its antisense activi-

ty [97]. Therefore, while the hairpin induced only 5% degrada-

tion of the 15-mer RNA after 1 hour, 66% of RNA degradation

was observed upon UV irradiation.

The same authors applied their concept of antisense photocaged

DNA hairpins to the inhibition of dC-myb expression in human

leukemia cells [105]. The concept was further extended to PNA

[99] and morpholino antisense ONs in zebrafish embryos [98]

to block physical RNA translation by interaction with the ribo-

some.

Another method to cage an antisense ODN is to circularize it

(Scheme 30) [101]. For this purpose, a single photocleavable

linker connected both ends of the ONs as described above. The

circular ONs have different lengths, and some of them have a

“hairpin-like” or a “dumbbell-like” structure. The circulariza-

tion of longer ONs (30–40-mers) partially prevented their

hybridization to a 40-mer RNA so that RNase H degradation of

the RNA target was observed. In this case, photoirradiation at

350 nm activated a 2 to 3-fold increase in RNA degradation by

RNase H. A shorter circular ON produced better results because

the photocaged ON did not elicit target degradation by RNase

H, while photoactivation turned on the antisense activity with a

20-fold increase. The use of circular ONs was further extended

by the same author to a steric block GFP RNA translation in

transfected HeLa cells by 2’-O-methyl phosphorothioate circu-
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Scheme 29: Control of RNA digestion with RNase H using light activation of a photocaged hairpin [97].

Scheme 30: Photocontrol of RNA degradation using caged circular antisense ODNs containing a photoresponsive linker [101].

lar ONs [104] and to morpholino-caged ONs in zebrafish em-

bryos to effectively control δ-catenin-2 and no tail gene expres-

sion [102].

In the reports cited above, the photocaged ONs are light acti-

vated. In the subsequent studies, the photocaged ONs are deac-

tivated by light. As a first example, Dmochowski et al. de-
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Scheme 31: Control of RNA translation using an “RNA bandage” consisting of two short 2’-OMe ONs linked together with a photosensitive linker
[100].

scribed the use of two 6 to 12-mer 2’-OMe RNAs linked

together through a photocleavable linker and a 4-base gap in

2008 (Scheme 31). These “RNA bandages” hybridized to an

RNA target and blocked its translation. Photoirradiation caused

the release of linked short entities that were consequently

unable to interact efficiently with the RNA target and obvi-

ously blocked its translation [100]. The ability of light to turn

off the antisense activity of these “RNA bandages” and to

promote gene expression of a GFP transcript was evaluated in

rabbit reticulocyte lysates. The most effective photoregulation

was obtained using an asymmetric bandage with a short 5’

2’-OMe RNA and a low melting temperature near the start

codon linked to a second longer 2’-OMe RNA through the

photolabile linker.

Another study relating to light deactivation of a caged ON was

reported by Deiters et al., who introduced two photoresponsive

o-nitrobenzyl linkers into splice-switching ONs (Scheme 32).

The use of antisense ONs to correctly aberrant expression

during pre-mRNA splicing showed great potential to correct re-

sulting diseases. The photocaged antisense ONs interacted with

pre-mRNA and blocked aberrant intron sequences, permitting

correct exon splicing and thus correct gene EGFP expression in

transfected HeLa cells [86]. Upon UV irradiation, the caged ON

fragmented into three shorter pieces, which did not hybridize to

pre-mRNA so that the gene was not expressed (on→off effect).

Photocleavable linkers in DNAzymes: Dmochowski et al.

have demonstrated that the replacement of thymidine dT8 in the

10–23 DNAzyme with a photocleavable linker introduced as its

phosphoramidite in the DNA sequence did not suppress the cat-

alytic effect of the DNAzyme [103]. Unexpectedly, two smaller

ONs resulting from cleavage of the linker through photoirradia-

tion also showed a catalytic effect although a reduced one

(Scheme 33A). The best difference between the caged

DNAzyme and the resulting decaged products was obtained

with DNAzyme incorporating two modifications: one in the cat-

alytic site and the other in the recognition site of the DNAzyme.

It was argued that in this case, the photolysis produced three

ONs, which were too small to hybridize to RNA, and induced

its cleavage (on→off effect).

Another approach described in the same article involved a cir-

cular DNAzyme incorporating an ON-blocking strand comple-

mentary to the recognition site of DNAzyme and joint to the

DNAzyme through two linkers at its 5’- and 3’-ends

(Scheme 33B). Thus, the DNAzyme was inefficient to hybridize

to RNA and, consequently, could not induce its cleavage.

Photoirradiation released the free DNAzyme, which then in-

duced the catalytic cleavage of RNA (off→on effect).

Photocleavable linkers in siRNA conjugates: Tang et al. have

described the control of RNAi in HEK293 cells using
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Scheme 32: Control of alternative splicing using photocaged ONs resulting from the incorporation of an o-nitrobenzyl responsive moiety as its phos-
phoramidite [86]. Photoirradiation deactivates the ODN, inducing incorrect splicing.

Scheme 33: A) Light deactivation of a photocaged DNAzyme incorporating one photocleavable spacer in its catalytic site and another in the recogni-
tion site; B) light activation of a circular photocaged DNAzyme formed through the hybridization and ligation of the DNAzyme with a complementary
strand [103].

photocaged siRNAs conjugated with a 5’-terminal vitamin E

(vit E) through a photolabile linker and a 4-base gap [106].

Both, the linker and vit E were introduced into siRNAs using

their corresponding phosphoramidites (Scheme 34). In this

concept, the photoresponsive unit did not directly interfere with

the biological activity of the photocaged conjugate. However,

vit E, which interacted with the binding protein targets,

prevented the association of ON with the RNAi machinery. The

photolysis released ON from the vitamin, and siRNA activity

was activated.

Chemical-responsive ONs
Light or heat is an external physical regulatory element com-

pared to glutathione, for example, which is an internal chemical
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Scheme 34: Solid-phase synthesis of a caged vit E-siRNA conjugate and its release upon UV irradiation [106].

Scheme 35: Synthesis of a siRNA conjugated to a nanoparticle (NP) via a cyclooctene heterolinker from a siRNA-NH2 and an NP-NH2 [107]. The
conjugate does not induce gene silencing until tetrazine triggers siRNA release.

regulatory element, or carboxyesterases and reductases, which

are internal biochemical regulatory stimuli. The use of an

external chemical factor to trigger the activity of ON prodrugs

has been rarely reported in the literature. Recently, however,

Royzen reported such an approach to control in-cell siRNA ac-

tivity [107]. To this end, 3’-amino siRNA was linked to amino-

functionalized nanoparticles (NP) through a bifunctional trans-

cyclooctene heterolinker (Scheme 35). These conjugates cannot
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Table 1: List of abbreviations.

abbreviation full length

A adenine
Ac acetyl
AMPrOM 2-amino-2-methylpropionyloxymethyl
AMEBuOM 2-aminomethyl-2-ethyl-butyryloxymethyl
AON antisense oligonucleotide
Boc tert-butoxycarbonyl
Bn benzyl
BuNH2 butylamine
C cytosine
CNE cyanoethyl
DBU 1,8-diazabicyclo[5.4.0]undec-7-ene
DMTr dimethoxytrityl
DMTSF dimethyl(methylthio)sulfonium tetrafluoroborate
dT thymidine
DMNPE dimethoxynitrophenylethyl
CD-DMNPE cyclododecyl-DMNPE
EDAC 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide
Et ethyl

interfere with RISC and do not allow gene silencing until

tetrazine releases the ON from the nanoparticle by an inverse-

electron demand Diels–Alder reaction with biocompatible

tetrazine. The gene silencing of exogenous GFP and endoge-

nous CDK8 genes in MDA-MB-231 breast cancer cells was

demonstrated.

Conclusion
The interest in stimuli-responsive ONs to control gene expres-

sion has increased in recent years. This prodrug approach, as

most of the permanent ON modifications, aims to overcome the

limitations of ONs due to their poor extracellular and intracel-

lular stability, low efficiency of intracellular delivery to target

cells or tissues and possible off-target gene silencing, immuno-

stimulation and other side effects. However, for stimuli-respon-

sive ONs, the desired effect is that of "natural" ONs obtained

after transformation in response to a stimulus that may be

internal or external, biochemical, chemical or physical. Com-

pared to permanent modifications, transient modifications have

the great advantage to regulate the activity of ONs as a function

of stimuli acting as switches.

Most of the examples of stimuli applicable to ON prodrugs have

been gathered in this review. Physical stimuli such as heat and

light can be easily controlled by the operator, whereas biochem-

ical stimuli such as enzymes act on a difference between the

contents of the intracellular and the extracellular compartment.

Creative and ingenious chemistry was used to design all these

stimuli-responsive modifications, most of which have been

evaluated at least in vitro and some of which seemed promising.

Nevertheless, among the stimuli-responsive ONs described in

this review, most of them have been tested in cellulo on reporter

gene models except for a few studies on specific genes in em-

bryos for some photocaged ONs [85,102]. In addition, it is note-

worthy that for the first time, a biological effect was measured

in mice with siRNA prodrugs containing charge-neutralizing

phosphotriester linkages [43] and these data are promising for

ON prodrug-based approaches. The numerous literature refer-

ences on light-responsive ONs compared to other stimuli-

responsive ONs deserve to be highlighted to show how much

effort was put on this subject during this last decade. Indeed,

this may be explained by the fact that photoirradiation is the

major and the simplest method to control the response of caged

ONs both, in time and in space.

We hope this review provides insight into the available tran-

sient modifications to make efficient ON prodrugs. To date, the

successful approach to obtain ON therapeutics based on a

prodrug strategy remains unresolved, but the recent report on an

example of a chemical external stimulus opens an exciting

future in the prodrug field [107]. The abbreviations used in this

review are listed in Table 1.
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Table 1: List of abbreviations. (continued)

fma 2-(N-formyl-N-methyl) aminoethyl
Fmoc fluorenylmethoxycarbonyl
G guanine
GFP green fluorescent protein
GMEBuOM 2-guanidinomethyl-2-ethyl-butyryloxymethyl
GSH glutathione
HIV human immunodeficiency virus
iPr isopropyl
iPrPac isopropylphenoxyacetyl
Lev levulinyl
Me methyl
MDTM methyldithiomethyl
miRNA micro ribonucleic acid
MMTr monomethoxytrityl
MOE methoxyethyl
NADH nicotinamide adenine dinucleotide
NB nitrobenzyl
NP nanoparticule
NPE 4-nitropiperonylethyl
NPOM 6-nitropiperonyloxymethyl
NPP 2-(2-nitrophenyl)propyl
ON oligonucleotide
ODN oligodeoxyribonucleotide
Pac phenoxyacetyl
PiBuOM phenylisobutyryloxymethyl
PivOM pivaloyloxymethyl
PNA peptide nucleic acid
PrOM propionyloxymethyl
PS phosphorothioate
psc phenylsulfonylcarbamoyl
Q-linker hydroquinone-O,O’-diacetic acid
RNAi RNA interference
RNN ribonucleic neutral
RSSM alkyldithiomethyl
A-SATE aldehyde SATE
Me-SATE S-acetylthioethyl
t-Bu-SATE S-pivaloylthioethyl
siRNA small interfering ribonucleic acid
T thymine
TAR trans-activation response
TAT transactivator of transcription
TBA thrombin-binding DNA aptamer
TBDMS tert-butyldimethylsilyl
Tc-DNA tricyclo-DNA
tcee-T ethyl tricyclo-thymine
tchd-T hexadecyl tricyclo-thymine
TEEP thioether-enol phosphodiester
TPP triphenylphosphonium
U uracil
vit E vitamin E
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Abstract
The copying of short DNA or RNA sequences in the absence of enzymes is a fascinating reaction that has been studied in the

context of prebiotic chemistry. It involves the incorporation of nucleotides at the terminus of a primer and is directed by base

pairing. The reaction occurs in aqueous medium and leads to phosphodiester formation after attack of a nucleophilic group of the

primer. Two aspects of this reaction will be discussed in this review. One is the activation of the phosphate that drives what is

otherwise an endergonic reaction. The other is the improved mechanistic understanding of enzyme-free primer extension that has

led to a quantitative kinetic model predicting the yield of the reaction over the time course of an assay. For a successful modeling of

the reaction, the strength of the template effect, the inhibitory effect of spent monomers, and the rate constants of the chemical steps

have to be determined experimentally. While challenges remain for the high fidelity copying of long stretches of DNA or RNA, the

available data suggest that enzyme-free primer extension is a more powerful reaction than previously thought.

603

Introduction
Replication of genetic information is critical for all living

systems. In the cell, this process is catalyzed by enzymatic

machineries that have polymerases at their core [1]. Poly-

merases catalyze not only the replication of DNA, but are also

involved in repair and transcription of genes [2]. Considering

that enzymes catalyze processes that lead to protein synthesis, it

is reasonable to ask what started replication when life emerged

on planet Earth. A solution to the chicken/egg dilemma of repli-

cation might be found in RNA, as oligo- and polyribonu-

cleotides can encode genetic information and can catalyze

biochemical reactions as ribozymes. More than 30 years ago, it

was observed that RNA strands catalyze splicing or ligation of

longer oligonucleotides [3,4]. Ancient ribozymes might have

acted as polymerases [5], inducing either the oligomerization of

activated ribonucleotides or the replication of the first RNA

genomes. But ribozymes are usually too long to be likely to

emerge from random sequences in one step. Simple forms may

have taken advantage of the high ionic strength of the eutectic

phase [6], but their evolution must have been preceded by

something simples. In a very simple version of RNA-based

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:lehrstuhl-2@oc.uni-stuttgart.de
https://doi.org/10.3762%2Fbjoc.14.47
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Figure 1: Enzyme-free template-directed extension of an RNA primer by one nucleotide. B = nucleobase, LG = leaving group.

replication, genetic copying may have occurred in the absence

of both protein enzymes and ribozymes, relying on solely on

base pairing for molecular recognition and chemical reactivity

to drive the formation of phosphodiester bonds in aqueous

media. This is what is usually referred to as "enzyme-free

copying" (Figure 1).

Studies on enzyme-free copying of genetic polymers date back

more than 50 years [7]. Classical studies were often focused on

ligation reactions, including templated ligations of self-comple-

mentary sequences [8,9]. Special systems, such as ligation with

triplex-forming sequences [10] have produced some impressive

results, and the field of ligation-based replication has been

reviewed [11]. Ligation reactions will not be discussed further

here, as they are limited in their scope, in terms of sequences,

whereas monomer-based copying may be used for any given se-

quence, at least in principle. Rather, we will focus on copying

with mononucleotides, for which early examples can also be

found in the literature of the 1960s [12]. The early monomer-

based work on copying RNA focused on oligomerization of

nucleotides on homosequences as templates [13,14]. The best

results were observed for poly(C) as template, the 2-methylimi-

dazolide of guanosine as activated monomer (Figure 2), and

assay buffers containing high concentrations of Mg2+ ions [15].

When advances in automated solid-phase synthesis made oligo-

nucleotides of any given sequence readily available [16],

copying reactions involving the extension of a primer bound to

a specific sequence of hairpins mimicking this arrangement be-

came the most common way of performing the reaction [17-20].

Figure 2: Oligomerization of the 2-methylimidazolide of guanosine-5'-
monophosphate on a poly(C) template.

In this brief account we will focus on primer extension reac-

tions on DNA and RNA templates. The copying of DNA se-

quences is usually performed with primers terminating in a

3'-amino-2',3'-dideoxynucleoside. The amino group is much

more nucleophilic than the hydroxy group of natural DNA, so

that rapid reactions result. Figure 3 shows the structure of the

phosphoramidate formed when 3'-aminoterminal DNA primers

are extended, together with the phosphoramidate linkage result-

ing from reactions with 3'-aminoribonucleotides [21], and the

two regioisomeric phosphodiesters that result from the exten-

sion of RNA primers that terminate in natural ribonucleosides.

We note that the phosphoramidate linkages are isoelectronic

and largely isosteric to natural phosphodiesters.
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Figure 3: Structures of backbone linkages produced in enzyme-free primer extension reactions: the phosphoramidate of a 3'-amino-2',3'-dideoxynu-
cleoside (1), the phosphoramidate of a 3'-amino-3'-deoxynucleoside (2), the 3',5'-phosphodiester of a natural ribonucleoside (3), and the isomeric
2',5'-phosphodiester of a ribonucleoside (4).

Figure 4: System used for studying the template effect with all 64 possible triplets at the extension site (B/B' = nucleobase).

In our brief account, we will highlight some of the issues

plaguing enzyme-free primer extension. One such issue is

incomplete conversion. Many chemical primer extension assays

stall long before completion of the reaction, resulting in a mix-

ture of extended and unextended primer. We will then discuss

progress in our understanding of the chemical primer extension

reaction that was made since our earlier account on the topic

[22]. Other reviews that cover enzyme-free copying exist, and

the reader is directed to these papers for a more in-depth treat-

ment of issues only touched upon in our account [13,23-25].

Review
Template effect and sequence dependence
One factor that significantly affects whether an enzyme-free

primer extension reaction occurs in high yield or not is the

strength of the template effect. Unlike the reactions that are cat-

alyzed by polymerases, purely chemical primer extension reac-

tions are not facilitated by the active sites of enzymes. Instead,

the base pairing between individual bases of an incoming

nucleotide and the templating base must suffice to attract the

monomer to the extension site. The stability of different base

pairs varies, and so does the templating effect of different

stretches of the template sequence. Using random homopoly-

mer templates, Joyce and Orgel concluded that the structure and

hybridization status of templates was important for high-

yielding copying reactions [26]. In a later series of papers with

specific, synthetic sequences, Wu and Orgel reported that

primer extension proceeds poorly if too many weakly pairing A

or U residues are present in the templating sequence [17-19].

These experiments had been performed with a riboterminal

primer/self-priming hairpin that is low in reactivity. Using more

nucleophilic 3'-aminoterminal DNA primers and oxyazabenzo-

triazolides of deoxynucleotides (OAt-dNMPs) as a more reac-

tive combination than that of the traditional methylimidazolides

and RNA primers, we screened all 64 possible base triplets at

the elongation site [27] (Figure 4). Both, the base at the center

position of the triplet that acts as templating base and either of

the flanking bases were varied systematically, and downstream-

binding oligonucleotides were tested for their effect. Under

these conditions, 90% of the primer was extended successfully

in each of the 64 different sequence contexts.

This suggested that the template effect is strong enough to

support successful copying, at least when sufficient reactivity

exists. When we determined the rates for each of the different
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templating triplets, we found that the rate constant for exten-

sion on the poorest templating sequence (CAG) and on the best

templating sequence (TCT) differed by less than two orders of

magnitude, with rate constants k'CAG = 100 h−1 M−1 and

k'TCT = 8 310 h−1 M−1 [27]. This was encouraging. As ex-

pected, the incorporation of G was most favorable, as this base

strongly pairs via three hydrogen bonds and has a large surface

area for stacking. Numerically, the t1/2 values for the incorpora-

tion of G ranged from 1 min to 15 min, whereas those for T

were between 13 min and approx. 2 h under the experimental

conditions chosen. Further, a primer terminating in an A residue

was found to be favorable. This, the most lipophilic of the

bases, probably offers the stickiest stacking surface for incom-

ing bases. When a downstream-binding oligonucleotide is

present, stacking with the base of its 5'-terminal nucleoside

further adds to the attractive forces experienced by incoming

monomers. This is shown schematically in Figure 5. Because

downstream-binding strands favorably affect the rate and selec-

tivity of primer extension, we have dubbed them "helper oligo-

nucleotides" [28,29]. Kinetics measured without downstream-

binding element were two- to seven-fold slower, depending on

the sequence context [27].

Figure 5: Interactions attracting the incoming nucleotide to the exten-
sion site. Besides base pairing via hydrogen bonding to the templating
base, stacking interactions with neighboring bases of primer and a
possible downstream-binding helper oligonucleotide, as well as help of
solvophobic effects, influence the strength of the template effect.

Overall, the data mentioned above suggest that there is indeed a

strong dependence of the templating base and sequence context

on the rate of enzyme-free primer extension assays. Whether the

available template effect suffices to induce successful exten-

sion in aqueous buffer depends on the reactivity of the nucleo-

philic group at the primer's 3'-terminus and that of the activated

phosphate of the monomer.

Quantitative model
To gain a better understanding of the factors responsible for

successful or unsuccessful primer extension assays, we

embarked on a project aimed at gaining a quantitative under-

standing of enzyme-free copying. What are the rate- and yield-

limiting steps of the reaction? What concentration of the mono-

mer is needed to achieve near-quantitative conversion? Are

there other factors that need to be considered to be able to

predict the yield of primer extension reactions? These were just

some of the questions that motivated this work. We wished to

know what the fate of the many nucleotides was that were em-

ployed in the assay (usually in large excess over the primer).

Figure 6 shows three of the more obvious reaction pathways

that came to mind.

Figure 6: Three possible fates of activated nucleotides in aqueous
buffer that result from hydrolysis, primer extension, and reaction with a
free nucleotide, respectively. Other possible pathways, such as cycli-
zation to the 3',5'-cyclic diester or oligomerization are not shown
graphically; R is OH for ribonucleotides and is H for deoxynucleotides.

Our experimental work used nucleotides pre-activated as oxy-

azabenzotriazolides (OAt esters, compare Figure 4) [28,29] or

as 2-methylimidazolides (MeIm amides, compare Figure 2)

[13,22,30]. In aqueous media, hydrolysis of activated

nucleotides is all but unavoidable, and hydrolytic deactivation

becomes more likely when significant concentrations of magne-

sium ions are present [31]. High initial concentrations of mono-

mers are usually used to compensate for this problem (0.1 M

solutions are not uncommon), but still there is incomplete

conversion for extensions that involve incorporation of A or U

[19].

Further, it was clear that monomers have to bind to the primer-

template duplex prior to experience the template effect and to

be incorporated sequence specifically. So, a quantitative under-

standing of the binding equilibrium was called for. Bimolecular

binding equilibria are usually described mathematically via the

binding constant or dissociation constant. The latter is more

intuitive, as it gives the concentration at which half of the

binding partners are in the bound state and the other half is in

the free state in an equimolar mixture of the two.

Next, it had become clear from our study on RNA-based

copying that the hydrolysis of activated monomers not only
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Figure 7: Steps and equilibria considered in our quantitative model of chemical primer extension [34]. The model considers the binding of the acti-
vated monomer with its leaving group (LG) to the primer–template complex in the form of the dissociation constant (Kd). It takes into account the rate
of hydrolysis with the corresponding rate constant (kh), the binding equilibrium for the hydrolyzed monomer that acts as inhibitor (Kdh), and it assumes
a single rate-limiting chemical step (kcov); B, B' = nucleobase = OH for RNA.

reduces the amount of available starting material, but actively

lowers reactivity because the hydrolyzed monomer can inhibit

primer extension. The hydrolyzed, free nucleotide can still bind

to the extension site on the template, and in doing so, prevent

the activated form from entering the site, acting as a competi-

tive inhibitor [32]. So, both the rate of hydrolysis and the

strength of the inhibitory effect were important factors to be

considered in a quantitative model.

Figure 7 shows our model for an RNA-based primer extension

system. For primer extension to occur, binding between acti-

vated nucleotide and primer–template duplex takes place. So,

the dissociation constant (Kd) has to be determined experimen-

tally [33]. Once bound, the terminal hydroxy group of the

primer has to attack the activated 5'-phosphate of the primer,

most likely producing a pentavalent intermediate. Unless the

leaving group finds itself in the proper apical position of the

intermediate, this is followed by pseudorotation and then the

release of the leaving group. Either of these steps can be rate-

limiting, and we have encountered two-step kinetics with a lag-

phase in some reactions involving aminoterminal primers [27].

More often, though, and in all cases involving ribonucleosides

at the 3'-terminus of the primer, kinetics characteristic of a

single rate-limiting step are found, so that the modeling requires

no more than a single rate constant for the covalent step (kcov).

Determining the rate constant experimentally requires know-

ledge of Kd, so that a defined concentration of the kinetically

relevant species can be entered in the rate equation for what is

now a pseudo-first order reaction [33,34]. To properly model

the inhibition, both the rate of hydrolysis (kh) and the dissocia-

tion constant of the inhibitor–primer/template complex have to

be known. The latter (Kdh) is often similar to the Kd value for

the complex with the activated monomer, so that an approxima-

tion assuming this, produces results that are not far off from

what modeling with all four constants (Kd, Kdh, kh and kcov)

gives [34].

Hydrolysis of activated nucleotides
In order to gain any insights from the model presented in the

preceding paragraph, binding constants and rate constants had

to be determined. Among the rate constants was that for the

hydrolysis of activated monomers. Hydrolysis was expected to

be fast for highly reactive monomers, and the reactivity toward

water was expected to be similar to the reactivity toward the ter-
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minal diol of an RNA primer, so hydrolysis was considered a

very relevant parameter. We focused on the two classes of acti-

vated monomers mentioned above: 2-methylimidazolides and

oxyazabenzotriazolides. Synthetic methods for producing such

monomers from free nucleotides were briefly reviewed in our

earlier account [22]. The methylimidazolides were chosen

because a large body of literature exists on their reactions in-

cluding studies by Orgel [35], Kanavarioti [31,36], Szostak

[37,38], and Göbel [39]. The oxyazabenzotriazolides are our

preferred monomers because they gave us the fastest primer

extensions, both on RNA and on DNA templates [28,29,34,40].

Hydrolysis follows pseudo-first order kinetics and is readily

measured by 31P NMR spectroscopy [28,32-34]. Oxyazabenzo-

triazolides were indeed found to hydrolyze faster than

methylimidazolides, and half-live times of hydrolysis at room

temperature for the different nucleotides, in extension buffer

containing 80 mM MgCl2, were typically found to be in the

range of 5–8 h at a pH of 8.9, both for ribonucleotides and for

deoxynucleotides. Only OAt-dTMP was slower to hydrolyze,

with a t1/2 of 16 h [28]. Molecular modeling suggested that this

may be due to the steric effect of the methyl group at the 5-posi-

tion of the pyrimidine ring, shielded the leaving group-bearing

phosphate from incoming water from some angles of attack. For

OAt esters of ribonucleotides, we also measured the rates of

hydrolysis at 0 °C and −20 °C, and the detailed data can be

found in Supplementary Table S1 of reference [32]. At the

lowest of the temperatures assayed, the half-live times in-

creased to values between 51 h for OAt-UMP and 86 h for OAt-

CMP.

Methylimidazolides were slower to hydrolyze. The half-lives of

hydrolysis for deoxynucleotides were ranging between 19 h and

29 h whereas t1/2 varied from 53 h to 63 h for ribonucleotides

[34]. Our results were thus comparable to the ones obtained by

Ruzicka and Frey who studied the hydrolysis of 5'-phosphorim-

idazolates of uridine at different pH values [41] and found a

half-life toward hydrolysis of about 60 h in the absence of Mg2+

and at neutral pH, i.e., conditions favoring longevity for this

type of activated monomer, which requires protonation of the

imidazole ring to be turned it into a good leaving group.

Binding equilibria
As mentioned above, primer extension involves the binding of

the incoming nucleotide to the primer–template complex, being

directed by base pairing and stacking interactions. Therefore, it

was important to determine the binding constants for activated

and unactivated nucleotides experimentally. Theoretical

predictions for triphosphates had suggested very tight binding

[42], but the strong base dependence of the yield and

selectivity of primer extension reactions suggested to us that

not all nucleotides occupied the extension site to the same

extent.

Initially, we wished to better understand how strong the

inhibitory effect of spent monomers was, and we set up experi-

ments to determine the Kdh value for complexes between free

nucleotides and primer–template duplexes. This required meth-

odology adjusted to measuring weak binding, i.e., much weaker

than the strand-to-strand hybridization of oligonucleotides

leading to duplexes, which is usually monitored by UV-melting

analysis [43]. We chose NMR spectroscopy, partly because it is

performed at much higher concentrations (millimolar, rather

than micromolar analytes), and partly because it provides site-

specific information without labeling. Labeling of an analyte as

small as a mononucleotide with something other than isotopes

was considered problematic, as it would strongly change the

structural characteristics, and simple techniques, such as gel

shift, do not work for complexes with a fast off-rate because the

complex dissociates during the time it takes to perform the elec-

trophoresis.

While NMR spectroscopy is sensitive when performed with a

modern high field-spectrometer, it does have the disadvantage

of producing complex spectra that require detailed analysis to

assign at least the most critical resonances unambiguously. This

is why we chose small hairpins with a non-nucleosidic hexa-

ethyleneglycol loop [44] for our NMR-monitored titrations

(Figure 8). The Szostak group later measured binding constants

for complexes of three of the four unactivated ribonucleotides

(A, C, and G) by NMR using longer constructs [45]. The hair-

pins are stable at room temperature and consist of only seven

nucleotides, facilitating the interpretation of spectra. Reso-

nances of the nucleobases at the terminus with the templating

base were readily identified. Dissociation constants were deter-

mined by fitting the chemical shifts of terminal nucleotides in

the 1H NMR, measured at different nucleotide concentrations.

With the DNA hairpins and unactivated deoxynucleotides,

depending on the sequence and experimental conditions, disso-

ciation constants ranging from 10 mM (dGMP) and 280 mM

(TMP) were measured [33,34]. In the RNA systems, the values

measured were between 14 mM (GMP) and >500 mM

(UMP). These results are similar to those obtained by

Szostak and co-workers [45], who found that CMP binds

most strongly, however, when studying a different sequence

context.

We also measured Kd values for activated nucleotides, either

with 2-methylimidazole or with oxyazabenzotriazole as leaving

group using rapid NMR titrations to avoid hydrolysis. In the

case of the DNA system, a largely unreactive natural deoxyri-
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Figure 8: Binding equilibrium between mononucleotides and hairpins representing primer–template duplexes, as chosen for measuring dissociation
constants by NMR titration.

bonucleotide at the 3'-terminus was used, not an amino-

dideoxynucleotide to prevent complications from reactions

taking place during the titration. For RNA systems, there were

also no significant signs of conversion on the time scale of our

one-dimensional NMR experiments. The methylimidazole

leaving group did not show a significant effect on the affinity of

the nucleotides for the hairpins [34]. In contrast, the OAt group

did lead to slightly stronger binding, and the effect was greatest

for OAt-TMP and OAt-UMP, with a decrease in Kd by a factor

of four to ten. Nevertheless, for strongly pairing bases, the

difference between dissociation constants of free and activated

monomers was minimal.

Besides NMR titrations with hairpins, we also used a different

experimental approach to determine binding or dissociation

constants. The complementary technique utilized the inhibitory

effect of free nucleotides on primer extension. By adding in-

creasing concentrations of the free nucleotide to the assays solu-

tions and measuring the kinetics of extension, we were able to

quantify binding independently, using global fits to the data

sets. Here, longer templates were used, as well as downstream-

binding oligonucleotides. Thus, 25 different dissociation con-

stants were measured for different sequence contexts, ranging

from 2 mM for dGMP and 200 mM for TMP [33]. This con-

firmed the positive effect of downstream-binding strands that

we first reported in 2005 [28,29]. In the RNA case, we had

shown that the presence of a 'helper strand' that is only three

bases long can increase the yield of the extension by a factor of

three at room temperature and by a factor of six in the cold. In

their recent work, Szostak and co-workers measured dissocia-

tion constants for complexes of CMP via isothermal titration

calorimetry [46]. When a downstream-binding strand was

present, binding of the monomer was up to two orders of mag-

nitude tighter than in its absence.

Simulating primer extension
With dissociation constants in hand, we were now in a position

to determine rate constants for the covalent step of primer

extension. For each case, the concentration of the kinetically

relevant species (the monomer–primer–template complex), i.e.,

the occupancy of the extension site by the monomer, was now

known, and measuring the initial rates led to the kcov value via

fitting. For OAt esters and an aminoterminal primer on a DNA

template, values of 2–10 h−1 were found, whereas methylimida-

zolides gave rate constants between 0.3 and 1.4 h−1 [34]. For

TMP, the reactivity with an OAt leaving group is four-fold

higher than with a MeIm leaving group. The largest increase in

reactivity was found for dCMP whose reaction with the amino-

primer in the kinetically relevant complex is 25-fold faster as

oxyazabenzotriazolide than as 2-methylimidazolide. For RNA

primers on an RNA template, the values were between 0.01 h−1

(MeIm-AMP) and 0.1 h−1 (OAt-GMP). Overall, depending on

the backbone, primer terminus, base, and leaving group, the

rates of the chemical step vary by two orders of magnitude.
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Figure 9: Template-directed primer extension on an RNA template performed with OAt-GMP at 1.8 mM (orange), 3.6 mM (blue), or 7.2 mM (green)
initial concentration. a) Conversion over time, as simulated with our quantitative model, using the dissociation constants of both activated and free
nucleotide, and rate constants for hydrolysis and chemical step. The broken black line is the hypothetical conversion of the primer without hydrolysis
of monomer and the resulting inhibition; b) Corresponding experimental data, acquired in primer extension assays at 20 °C in buffer (200 mM HEPES,
400 mM NaCl, 80 mM MgCl2, at pH 8.9) at 36 µM primer–template (5'-UAUGCUGG-3' – 3'-CACCCACCACAUACGACCCAAGCACAC-5'); see refer-
ence [34] for further details.

Using the set of four constants, one may then calculate the time-

dependent yield of primer extension using the mathematical

form of the model shown in Figure 7 [33]. The data predicted

by our model agreed quite well with experimental data for

either of the four nucleobases and the two different backbone

chemistries. Figure 9a and 9b show representative plots of theo-

retical yields and data points from RNA-based assays at differ-

ent monomer concentrations. It can be discerned that 7.2 mM

monomer concentration does not suffice to induce more than

approx. 30% conversion of the primer. The theoretical data on

the left also shows the calculated time–yield curve for a hypo-

thetical assay that does not suffer from inhibition by spent

monomers. For such a scenario, full conversion is expected to

occur. This is in agreement with the experimental observation

that periodic removal of spent monomers prevents the stalling

of primer extension that otherwise plagues these assays [32].

As explained in more detail in reference [33], there are three

extreme cases. In the first case, both primer and tightly binding

monomer are so reactive that full conversion is achieved before

inhibition can become significant. This is the scenario found for

OAt esters and the aminoterminal primer. The second scenario

involves reactive monomer and primer, but the monomer is

binding poorly (e.g., TMP), with just a few percent occupation

of the extension site at the beginning of the assay. Here, hydro-

lysis does catch up with the desired reaction eventually, but it is

inconsequently, because the low occupancy does not produce a

significant level of competitive inhibition. In other words, if

there is not much of a template effect to begin with, the spent

monomers will not outcompete the monomer over time, and the

reaction will largely proceed as expected for a second-order

reaction with a competing reaction that just drains active mono-

Figure 10: Copying of four nucleotides on an immobilized RNA duplex,
as reported by Deck et al. [32].

mer (hydrolysis). In the third case the primer is fairly unreac-

tive, being equipped with just the terminal diol of natural RNA.

Further, the monomer is a strongly binding one (OAt-GMP). In

this case, inhibition becomes significant over time, and removal

or re-activation of the monomer is required to prevent the exten-

sion from ceasing before near-quantitative conversion is

achieved. This is what was done in the successful copying

assays with immobilized primer–template duplex (Figure 10).

The insights gained from the quantitative analysis of primer

extension leaves several options to push assays to completion.

The first is to employ highly reactive and well binding mono-
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Figure 11: Extension cycle of aminoterminal primer with N-protected nucleotides on solid support, as described by Kaiser et al. [47].

mers only. For RNA, this approach does not appear realistic, if

one wants to work with any given sequence context and all four

bases (A/C/G/U). The second option is to remove the spent

monomers when their concentration reaches a critical threshold.

This requires immobilization of the primer–template complex

and washing [32,47] or removal of hydrolyzed monomers by di-

alysis [38]. The third option is finding conditions for in situ ac-

tivation, so that spent monomers can be re-activated during the

time course of the assay. The fourth option is searching for

better leaving groups that give a more favorable ratio of rates

for primer extension and hydrolysis (kcov/khydr), when reacting

with an RNA primer. It will not be trivial to find such a leaving

group, as the nucleophilicity of alcohols is quite similar to that

of water, so that it is difficult to utilize the chemoselectivity

toward reaction partners with different softness, pKa, or other

structural features.

Copying on solid support
As mentioned above, one option to avoid stalling of primer

extension reactions is to perform them on solid support. For

RNA, the immobilization of the primer–template duplex was

achieved by employing a biotinylated capture strand that was

bound to streptavidin-coated magnetic beads (Figure 10) [32].

The assays allowed for near-quantitative incorporation of any of

the four nucleobases opposite their complementary base in the

template, but the reactions on the RNA-based system are quite

slow.

For aminoterminal DNA, a methodology was developed by us

that allows repeated incorporation of reactive 3'-amino-2',3'-

dideoxynucleotide building blocks, activated as OAt esters [47].

This methodology can, in principle, be automated, and was

established with a view towards sequencing, using fluorophore-

labeled nucleotides [48,49]. To avoid cyclization or oligomeri-

zation of the monomer, the 3'-amine was protected with an

azidomethyloxycarbonyl (Azoc) protecting group. This

protecting group can be rapidly removed under non-denaturing

conditions after incorporation by the complementary nucleotide

using the Staudinger reaction with a water-soluble phosphine

(Figure 11). This protocol, with what in the sequencing commu-
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Figure 12: Formation of a highly reactive methylimidazolium bisphosphate from methylimidazolides of nucleotides.

Figure 13: 31P NMR spectrum (161.9 MHz) of crude MeIm-GMP in D2O. The resonance of the imidazolium bisphosphate appears at −10.8 ppm, and
that of the pyrophosphate GppG at −11.3 ppm.

nity is called "reversible termination", allowed efficient copying

with any of the four nucleobases (A/C/G/T) in less than 12 h for

each incorporation at room temperature. It was also used to

demonstrate enzyme-free, template-directed primer extension in

the non-natural direction (P3'→N5'), using 3'-phosphates of

3'-amino-2',3'-dideoxynucleosides [47].

Activation chemistry
Imidazolium bisphosphates
During our work on the effect of leaving groups on the yield of

primer extension reactions, we noticed a burst phase in the

kinetics of methylimidazolides that was only observed with

monomers that were not carefully purified. The high reactivity

was traced to a species with a chemical shift of −10.8 ppm in

the 31P NMR spectrum that was identified as the imidazolium

bisphosphate (Figure 12 and Figure 13) [34]. We calculated a

second order rate constant for the reaction of the imidazolium

bisphosphate with the primer of 2.9 × 104 M−1 h−1, which is

approx. 600-fold larger than that of the pure methylimidazolide.

The kinetics and analytical data were presented in the Support-

ing Information of ref. [34]. Shortly afterwards, Szostak and

co-workers published a series of papers on the role of imida-

zolium bisphosphates in primer extension [50-53], including

NMR data for 13C-labeled 2-methylimidazolides that showed

bonding to two phosphates. We did not pursue the imidazolium

bisphosphate further because we did not observe full conver-

sion of the primer at reasonable concentrations of this labile

species. Other imidazolium phosphates, such as those formed

upon in situ activation appeared more promising (vide infra).

The extensive work on imidazolium bisphosphates by the

Szostak group was prompted by an observation made during

assays with a trimer downstream of the primer extension site,

pre-activated as methylimidazolide. The presence of the leaving
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Figure 14: Imidazolium bisphosphate as intermediate in the primer extension reaction, as described by Szostak and colleagues. a) Intermediate of an
extension with aminoimidazolides as monomers [52]; b) one of the structural arrangements found in a recent crystallography study that used
oligophosphates as model compounds [53].

group was found to accelerate the incorporation reaction [51]. A

subsequent optimization identified 2-aminoimidazolides as

monomers with superior properties [50]. Figure 14a shows the

proposed intermediate forming when two neighboring mono-

mers have reacted, and Figure 14b shows the binding mode of a

GpppG dimer that was found to bind in a fashion described as

structurally similar to the proposed intermediate shown on the

left-hand side [53]. In the latter case, LNA residues were used

in the template strand to facilitate crystallization.

We note that the neighboring group participation proposed

should be limited to leaving groups with a second nucleophilic

site at the appropriate position. Other leaving groups than

methylimidazole should not be able to react via the same domi-

nant reaction pathway. In our hands, compounds with a differ-

ent structure such as OAt esters give rapid and high-yielding

reactions. This is also true for the intermediates of extension

with in situ activation, which lack the second nucleophilic

group entirely (vide infra). Further, we have consistently found

that helper oligonucleotides without a phosphate group at the

5'-terminus accelerate primer extension reactions, both for

aminoterminal primers [28] and for RNA-based systems [29]. If

formation of an imidazolium bisphosphate was the dominant

reaction pathway, this should not be the case. Without a phos-

phate group, the bisphosphate cannot be formed, and the helper

should block the reaction pathway that requires this species

bound to the template. Full conversion was found with OAt

esters in the presence of an unphosphorylated helper, even for

UMP [40]. The aminoimidazolium phosphates are interesting

and well-binding species. Time will tell whether they provide

the most favorable pathway for primer extension. Perhaps, the

successful copying of long stretches of RNA templates will be

the ultimate test for their ability to support enzyme-free

copying.

In situ activation
Re-activation of hydrolyzed monomers during the course of the

extension assay is another approach to avoid stalling due to

inhibition. As mentioned in the Introduction, ligation reactions

had been achieved by Naylor and Gilham in aqueous media in

presence of a water-soluble carbodiimide as condensing reagent

[7]. Likewise, Sulston et al. had used EDC to oligomerize AMP

in the presence of poly(U) as template [12]. Polymerization of

nucleotides with in situ activation had also been attempted with

the aid of montmorillonite, a clay mineral, but had led mostly to

dimers and pyrophosphate [54]. For DNA, ligations starting

from unactivated starting materials were known [10,55,56], but

not always high-yielding, unless an aminoterminal strand was

reacted with the phosphate-terminated counterpart [57-59], to

form a phosphoramidate-linked product. Efficient versions of

extension of an RNA primer with in situ activation were not

known to us.

One difficulty in inducing the extension of RNA primers with

ribonucleotides without preactivation lies in the different pH

optima of the two reactions. The activation, which now has to

occur in the same solution as the extension, is most easily per-

formed under slightly acidic conditions, whereas the extension

reaction is favored under basic conditions, particularly when

good leaving groups, such as oxyazabenzotriazolides are

involved. Further, the activating agent (condensing agent) is an

electrophile, and there is significant potential for side reactions
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Figure 15: Proposed steps of enzyme-free primer extension with in situ activation, using the "general condensation buffer" containing EDC and
1-ethylimidazole as organocatalyst.

of the reagent with other nucleophilic groups than the 5'-phos-

phate of the desired nucleotide. As a consequence, assays in-

volving in situ activation were slow and low yielding.

We assumed that the inefficient primer extension with in situ

activation could be improved via organocatalysis. We had pre-

viously found, when studying extension of aminoterminal

primers, that small heterocycles, such as pyridine, can increase

the rate of the reaction [60]. Most probably, this effect was

organocatalytic in nature, being caused by a pyridinium species

that forms in the reaction medium, an effect known from the

acceleration of DCC-induced acylation reactions with dimethyl-

aminopyridine [61]. With aminoterminal primers, in situ activa-

tion and organocatalysis with 1-methylimidazole in a magne-

sium-free buffer had led to encouraging results, even at submil-

limolar nucleotide concentration [62]. So, starting from a primer

extension reaction with an RNA-system that gave less than

1% conversion after 24 h, a number of heterocycles were

screened. The best results were obtained for 1-methyladenine

and 1-ethylimidazole (1-EtIm) [63]. Optimization of the reac-

tion conditions then led to a method that gave 90% conversion

in 48 h, successful incorporation of more than one nucleotide in

a row, and high yielding extension even with poorly binding

UMP, all under the same conditions. We dubbed these condi-

tions "general condensation buffer". The optimized buffer

contains 500 mM HEPES, 800 mM EDC, 80 mM MgCl2, and

150 mM 1-EtIm. Assays are usually performed at 0 °C to shift

the binding equilibrium for the incoming nucleotide to the

bound side, and thus strengthen the template effect.

The proposed mechanism for the reaction is shown in

Figure 15. In order to start the activation, the carbodiimide has

to react with the phosphate group, leading to what is sometimes

called a "covalent adduct". This first step may either occur in

solution, or while the nucleotide is already bound to the

primer–template duplex. We have not been able to observe a

signal for the "EDC adduct" in the NMR spectra, and the

binding equilibrium establishes itself quickly. We assume that

the on- and off-rate are much faster than the NMR time scale.

The EDC adduct is then expected to react with the organocata-

lyst, yielding the alkylimidazolium nucleotide that acts as the

kinetically most relevant monomer in the extension reaction.

The ethylimidazolium species can be observed as a small peak

in 31P NMR spectra. The extension occurs as expected, most
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probably via addition/elimination, including a pentavalent inter-

mediate and possibly by a pseudorotation to place the ethylimi-

dazole leaving group in an apical position. Since either of the

two alcohols of the terminal diol of the primer can attack, a

mixture of 3',5'- and 2',5'-isomers is expected for this reaction.

Work on quantifying the ratio of the diastereomers formed is

under way in our laboratories.

Unlike assays performed with pre-activated monomers, primer

extension with in situ activation of ribonucleotides led to signif-

icant levels of oligomers that form via untemplated polymeriza-

tion of the nucleotides [63]. This was a welcome side reaction,

as it helps to explain how RNA may have been formed and

copied under prebiotic conditions. In fact, when oligomeriza-

tion assays were performed with any of the four natural ribonu-

cleotides, oligomers of mixed sequence long enough to

hybridize stably to complementary strands were formed. Such

strands may then be the templates or primers required to start

enzyme-free copying.

Further, the general condensation buffer noted above gave rise

to the spontaneous formation of ribonucleotide- or RNA-linked

peptides [64]. These peptides are linked via their N-terminus to

the ribonucleotide portion as phosphoramidates, which is why

we refer to them as "peptido RNAs". Peptide chain growth on

the 5'-phosphate is much faster than the background reaction

[65], and will thus predominate over background oligomeriza-

tion of amino acids alone. Further, the rate of formation of

peptido RNA depends on the structure of the amino acid, and,

to a lesser degree, on that of the ribonucleotide [66], so that a

very primitive, not yet encoded form of RNA-induced peptide

synthesis can occur under conditions that support the formation

and copying of genetic information. We felt that this was signif-

icant for theories on the emergence of life from inanimate mate-

rials, even more so as the same reaction conditions also support

the formation of pivotal cofactors of primary metabolism from

nucleotide precursors [64]. The reactions mentioned above

occur spontaneously in cold aqueous solution, without the need

for mineral surfaces or enzymes.

Condensation producing peptido nucleotides also occurs with

other activating agents, such as cyanamide or carbonyl diimid-

azole (CDI). Cyanamide, a tautomer of unsubstituted carbo-

diimide, has long been considered a prebiotically relevant acti-

vating agent [67], and it has previously been used in experi-

ments aimed at generating peptides in the absence of enzymes

or a ribosomal machinery [68]. Reactions with cyanamide are

much less efficient than with EDC, so that successful primer

extension has not yet been observed in our assays. But, while

reactions that take weeks or months are not problematic for

prebiotic evolution, which probably occurred over many

millions of years, they are difficult to study in detail in an aca-

demic setting that requires results on the time scale of Ph.D.

theses.

Conclusion
Enzyme-free primer extension is a fascinating reaction that has

been linked to the origin of the first self-replicating systems.

The reaction does produce extended primers with nucleotides

complementary to the template sequence being appended at the

3'-terminus, but it is slow and low-yielding, particularly when

performed with natural RNA/ribonucleotides. Because it relies

on weak Watson–Crick base pairing between a single

nucleotide and a templating base, the reaction cannot be driven

to completion by heating or harsh conditions. Instead, a subtle

interplay of binding equilibria and chemical steps either leads to

successful incorporation of the nucleotide monomer or to the

more likely path of hydrolysis, which in turn can prevent further

extension via competitive inhibition [69]. Detailed quantitative

work has led to a better understanding of the processes under-

lying incomplete conversion and thus to approaches that reduce

inhibition or slow conversion. Among them is the removal of

hydrolyzed monomer, improved activation chemistries, or in

situ (re)activation with the support of an organocatalyst. Despite

progress in the field, the ultimate goal of demonstrating en-

zyme-free replication of RNA strands long enough to code for

an oligo- or polypeptide is not yet in sight. This is particularly

true, if one considers that the issue of low sequence fidelity was

not even discussed in this short account. Much remains to be

done for chemists and biochemists alike.
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Abstract
C-nucleosides have intrigued biologists and medicinal chemists since their discovery in 1950's. In that regard, C-nucleosides and

their synthetic analogues have resulted in promising leads in drug design. Concurrently, advances in chemical syntheses have con-

tributed to structural diversity and drug discovery efforts. Convergent and modular approaches to synthesis have garnered much

attention in this regard. Among them nucleophilic substitution at C1' has seen wide applications providing flexibility in synthesis,

good yields, the ability to maneuver stereochemistry as well as to incorporate structural modifications. In this review, we describe

recent reports on the modular synthesis of C-nucleosides with a focus on D-ribonolactone and sugar modifications that have

resulted in potent lead molecules.

772

Introduction
Nucleic acids form the genetic blueprint for all living organ-

isms and are involved with a wide range of cellular functions

[1-9]. Modifications to their chemical structure can have

profound effects on structure and function of enzymes, cells and

supramolecular complexes [10-22]. Nucleic acids are composed

of a monomeric nucleoside unit that features an aromatic

nitrogenous moiety (a nucleobase) connected to a pentose

sugar, which in turn is attached to a phosphate group (Figure 1)

[7]. The pentose sugar and the nucleobase are connected by a

carbon–nitrogen bond that is adjacent to the sugar oxygen re-

sulting in an hemiaminal ether bond, also known as the glyco-

sidic bond.

Because of their key role in many biological processes, modifi-

cations to the nucleoside structure have been widely employed

in the design of drugs, most notably in the fields of virology and

cancer research [13-15]. Variations in the nucleoside scaffold

are typically accomplished by the insertion, deletion or transpo-

sition of functional groups or atoms [23-29]. The varied proper-

ties of such modified nucleosides arise from changes in hydro-

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Figure 1: Structural components of nucleic acids. Shown is the monomeric building block of nucleic acids. Changes to the nucleotide structure can
affect molecular recognition, as well as structure and function.

Figure 2: Formation of oxocarbenium ion during glycosidic bond cleavage in nucleosides [31]. The extent of leaving group stabilization and approach
of the nucleophile determine charge accumulation on the sugar ring. A concerted process leads to a transition state-like species shown in the figure,
while a greater accumulation of positive charge leads to an oxocarbenium ion intermediate.

Figure 3: Structural modifications to nucleobase-sugar connectivity. The O–C–N bond between nucleobase and sugar defines the glycosidic bond.
Replacement of nucleobase nitrogen by carbon results in C-nucleosides. A carbon (CH2) replacing the sugar oxygen results in carbocyclic nucleo-
sides. When both the heteroatoms in the glycosidic bond are replaced by carbon, the resultant compounds are called carbocyclic C-nucleosides.

gen bonding motifs, electronic effects, hydrophobic interac-

tions, acid-base properties and chemical reactivity [25-37]. One

such modification is the change in the nature of the glycosidic

bond [29,37].

Although the glycosidic bond is stable under physiological

conditions, cleavage of the bond is common and is highly de-

pendent on the nature of the nucleobase and local pH. In addi-

tion, the rate of glycosidic bond cleavage is higher for purines

than pyrimdines [38-44]. Moreover, the glycosidic bond in

2'-deoxy ribonucleosides has a higher susceptibility to cleavage

than in the corresponding ribonucleosides [38-41,43]. The rate

of glycosidic (C–N) bond cleavage is enhanced by decreasing

pH and enzymes, which modify the localized acid–base envi-

ronment [31,35,36]. The C–N bond cleavage proceeds either by

activation of a nucleophile that attacks C1' or by stabilization of

the leaving group, which could either be the nucleobase or an

oxocarbenium ion [31,36]. As such, the oxocarbenium ion is a

species formed during the glycosidic bond cleavage, which may

be present as an intermediate or a transition state depending

upon the accumulation of the positive charge on the sugar ring

(Figure 2). As a result, any change in the nucleobase–sugar

connectivity (C–N) affects the formation of the oxocarbenium

ion and thus influences the stability (or instability) of the

nucleoside analogues.

Replacing the hemiaminal (O–C–N) connectivity of the canon-

ical nucleosides with an O–C–C bond (Figure 3) results in a

class of compounds called “C-nucleosides” [45-51]. Further

modification to a C–C–C connectivity results in “carbocyclic

C-nucleosides” (Figure 3) [52,53]. C-nucleosides feature

(hetero)aryl aromatic groups such as 9-deazapurines, pyrim-

idines, pyridines and phenyl groups connected by a C–C bond

to a sugar (or sugar mimic) as shown in Figure 4 [30,45-
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Figure 4: Examples of natural and synthetic C-nucleosides. Pseudouridine and formcycin are among several naturally occurring C-nucleosides that
are being studied for their role in RNA biology and antibiotic properties respectively. In the recent past, synthetic C-nucleosides, such as immucillin-H
and GS-5734, have shown potent activity against purine nucleoside phosphorylases (PNP) and broad spectrum antiviral activities.

47,50,54-57]. The change in the nature of the glycosidic bond is

accompanied by i) increased hydrolytic stability, ii) altered

hydrogen bonding motifs, and iii) altered molecular recognition

properties [25,29,37,58]. Because of these changes, C-nucleo-

sides have been useful in the study of RNA and DNA process-

ing enzymes, as well as drug design efforts and novel supramo-

lecular structures [12,29,59].

Pseudouridine is a naturally occurring C-nucleoside that was

first discovered in the 1950s [45-47,50]. Subsequently, many

more C-nucleosides were discovered and their medicinal prop-

erties evaluated (Figure 4) [18,29,37,45-50,60-62]. Due to

advances in synthetic methodologies over the years, the reper-

toire of C-nucleosides has since expanded and has enabled the

discovery of clinically useful molecules. Some of the more

prominent biologically active analogues that have advanced to

clinical evaluations include the immucillins developed by

Schramm et al, and Gilead’s antiviral pyrrolo[2,1-f]triazine

C-nucleosides (GS-5734 and GS-6620) [32,63-65]. Thus, this

review attempts to capture the progress in the synthesis efforts

and subsequent drug discovery of the C-nucleosides over the

past few years. In the first section, the structural and stereo-

chemical underpinnings of nucleophilic substitutions to

D-ribonolactone are discussed, a method that has seen wide ap-

plications. Next, we describe reports of different applications

and structural variants that have expanded the diversity of the

C-nucleosides. Finally, we discuss a modular synthetic ap-

proach to carbocyclic C-nucleosides that is also based on the

nucleophilic substitution of ribonolactone.

Review
Nucleophilic addition to D-ribonolactone and
its stereochemistry
Two prominent methods of C-nucleoside syntheses involve

either i) the linear construction of a (hetero)aryl moiety on a

C1'-functionalized ribose or ii) coupling of a pre-synthesized

(hetero)aryl with a ribosyl moiety (Figure 5A) [48,49,62]. The

C–C bond formation usually involves a functional group at

C1' of the ribosyl moiety that is amenable to additional functio-

nalization (Figure 5B). Like other nucleoside coupling ap-

proaches (other than the well-known Vorbrüggen coupling reac-

tion [66], the synthesis of C-nucleosides typically gives a mix-

ture of stereoisomers (α and β) at the anomeric carbon

[48,49,54,62,67,68]. Since the naturally occurring nucleosides

(and most biologically active nucleosides) are β-anomers,

achieving 100% stereospecificity in C–C bond formation is an

important goal, but often difficult to attain [62].

Among the aforementioned approaches for C-nucleoside syn-

theses, the coupling of (hetero)aryls to the ribosyl moiety has

seen the widest application [52,53,58,62-65,69-77]. This can be

ascribed to the modular nature of syntheses that allows for si-

multaneous alterations in the sugar and the nucleobase to

generate diverse analogues in a facile manner. Within this ap-

proach, nucleophilic substitution of ribonolactone (Figure 6A)

has garnered much attention [61-63,69-75,78]. Ribonolactone

typically with its hydroxy groups protected, is amenable to

nucleophilic substitutions [78,79]. Use of C-nucleophiles such

as lithiated (hetero)aryls leads to C-C bond via a lactol interme-

diate (Figure 6A). Subsequent deoxygenation of the C1'–OH by

Lewis acids (e.g., BF3·OEt2) results in an oxocarbenium ion

[62,70,80-83]. Reduction of this intermediate by various silanes

gives C-nucleosides resembling the canonical nucleosides

[82,83]. The stereochemical fate of oxocarbenium ion reduc-

tion is dictated by the conformation and stability of the oxocar-

benium ion, which in turn, is affected by the nature of the C2',

C3' and C5' substituents [80,81].

Codée and coworkers elaborated on the mechanism and

stereochemistry of this reaction by calculating the energies of

different oxocarbenium conformers using a free energy surface

(FES) mapping method [80,81]. These studies were based on

the Woerpel’s model comprising of two stable conformers,

namely 3E and E3, in equilibrium (Figure 6B) [84,85]. The

nucleophile approaches from the side presenting the least num-

ber of eclipsing interactions with the C2' substituent (Figure 6B)

[80]. Examining the energies of the various conformers of the

permethylated furanosyl oxocarbenium intermediate revealed
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Figure 5: Synthetic approaches to C-nucleosides. A. Two common strategies for C-nucleoside synthesis involve functionalization at C1' and coupling
of preformed sugar and heterocylic compounds. B. Structure of ribose and C1' functional groups that enable coupling reactions and synthesis of
C-nucleosides.

Figure 6: Steroselective C-nucleoside synthesis using D-ribonolactone. A. Nucleophilic substitution of D-ribonolactone results in an oxocarbenium ion
intermediate. B and C. Functional groups at C2', C3' and C5' stabilize the charged sugar ring and direct the approach of nucleophile to affect the
stereochemical outcome of oxocarbenium ion reduction. D. Stereoselective synthesis of protected pseudouridine [80,81].
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Figure 7: Synthesis of C1'-substituted 4-aza-7,9-dideazaadenine C-nucleosides [63-65,69,70]. A. Reaction of D-ribonolactone and lithiated hetero-
cycle leading to C1'-substituted C-nucleosides. Steroechemical scrambling is observed when ring opened form of ribose is employed during nucleo-
philic substitution. B. Synthesis of C2' C-nucleosides using analogous D-ribonolactones. C. Masked C-nucleoside monophosphates exhibiting potent
antiviral activity and clinical utility.

that the E3 conformer with the C5'–OMe oriented over the posi-

tively charged furanosyl ring (Figure 6C) has a large stabilizing

effect due to C5'–O5 dipole interactions. In addition, the C2'

pseudoequatorial methoxy and C3' pseudoaxial methoxy groups

further stabilize the intermediate in E3 conformer, thereby

favoring the E3 confomer over the 3E. In the case of an

anomeric phenyl group (Ph, Figure 6C), stabilization of the pos-

itive charge (C=O+) through conjugation, via parallel align-

ment, helps to overcome the unfavorable steric interactions be-

tween the C2'–OMe and the Ph group [81]. Because E3 is the

favored conformer, an inside attack of the nucleophile (H−)

results in an α orientation in the final product, which is evident

from the the synthesis of 1 (OBn-substituted Pseudouridine,

Figure 6D). Despite the greater stability of the E3 conformer, it

is the faster reacting conformer (E3 or 3E) that ultimately affects

the ratio of diastereomers in the final product [80]. This differ-

ence in reactivity results in the differences in various α/β mix-

tures obtained during the synthesis of C-nucleosides using the

D-ribonolactone approach.

Antiviral C-nucleosides
The formation of the lactol and oxocarbenium ion illustrated in

Figure 6 also presents the possibility of C1' di-substitution,

which was exploited by researchers at Gilead in the discovery

of the potent antiviral 4-aza-7,9-dideazaadenine (pyrrolo[2,1-

f][1,2,4]triazine) C-nucleosides (Figure 7) [63-65,69,70,77].
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Figure 8: Pyrrolo- and imidazo[2,1-f][1,2,4]triazine C-nucleosides. A series of sugar- and nucleobase-substituted C-nucleosides were synthesized via
nucleophilic substitution of D-ribonolactone for structure–activity relationship [71,72].

The synthesis of 4-aza-7,9-dideazaadenine C-nucleoside 2

(Figure 7A) was first reported by Patil et al. [86] using a

sequential approach. In contrast, scientists at Gilead treated per-

benzylated ribonolactone with lithiated 4-aza-7,9-dideazaade-

nine to obtain the lactol intermediate (Figure 7A) [63,65,69,70].

Deoxygenation of the lactol intermediate by BF3·OEt2 resulted

in the oxocarbenium ion, which was then reduced using triethyl-

silane to obtain 2. Replacing triethylsilane with allyl trimethyl-

silane and trimethylsilyl cyanide gave C1'-allyl (3) and C1'-

cyano (4) substitutions respectively. A β/α ratio of 95:5, 87:13

and 89:11 was observed for 2, 3 and 4, respectively, which was

sensitive to the reaction temperature and the reagents used

[69,70]. A marked difference in diastereomeric purity was ob-

served when the open form of the ribofuranose ring (which

exists in equilibrium with the ring closed form), was exploited

for C1' substitution using Grignard reagents [69]. Acid-cata-

lyzed dehydration resulted in a diastereomeric mixture of C1'-

disubstituted products 5 and 6 with an observed β/α ratio of 2:1

and 1:1, respectively. Similarily, C2'-substituted ribonolactones

were employed in the synthesis of 2'-β-Me analogues 7 and 8

and the 2'-deoxy-2'-fluoro 9 (Figure 7B) [65].

The 1'-α-H analogue 2 was reported to exhibit inhibitory activi-

ty against neoplastic cell lines [86]. This scaffold was later elab-

orated by Gilead to discover broad spectrum activity of the

related C-nucleosides (3–11) against viruses from the

Flaviviridae, Orthomyxoviridae, Paramyxoviridae and Coron-

aviridae families [63-65,69,70]. Cell-based assays revealed po-

tent activity for compounds 2–9 against various viruses includ-

ing Ebola (EBOV, Filoviridae), respiratory syncytial virus

(RSV, Pneumoviridae) and the hepatitis-C virus (HCV,

Flaviviridae) family [63,65,69]. Through structure activity rela-

tionship studies, the 1'-CN compound 4 emerged as a com-

pound with activity against EBOV, HCV and RSV [65,69]. It is

active against EBOV in human microvascular endothelial cells

and RSV with low cytotoxicity towards Huh-7, HEp-2 and MT4

cells. Moreover, the triphosphate of 4 selectively inhibits, HCV

RdRp and RSV RdRp over human RNA Pol II and DNA poly-

merases (α, β, γ) [65]. The 2'-Me compound 7 as its triphos-

phate (TP) shows anti-HCV activity in replicon assays [77].

However, 7-TP serves as a substrate for mitochondrial RNA

polymerase, thereby causing toxicity in rats [63]. The 2'-F and

2'-β-Me compounds 8 and 9 are active against the HCV, but

lack activity against EBOV and RSV in cell-based assays [65].

The pharmacokinetic properties of 4 were improved by

converting it to the masked monophosphates (10 and 11,

Figure 7C), which serves to facilitate transport into the infected

cells, and conversion to the active triphosphate form, thereby

leading to high and persistent levels [63-65]. The 2-ethylbutyl

L-alanine phosphoramidate prodrug (Sp isomer, GS-5734, 11)

increases the loading of macrophages derived from human

monocytes over its unmasked analogue [64]. It was also ob-

served that intravenous administration of the prodrug leads to

increased liver loading (as the triphosphate) in hamsters com-

pared to oral dosing [63].

Draffan et al. synthesized a series of 2'-β-Me analogues of

pyrrolo- and imidazo[2,1-f][1,2,4]triazine C-nucleosides using a

2'-β-Me lactone that mimic adenosine and guanosine (12–19,

Figure 8) [71,72]. The adenine analogues of pyrrolo- and
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Figure 9: Synthesis of 1',2'-cyclopentyl C-nucleoside [73]. Functional groups at C1' and C2' were installed and employed for ring cyclization.

imidazo[2,1-f][1,2,4]triazine were active as nucleosides in

HCV1b RNA replication assays, and as triphosphates they

inhibit the NS5B polymerase as did the triphosphates of the

guanosine analogues [71]. The library of adenosine analogues

was further expanded by introducing functional groups at C7

(16–19), which exhibit potent activity in RNA replication

assays, with the carboxamide group in particular imparting high

potency but also high cytotoxicity [72].

A further modification to the imidazo[2,1-f][1,2,4]triazine

C-nucleoside scaffold was reported by Dang et al., wherein they

synthesized a series of 2'-β-Me analogues possessing a 1',2'

cyclopentyl ring (Figure 9) [73]. A representative synthesis

(compound 23) is shown in Figure 9, which involves installing

an allyl group at C1' (20) and converting the C2'–CN to an alde-

hyde (21) followed by a Wittig reaction to install a second allyl

group at C2' (22). Second generation Grubb’s catalyst was used

for the ring formation, followed by hydrogenation to give the

desired cyclopentane ring (23) [73]. The biological data of these

compounds has yet to be reported.

Wang et al. synthesized a series of pyridine and pyrimidine

C-nucleosides (24–26) that mimic the riboside of favipiravir in

their effort to develop novel anti-influenza compounds

(Figure 10A) [74]. Protected D-ribonolactone 27 was treated

with lithiated pyridine to obtain lactol 28 (Figure 10B). Deoxy-

genation and reduction gave 29, wherein the isopropylidene

group was also removed. Conversion of the cyano to an amide

group, followed by removal of the silyl protecting group gave

24, which proved to be the most promising compound. The

fluorine on 29 was replaced with a methoxy group after

re-installing the isopropylidene protecting group. The cyano

group was then converted to an amide and the methoxy con-

verted to a hydroxy group. Removal of the protecting groups on

the sugar gave 25, which exhibited potent activity against the

H1N1 influenza strain (A/WSN/33) in cell based assays [74].

The pyrimidine compound 26 was synthesized using an iden-

tical approach and is not shown here. The activity of 24 and 25

as nucleosides was comparable to favipiravir and its riboside.

Furthermore, they found that the triphosphate of 24 (24-TP) was

incorporated opposite U and C of an RNA template by the

influenza polymerase [74]. These experiments indicate that the

H-bonding motifs of 24 allow it to mimic both A and G

(Figure 10A) [74]. Despite the mis-incorporation, an unmodi-

fied sugar moiety may not result in obligate chain termination.

While 24-TP is incorporated opposite U and forms more of the

full length product than terminated product, its incorporation

opposite C results in greater truncated product. Thus, the puta-

tive mechanism of action of 24 is through mutagenesis of viral

genomic RNA and inhibition of viral polymerase [74].

Synthesis of C2'-substituted furanolactone
In view of sugar scaffolds possessing C2' substitutions and their

value to drug design, a report by Peifer et al. on the synthesis of

C2'-substituted ribonolactones is notable (Figure 11A) [75].

Their finding appends known methods of C2' substitution that

involve conversion of the C2'-OH to a ketone followed by Me

or F substitution [87-94]. Using the Mukaiyama aldol reaction,

Peifer obtained a C2'-substituted ribonolactone, which can then

be employed in C-nucleoside synthesis [75]. This involves con-

densation of alkyl-substituted silyl ketene acetals (32) with

enantioenriched α-2,2,6,6-tetramethylpiperidinyl-β-benzy-
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Figure 10: Anti-influenza C-nucleosides mimicking favipiravir riboside [74]. A. Structure of favipiravir and its riboside, which exhibits anti-influenza ac-
tivity. C-nucleoside variants of favipiravir riboside and their base pairing with uridine and cytosine. B. Synthesis of C-nucleoside variants of favirpiravir
starting from D-ribonolactone.

loxypropionaldehyde (33) in presence of TiCl2(OiPr)2 to give

the β-hydroxyester 34 that is diastereomerically enriched

[75,95].  Reductive cleavage of the 2,2,6,6-tetram-

ethylpiperidinyl (TMP) group by Zn and trifloroacetic acid

results in cyclization and formation of the C2'- substituted

ribonolactone (35). TiCl2(OiPr)2 has been identified as the

optimal Lewis acid for the synthesis of most ribonolactones

with the exception of unsubstituted silyl ketene acetals (R = R'

= H) that leads to stereochemical inversion at C3' [75]. The

desired stereoselectivity for 2'-deoxy analogues was obtained

when BF3·OEt2 was used. Furthermore, another route to the

synthesis of C-nucleosides was demonstrated by direct addition

of aryl lithium reagents to the 2'-OMe ribonolactone

(Figure 11B). While the expected lactol was formed, deoxy-

genation by BF3·OEt2 and reduction in presence of the

Hantzsch ester afforded the desired β-anomer, while the use of

Et3SiH gave the α-anomer [75].

Carbocyclic C-nucleosides
In an attempt to synthesize carbocyclic C-nucleosides, Maier et

al. found that reaction of aryl lithiums with pentanone 37 results

in carbocyclic C-nucleosides with a C1'-hydroxy group (38 and

39, respectively, Figure 12A) [52,53]. They synthesized

cyclopentanone 37 in 7 steps starting from norbornadiene (40,

Figure 12B). Furthermore, silyl protection (TIPS) of the C2' and

C3' was observed to be critical for the stability of 37 and to

facilitate functional group interconversions as shown in

Figure 12A [53].

In order to obtain carbocyclic C-nucleosides that resemble

canonical nucleosides, Maier and coworkers synthesized a

stable enol triflate (46, Figure 13A), which then enables Suzuki

coupling and a modular synthesis of carbocyclic C-nucleosides

[53]. The boronic acids/boronates (inset, Figure 13) of several

(hetero)aryls were conducive to Suzuki coupling with the best
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Figure 11: Alternative method for synthesis of 2'-substituted C-nucleosides [75]. A. Synthesis of C2'-substituted D-ribonolactone via Mukaiyama aldol
reaction. A series of 2'-O-alkyl, alkyl, cycloalkyl and deoxy D-ribonolactone were synthesized using this method. B. Use of Hantzsch ester to obtain
the β-anomer of C-nucleosides.

Figure 12: Synthesis of carbocyclic C-nucleosides using cyclopentanone [53]. A. Nucleophlic substitution on cyclopentanone gives C1'–OH carbo-
cyclic C-nucleosides. B. Synthesis of cyclopentanone from norbornadiene and substituents that facilitate carbocyclic C-nucleoside syntheses.
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Figure 13: Synthesis of carbocyclic C-nucleosides via Suzuki coupling [53]. A. Synthesis of OTf-cyclopentene that enable Suzuki coupling and
modular synthesis of carbocyclic C-nucleosides. B. Synthesis of enantiomerically pure 4-aza-7,9-dideazaadenine carbocyclic C-nucleoside.

result obtained when the C2', C3' and C5'–OHs were protected

with TIPS and pivaloyl groups, respectively [53]. The cross-

coupling reaction gave the unsaturated compounds (47 and 48),

which, upon hydrogenation in presence of Crabtree’s catalyst,

gave the saturated compounds with the desired diasteroselec-

tivity (49 and 50). In the case of nitrogen containing hetero-

cycles, Pd(OH)2 was found to be a suitable catalyst that gave a

separable mixture of diastereomers (2:1). In addition, optically

pure cyclopentanone (−)-45 was obtained by converting the

cyclopentane 43 to camphanates (51, Figure 13B) followed by

separation of the diastereomers [53]. Subsequent synthesis of

the enol triflate (−)-46 (Figure 13B), Suzuki coupling and

hydrogenation afforded the optically pure carbocyclic tuberci-

dine analogue (−)-53. This compound has shown potent activi-

ty against breast cancer cell lines and human foreskin fibro-

blasts [53].

Conclusion
With increasing reports of emerging and reemerging infectious

diseases globally, there is a need to develop more effective and

safer drugs. In that regard, C-nucleosides have recently shown

great potential, which in turn, has resurrected interest in this

class of molecules [29]. Several antiviral C-nucleosides have

been discovered in the past five years and are now in advanced

stages of clinical applications. The overarching features of these

compounds with regards to changes in the nucleobase and

sugars allow optimal interactions with enzymes resulting in po-

tent and often times, selective, inhibitory activities

[18,65,74,96]. As continuing efforts to design greater diversity

in C-nucleosides, methods of their synthesis have become criti-

cal to more effective drug discovery. For example, the

pyrrolo[2,1-f][1,2,4]triazine scaffold has been key to the

discovery of several highly active molecules [53,69,71-73,86].
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Modular and convergent synthetic routes have proved valuable

in this regard both in terms of increasing diversity and reducing

the time and length of the syntheses [70-73,76]. Efforts have

been aided by advances in the synthesis of modified sugars and

sugar mimics, particularly D-ribonolactone analogues

[53,73,75,97]. Furthermore, chemical and theoretical studies

have elucidated the mechanism and stereochemical preferences

of reactions involving D-ribonolactone [80,81,84,85]. There-

fore, the chemist has better control over the reactions with more

predictable outcomes. In the coming years, new applications

may be reported. Moreover, with the biological potential of

C-nucleosides now being revisited, studies of naturally occur-

ring C-nucleosides and their biosynthetic pathways have

garnered renewed interest, as has the pursuit of new biosyn-

thetic C-nucleosides [98-104]. Previously reported C-nucleo-

sides are also being revisited and may be repurposed with in-

creased knowledge of new biological targets [29,65,86,96]. In

summary, these efforts, in concert with improved synthetic

advances, provide strong impetus for the next wave of

C-nucleoside design and the discovery of nucleoside therapeu-

tics.
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Abstract
Nucleic acids that store and transfer biological information are polymeric diesters of phosphoric acid. Cleavage of the phosphodi-

ester linkages by protein enzymes, nucleases, is one of the underlying biological processes. The remarkable catalytic efficiency of

nucleases, together with the ability of ribonucleic acids to serve sometimes as nucleases, has made the cleavage of phosphodiesters

a subject of intensive mechanistic studies. In addition to studies of nucleases by pH-rate dependency, X-ray crystallography, amino

acid/nucleotide substitution and computational approaches, experimental and theoretical studies with small molecular model com-

pounds still play a role. With small molecules, the importance of various elementary processes, such as proton transfer and metal

ion binding, for stabilization of transition states may be elucidated and systematic variation of the basicity of the entering or

departing nucleophile enables determination of the position of the transition state on the reaction coordinate. Such data is important

on analyzing enzyme mechanisms based on synergistic participation of several catalytic entities. Many nucleases are metalloen-

zymes and small molecular models offer an excellent tool to construct models for their catalytic centers. The present review tends

to be an up to date summary of what has been achieved by mechanistic studies with small molecular phosphodiesters.
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Introduction
Nucleic acids are polymeric diesters of phosphoric acid that

store and transfer biological information. In biological systems,

the diester linkages bridging 3´-O of one nucleoside to the 5´-O

of the next one are cleaved by a variety of enzymes [1]. The

phosphodiester bonds of DNA are hydrolyzed, depending on

the enzyme, either to a 3´- or 5´-phosphate, whereas the bonds

in RNA, with few exceptions (above all RNase H-catalyzed

cleavages) undergo transesterification to a 2´,3´-cyclic phos-

phate that is rapidly hydrolyzed to 2´- and 3´-phosphates

(Figure 1). In the absence of any catalyst, the 3´,5´-phosphodi-

ester linkages are remarkably stable under physiological condi-

tions. The half-life for the hydrolysis of an individual phospho-

diester bond in DNA has been estimated to be 30 million years

at 25 °C, which means that protein enzymes, nucleases, are able

to accelerate the phosphodiester cleavage by a factor of 1017

[2]. The phosphodiester linkages of RNA are much more labile,

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
mailto:satkuu@utu.fi
mailto:tuanlo@utu.fi
mailto:harlon@utu.fi
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Figure 1: Enzymatic cleavage of phosphodiester linkages of DNA and RNA.

owing to the presence of neighboring hydroxy function that

serves as an intramolecular nucleophile resulting in transphos-

phorylation by departure of the 5´-linked nucleoside [3]. The

half-life at pH 6–7 and 25 °C is around 10 years [4,5], the enzy-

matic cleavage by RNase A being 3∙1011 times faster [6]. Inter-

estingly, the RNA phosphodiester bonds are additionally subject

to cleavage by RNA itself, viz. by RNA sequences known as

ribozymes [7]. The length of these catalytic sequences varies

from 70–150 nucleotides of the so-called small ribozymes to

hundreds of nucleotides of large ribozymes. Their catalytic effi-

ciency is somewhat more modest than that of protein enzymes.

The remarkable catalytic efficiency has made the action of pro-

tein nucleases and ribozymes a subject of intensive mechanistic

studies. pH-Rate dependency, X-ray structures, amino acid/

nucleotide substitution experiments and the effect of thiosubsti-

tution of phosphate oxygens on the binding of metal ion cofac-

tors have given invaluable information about the residues that

participate in substrate binding or contribute to formation of

high-energy intermediates or transition states during the

PO-bond cleavage by protein nucleases [8] or ribozymes [9,10].

Based on this data, energetics of various pathways from the

reactants to products may be compared by computational

methods [11-14]. Still, experimental studies with small molecu-

lar model compounds play an essential role in mechanistic

studies of the enzymatic cleavage of nucleic acids. With small

molecules, the importance of various elementary processes,

such as proton transfer and metal ion binding, for stabilization

of transition states may be elucidated and systematic variation

of the basicity of the entering and departing nucleophile enables

determination of the position of the transition state on the reac-

tion coordinate. Such data is important on analyzing enzyme

mechanisms based on synergistic participation of several cata-

lytic entities. Similar studies are not possible with enzymes,

since even a minor change in the structure of enzyme or sub-

strate may have a dramatic effect on the structure and stability
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Figure 2: Energy profiles for a concerted ANDN (A) and stepwise mechanisms (AN + DN) with rate-limiting breakdown (B) and rate-limiting formation
(C) of intermediate I that has a finite life-time. Hydroxide-ion-catalyzed cleavage of RNA has been used to exemplify alternative mechanisms. In
reality, the reaction takes place by rate-limiting breakdown of the intermediate (B).

of the enzyme–substrate complex. In addition, the kinetic data

obtained with small molecules is useful for testing the validity

of computational methods utilized for the generation of energy

landscapes for enzyme catalysis [15-17].

Many nucleases are metalloenzymes containing two catalytical-

ly active metal ions. Small molecular models offer an excellent

tool to study the cooperative action of metal ions and to

construct models for catalytic centers [11,18].

Review
Basic principles of phosphoryl transfer
reactions
Non-enzymatic cleavage of phosphodiester linkages of nucleic

acids proceeds by an intra- (RNA) or intermolecular (DNA)

nucleophilic attack on phosphorus. The reaction proceeds via a

pentacoordinated species having the structure of a trigonal

bipyramid. In case this species represents an energy maximum

on a single barrier energy profile, as with SN2 displacement at

carbon, the reaction is called concerted and the pentacoordi-

nated species is a transition state. The reaction is a synchronous

displacement (ANDN) when bond formation to the entering

nucleophile is as advanced as bond fission to the departing

nucleophile (A in Figure 2). In case the bond formation is more

or less advanced than the bond fission, the reaction still is

concerted but has an associative or dissociative nature, respec-

tively. The pentacoordinated species, called pentaoxyphospho-

rane, may also have a sufficiently long life-time to represent a

minimum on the energy profile. The reaction then proceeds in a

stepwise manner. It is an associative nucleophilic displacement

(AN + DN) with late transition state if the barrier for breakdown

of the phosphorane intermediate to products is higher than the

barrier for formation of the intermediate (B in Figure 2). If the

barrier for the phosphorane formation is higher than the barrier
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Figure 4: Protolytic equilibria of phosphorane intermediate of RNA transesterification.

for its breakdown to products, the transition state is early and

formation of the phosphorane is rate-limiting (C in Figure 2).

The phosphorane intermediate may still have a finite life-time,

but experimental distinguishing between this kind of a reaction

and a concerted displacement is difficult.

Two of the ligands within the bipyrimidal phosphorane take an

apical (a in Figure 3) and the rest an equatorial (e in Figure 3)

position. According to the so-called Westheimer´s rules [19],

nucleophiles enter and depart the phosphorane intermediate

only through an apical position. Electronegative ligands prefer

an apical position, while negatively charged oxygens are locked

to an equatorial position. Bulky ligands tend to be equatorial. If

two of the oxygen atoms are bridged by an ethylene group, as in

the phosphorane obtained by the attack of 2´-OH of RNA on

phosphorus, one must be apical and the other equatorial. A

sufficiently stable phosphorane may, however, undergo a struc-

tural change known as Berry pseudorotation [20]: one of the

equatorial ligands remains equatorial, while the rest turn apical

and the apical ligands equatorial. Several alternative models for

isomerization of trigonal-bipyramidal pentacoordinate com-

pounds have been presented [21], but Berry pseudorotation has

almost exclusively used in mechanistic discussion of RNA

cleavage.

Figure 3: Pseudorotation of a trigonal bipyramidal phosphorane inter-
mediate by Berry pseudorotation [20].

The stability of the phosphorane intermediate largely depends

on its state of protonation. The first pKa value of the acyclic

tetraalkoxy monohydroxy phosphorane has been estimated to be

8.6 for an equatorial hydroxy group and 13.5 for an apical

group [22]. For a cyclic phosphorane derived from ethylene

phosphate, the first pKa value is 7.9 and the second 14.3, both

values referring to an equatorial hydroxy ligand [23]. Accord-

ingly, both neutral phosphorane and its monoanion are present

in significant amount at physiological pH. In case a dianionic

phosphorane is formed, its protonation to a monoanion expect-

edly is thermodynamically favored, but it is not clear whether

the life-time is long enough to allow this.

The cyclic phosphorane intermediate of RNA cleavage is in

neutral form (IH2 in Figure 4) sufficiently stable to pseudoro-

tate [24]. According to DFT calculations, the barrier for

preudorotation is 10 kcal mol−1 lower than the barriers for

breakdown of the intermediate [25]. The calculations also

suggest the monoanionic form (IH−) to be able to pseudorotate,

even more rapidly than the neutral form [26]. The breakdown of

the phosphorane is, however, also faster than with neutral phos-

phorane and, hence, the life-time of the monoanion is shorter.

The dianionic phosphorane (I2−) is very unstable and cannot

pseudorotate, owing to the high barrier for transfer of nega-

tively charged oxygen from equatorial to apical position. Recent

DFT calculations suggest the barrier to be about 30 kcal mol−1

[27].

While several lines of evidence suggest that the cleavage of the

RNA phosphodiester bonds proceeds via a phosphorane inter-

mediate rather than a phosphorane-like transition state [28-30],

this is not necessarily the case with DNA that is cleaved by an

attack of an external nucleophile. Recent hybrid quantum me-

chanical/effective fragment potential (QM/EEP) calculations on

the hydroxide-ion-catalyzed hydrolysis of diethyl phosphate

monoanion, however, suggest that the acyclic phosphorane ob-

tained still is an intermediate [31]. The lifetime for the dian-

ionic pentacoordinated species obtained by the attack of the

hydroxide ion on the phosphorus has been argued to represent

an energy minimum between the transition states for the attack

of HO− and the departure of EtO− and to have a lifetime of

1 picosecond. With leaving groups that are less basic than EtO−,

such as 5´-O− of nucleoside, the lifetime expectedly is shorter.

If the leaving group is very good, such as an aryl group, a

synchronous concerted mechanism (ANDN) may take over the

stepwise mechanism (AN + DN).
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Model compounds and experimental tools
Studies with phosphodiester models are aimed at providing firm

mechanistic understanding of the hydrolysis and transesterifica-

tion reactions of nucleic acids. Such information is indispens-

able for critical evaluation of mechanistic proposals of more

complicated enzymatic processes and for the development of

artificial cleaving agents that have enzyme-like catalytic proper-

ties but are more robust. pH-Rate profiles, linear free energy

relationships and kinetic heavy atom isotope effects are the ex-

perimental approaches that are, together with construction of

multifunctional cleaving agents, most extensively used in mech-

anistic studies of small molecular phosphodiester models.

Kinetic studies over a wide pH-range allow division of ob-

served rate constants to contributions of different ionic forms

and, hence, the upper limit for the effect of protonation or de-

protonation of a particular atom on the rate is obtained [29,32].

Linear free energy relationships are, in turn, used to determine

the position of transition state on the reaction coordinate [33].

The polar property of either entering or departing nucleophile or

non-departing groups is altered in a systematic manner and the

effect on reaction rate is compared to the effect on the equilib-

rium of the reaction. In this manner, information about charge

distribution in the transition state is obtained; whether the tran-

sition state is early (close to starting materials) or late (close to

products). A free energy relationship is in principle a plot of ac-

tivation free energy, ΔG‡ (or log k), against the change in stan-

dard free energy of the reaction, ΔGo (or log Keq). The latter

quantity is often difficult, sometimes even impossible, to deter-

mine. For this reason, ΔG‡ (or log k) is more frequently plotted

as a function of the pKa of the departing (or entering) nucleo-

phile. The slope of the plot, known as a βlg (or βnuc), may have

values greater than unity. It does not directly tell the position of

transition state on the reaction coordinate. This parameter, the

so-called Leffler´s α, is, however, obtained as a ratio of βlg/βeq

or βnuc/βeq, if a reasonably reliable estimate for the β value of

the equilibrium reaction, βeq, is available. As long as cleavage

of phosphodiesters is concerned, βeq = 1.74 reported for the

phosphoryl transfer of phosphono monoanion is usually used as

the reference value for the equilibrium reaction [34]. Likewise,

the occurrence of the proton transfer as part of the rate limiting

step may be evaluated by altering the acidity of the proton

donor (or acceptor). Plotting of log k against the pKa of the

proton donor (or acceptor) gives the Brönsted α (β for the

acceptor) that refers to the extent of proton transfer in the transi-

tion state.

The kinetic heavy atom isotope effect (KIE) is a most useful

tool for mechanistic studies, especially since it may be used as

well in enzymatic and non-enzymatic reactions [35,36].

Replacing a single atom in the substrate with its heavy isotope

has so small influence on structure that enzyme–substrate inter-

action is not distorted, which is the case with other structural

modifications. Kinetic isotope effect is defined as the ratio of

the rate constants obtained with the light and heavy isotope con-

taining compound, KIE = lightk/heavyk. When this ratio is greater

than unity, the isotope effect is called normal, otherwise

inverse. KIE refers to the difference in bonding that takes place

on going from ground state to transition state. The effect is a

primary KIE when the isotopically labelled atom is directly

involved in bond making or bond breaking in the rate-limiting

step. In case the isotopic substitution occurs further in the mole-

cule, the KIE is secondary. The primary KIE is usually normal

(>1), while the secondary can be either normal or inverse. The

reason is that KIE consists of two contributions, a temperature

independent (TIF) and temperature dependent (TDF) factor

[37]. As regards the primary KIEs, the motion along the reac-

tion coordinate is the predominant source of KIE. The KIE for

this process is normal and largely dominated by TIF. With sec-

ondary KIEs, motion along the reaction coordinate is less im-

portant and changes in TDF-dependent vibrational modes of the

transition state start to play a role. That is why both normal and

inverse effects are possible.

The kinetic solvent isotope effect (KSIE) is another mechanis-

tic tool frequently used to distinguish between alternative mech-

anisms. KSIE is an indication of a kinetically significant proton

transfer that takes place on going from initial to transition state

and shows up as reactivity difference in experiments made in

H2O and D2O solutions of equal pL (L = H or D). The proton

transfer may, however, take place either in pre-equilibrium or

rate-limiting stage. Distinguishing between these alternatines is

possible, if the equilibrium isotope effect for the pre-equilib-

rium may be reliably estimated. In case no KSIE is observed, no

proton transfer takes place in the rate-limiting step. Proton

inventory studies are used to examine how many protons are

transferred in the rate-limiting step. In this technique, rate con-

stants are determined as a function of isotopic ratio n, and the

shape of a plot kn/ko vs n gives information on the proton

transfer processes. Unfortunately, interpretation of the data is

not always straightforward, owing to possible contribution of

the equilibrium isotope effect that refers to binding of the cata-

lyst to the phosphate group [27,38].

Dinucleoside-3´,5´-monophosphates are obvious small molecu-

lar models with which to study the cleavage of phosphodiester

linkages in nucleic acids. Kinetic studies with these compounds

are, however, somewhat laborious, since HPLC chromatogra-

phy has to be used to analyze the content of samples withdrawn

at suitable intervals. That is why many research groups prefer to

use a simpler model, 2-hydroxypropyl p-nitrophenyl phosphate

(HPNP; 1, Figure 5), the hydrolysis of which can be followed

by UV-spectrophotometry. A lot of useful observations have
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been done with this simple model. One should, however, bear in

mind that the p-nitrophenoxy group is a 108 times better leaving

group than a 5´-linked nucleoside and, hence, the rate limiting

step of these two reactions can well be different, as discussed

later in more detail below. In addition, the acyclic structure only

poorly mimics the ribofuranosyl structure of the 3´-linked

nucleoside. The acyclic analog 2, for example, is cleaved under

basic conditions 500 times less readily than a normal diribonu-

cleoside-3´,5´-monophosphate [39]. A small molecular catalyst

may accelerate the cleavage of 1 by stabilizing a rotamer that

favors intramolecular attack of the neighboring hydroxy func-

tion on phosphorus, while this kind of acceleration evidently

plays a minor role, if any, with ribonucleoside 3´-phosphodi-

esters. Finally, phosphate migration in 1 takes place between a

primary and secondary hydroxy group, whereas with ribonucle-

oside 3´-phosphodiesters both hydroxy functions are secondary.

Accordingly, extrapolation of the results obtained with 1 to the

cleavage of nucleic acids is not straightforward. Care should be

exercised to avoid misinterpretations.

Figure 5: Structures of acyclic analogs of ribonucleosides.

Oligonucleotides containing a thiosubstituted nucleotide are ex-

tensively used in mechanistic studies of protein nucleases and

ribozymes. Rate accelerating 3´-bridging substitution has been

used to find out whether the chemical step really is rate-liming

and 5´-substitution to verify that some small ribozymes utilize

general acid catalysis [40]. The underlying idea behind the latter

application is that protonation of the leaving group by a general

acid is not needed with 5´-thiosubstituted analogs, since the

sulfide ion is a much better leaving group than the alkoxide ion.

Most extensively used thiosubstitution, however, is replace-

ment of either one of the non-bridging oxygens with sulfur,

which allows stereochemical studies based on the so-called

rescue effect [41,42]. When non-bridging oxygen that partici-

pates in binding of Mg2+ is replaced with sulfur, the activity

drops, but may be restored by using a soft Lewis acid, such as

Mn2+ or Zn2+. The necessary background information for the

studies with thiosubstituted oligonucleotides has been obtained

Figure 6: First-order rate constants for buffer-independent partial reac-
tions of uridyl-3´,5´-uridine at pH 5–9 and 90 °C. Hydronium-ion-cata-
lyzed isomerization (green), hydroxide-ion-catalyzed cleavage (blue),
pH-independent cleavage (black), pH-independent isomerization (red).
Based on the data from ref. [44].

by comparative studies with similar analogs of dinucleoside-

3´,5´-monophosphates [43].

Cleavage of RNA by Brönsted acids and
bases
Buffer-independent reactions
The predominant buffer-independent reactions of RNA phos-

phodiester linkages at physiological pH (pH 6–8) are pH-inde-

pendent isomerization to 2´,5´-bonds (red line in Figure 6) and

hydroxide-ion-catalyzed transesterification to a 2´,3´-cyclic

phosphate by departure of the 5´-linked nucleoside, followed by

subsequent hydrolysis to a mixture of 2´- and 3´-phosphates

(blue line in Figure 6) [44,45]. These reactions are approxi-

mately as fast at pH 7, the isomerization being faster under

more acidic and cleavage under more basic conditions. The oc-

currence of isomerization inevitably shows that the monoan-

ionic phosphorane, most likely obtained by the attack of 2´-OH

on the phosphorus atom with concomitant transfer of the proton

to the non-bridging oxygen [46,47], is able to pseudorotate at

physiological pH. It is not quite clear whether the pseudorota-

tion takes place through the monoanionic species or kinetically

invisible protonation to more stable neutral phosphorane. DFT

calculations suggest that the monoanionic form really is stable

enough to pseudorotate and the breakdown of the intermediate

to 2´- or 3´-phosphodiesters is approximately as fast as the

pseudorotation [25]. According to the same calculations, the

exocyclic fission of the intermediate to a 2´,3´-cyclic phosphate,

leading to pH-independent cleavage, is much slower

(Scheme 1). The rate of this reaction (black line in Figure 6) is

only 2% of the interconversion rate of 2´,5´- and 3´,5´-diesters
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Scheme 1: pH- and buffer-independent cleavage and isomerization of RNA phosphodiester linkages. Observed first-order rate constant for the
cleavage (kcl) refers to transesterification of A + B to C, and observed rate constant for isomerization (kis) to mutual isomerization of A and B, the
values for the forward and reverse reactions being almost equal.

Scheme 2: Mechanism for the pH- and buffer-independent cleavage of RNA phosphodiester linkages.

[44]. Studies with various uridine 3´-alkylphosphates have,

however, verified the existence of this reaction [48].

The mechanism of the pH-independent cleavage reaction has

been elucidated by comparative studies of βlg values. While the

isomerization rate is almost independent of the polar nature of

the esterified alcohol, the cleavage rate is markedly increased

with the increasing electronegativity of the alkyl group. For ex-

ample, the ratio of kcl/kis is 0.014 and 1.8 with the ethyl and

2,2,2-trichloroethyl esters, respectively [48]. The βlg = −0.59 is

more negative than the βlg = −0.12 of the acid-catalyzed

cleavage, proceeding by departure of neutral alcohol, but less

negative than the βlg = −1.28 of the hydroxide-ion-catalyzed

reaction where the departing group is an alkoxide ion [49]. Ac-

cordingly, the departing oxygen atom seems to become proto-

nated concerted with rate-limiting rupture of the P–OR bond.

The essential mechanistic features, hence, are proton transfer to

non-bridging oxygen concerted with the attack of 2´-OH, which

increases the nucleophilicity of O2´ and stabilizes the phospho-

rane intermediate, and proton transfer from the non-bridging

oxygen to the departing oxygen, which destabilizes the phos-

phorane and stabilizes the leaving group (Scheme 2). Combined

QM/MM simulations have lent support for this interpretation

[47]. With triester analogs, such as uridine 3´-diethyl phosphate,

the latter intramolecular proton transfer is not possible and the

ratio kcl/kis is much smaller than with the diester analog, around

10−5 [50]. Since the barrier for the endocyclic cleavage of the

phosphorane intermediate is more than 10 kcal mol−1 lower

than that for the exocyclic cleavage, it is not clear whether a

similar proton transfer from a phosphorane hydroxy ligand to

the departing oxygen occurs concerted with the fission of

P–O2´ and P–O3´ bonds or does protonation of these oxygens

take place after the bond fission.

The hydroxide-ion-catalyzed cleavage that dominates at

pH >7.5, proceeds by pre-equilibrium deprotonation of the



Beilstein J. Org. Chem. 2018, 14, 803–837.

810

Scheme 3: Hydroxide-ion-catalyzed cleavage of RNA phosphodiester linkages.

2´-OH and subsequent attack of the 2´-oxyanion on the phos-

phorus atom of a monoanionic phosphodiester linkage, giving a

dianionic phosphorane that decomposes to 2´,3´-cyclic phos-

phate by departure of the 5´-linked nucleoside as an alkoxide

ion (Scheme 3). The stability of the dianionic phosphorane has

been studied by experimental and computational methods. As

mentioned above, the βlg value of the reaction of uridine

3´-alkyl phosphates is very negative, −1.28, suggesting that the

cleavage of the P–O5´ bond is rather advanced in the transition

state. However, the βlg value obtained with uridine 3´-aryl phos-

phates is much less negative, −0.54 [51]. When the data of alkyl

and aryl esters is included in the same free energy plot, a break

at pKa of 12.4 occurs, i.e., close to the pKa of the attacking

2´-OH [52]. A free energy plot exhibiting a breakpoint at the

pKa of the attacking nucleophile is usually taken as a rather

compelling evidence of a change in the rate-limiting step [33],

in this case from the formation of the phosphorane intermediate

with aryl esters to breakdown of this intermediate with alkyl

esters. The results of DFT calculations lend further support to

this interpretation and suggest that the 2,2,2-trichloroethoxy

group is an example of an alkyl leaving group where the barrier

for the formation of phosphorane intermediate still is slightly

higher than the barrier for its departure [15].

Assuming that the βeq = −1.7 reported for the phosphoryl

transfer of phosphono monoanion [34] is valid for the hydrox-

ide-ion-catalyzed cleavage of RNA phosphodiester bonds, the

highly negative βlg value, −1,28, means that Leffler´s α refer-

ring to the fraction of total bond cleavage is 0.7. The βnuc value,

in turn, helps to evaluate how advanced the formation of the

P−O2´ bond is. This parameter has been determined by incorpo-

rating 2´-C-X-uridines (X = H, Me, CFH2, CF2H, CF3) into an

oligodeoxyribonucleotide and plotting the cleavage rate against

the pKa of the 2´-OH [53]. The value obtained, βnuc = 0.75,

means that the P–O2´ bond is approximately half formed

(Leffler´s α ≈ 0.4–0.5) in the transition state.

The isotope effects determined for the cleavage of 3´,5´-UpG at

pH 14, i.e., under conditions where the attacking 2´-OH is

almost completely deprotonated, lend further support for the

mechanism in Scheme 3 [54-56]. No solvent D2O isotope effect

occurs, consistent with rapid pre-equilibrium deprotonation of

the attacking 2´-OH. For the departing 5´-O, the 18O KIE is

normal, 16klg/18klg = 1.034 ± 0.004, and for the attacking 2´-O−,

the KIE is inverted, 16knuc/18knuc = 0.984 ± 0.004 [54]. Both

effects are large and consistent with advanced P–O5´ fission

and P–O2´ formation in the transition state. For comparison,

with uridine 3´-(p-nitrophenyl phosphate), the leaving group

KIE expectedly is small, 16klg/18klg = 1.0059 ± 0.0004, indicat-

ing that the departure of the aryloxy group is not markedly ad-

vanced [57]. The secondary KIE for the replacement of the non-

bridging oxygen of the attacked phosphate is almost negligible,
16kO1P/18kO1P = 0.999 ± 0.001 [16].

Buffer-catalyzed reactions
While the mechanisms of buffer-independent reactions

prevailing at physiological pH are rather well established, the

buffer-catalyzed reactions still appear to be open to various

mechanistic interpretations. The main reason for this is experi-

mental difficulty. The buffer-dependent rate is rather modest

compared to the buffer-independent rate. High buffer concentra-

tion has to be used and this makes elimination of salt and

co-solute effects difficult. Since histidine residues are known to

play a central role in the catalytic center of RNase A [58], one

of the most extensively studied protein nucleases, catalysis by

imidazole/imidazolium ion (Im/ImH+) buffers has been of

special interest. The pioneering studies were carried out by the

group of Breslow [59]. Their mechanistic suggestion is depicted

in Scheme 4. Im is argued to catalyze the attack of 2´-OH on

phosphorus by serving as a general base, but only if the phos-

phodiester linkage has undergone rapid initial protonation. In

other words, a monoanionic phosphorane is obtained by a spe-

cific acid/general base mechanism that is experimentally equiv-

alent to general acid catalysis. The monoanionic phosphorane is

stable enough to pseudorotate and may, hence, undergo isomeri-

zation to the 2´,5´-diester without additional catalysis. The

cleavage reaction is, in turn, suggested to take place by pre-

equilibrium deprotonation of the phosphorane intermediate, fol-
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Scheme 4: Anslyn's and Breslow's mechanism for the buffer-catalyzed cleavage and isomerization of RNA phosphodiester linkages [59].

Scheme 5: General base-catalyzed cleavage of RNA phosphodiester bonds.

Scheme 6: Kirby´s mechanism for the buffer-catalyzed cleavage of RNA phosphodiester bonds [65].

lowed by general acid-catalyzed fission of the P–O5´ bond; ex-

perimentally a general base catalysis is observed. An interest-

ing feature of the mechanism is that both the formation and

breakdown of the phosphorane intermediate proceed through a

minor ionic form in a pre-equilibrium mixture. The mole frac-

tion of neutral phosphodiester, for example, is in imidazole

buffers of the order of 10−6 (pKa of phosphodiester ≈ 1). This

means that protonation of the phosphodiester linkage must facil-

itate the nucleophilic attack on phosphorus by at least a factor

of 106. As regards deprotonation of monoanionic phosphorane,

the pKa is around 14 [23], which means that deprotonation

should accelerate the general acid-catalyzed departure of the

5´-linked nucleoside by a factor of 107. The mechanistic

proposal has partly been based on Breslow’s studies on hydro-

lysis of 4-tert-butylcatechol cyclic phosphate by regioisomers

of β-cyclodextrins bearing two imidazole groups [60]. This

reverse reaction of the cyclization of 4-tert-butylcatechol 2-O-

monophosphate has been shown to proceed via a monoanionic

(monoprotonated) phosphorane and, hence, argued to lend

support for the mechanism in Scheme 4. This mechanism has

been criticized [61-63], but also defended by a reinvestigation

[64]. According to the additional studies, the original mechanis-

tic suggestion is in principle valid, but has to be supplemented

with a general base-catalyzed reaction through a dianionic phos-

phorane transition state (Scheme 5) that takes place in parallel

with the stepwise reaction through a phosphorane monoanion

(Scheme 4).

The group of Kirby has suggested a somewhat simpler mecha-

nism based on two concurrent reactions: rapid initial formation

of a monoanionic phosphorane that undergoes rate-limiting

general acid-catalyzed cleavage (Scheme 6) and the general
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Figure 7: Guanidinium-group-based cleaving agents of RNA.

base-catalyzed reaction through a dianionic phosphorane transi-

tion state [65].

To avoid the contribution of buffer-independent catalysis by

hydroxide ions, the buffer-catalyzed cleavage of RNA models

has been studied in 80% aq DMSO (v/v). The autoprotolysis

constant of water is suppressed by four orders of magnitude

(pKw = 18.38) on going from water to this mixture [66], where-

as the pKa values of amines experience only a modest change

[67]. Accordingly, general acid/base catalysis may be studied

with amine buffers at much lower hydroxide ion concentrations

than in water. This technique was first applied by the group of

Yatsimirsky to cleavage of a HPNP [38]. In 0.1 mol L−1 piperi-

dine buffer, for example, the buffer-catalyzed reaction was

103-fold faster than the buffer-independent reaction. The ob-

served rate constant showed both first- and second-order depen-

dence on the buffer concentration, kobs = k1[B] + k2[B][BH+].

The Brönsted β value for the first-order term was 0.77 and this

reaction was suggested to be a general base-catalyzed forma-

tion of dianionic phosphorane (Scheme 5). The second-order

term, which was important especially in guanidine and amidine

buffer, was assumed to refer to binding of BH+ to the anionic

phosphodiester linkage more or less concerted with the general

base-catalyzed attack of the 2´-OH. The situation seems, how-

ever, to be rather different with dinucleoside-3´,5´-monophos-

phates. The buffer-catalyzed reaction of UpU is not so much

faster than the buffer-independent reaction, in 0.1 mol L−1 pi-

peridine buffer only 4-fold faster [68]. No second-order depen-

dence of rate on buffer concentration was observed. It should

be, however, noted that kinetic measurements in the most inter-

esting guanidine and amidine buffers failed, evidently owing to

partial decomposition of the buffer constituents during the

prolonged incubation at 90 °C. Both cleavage and isomeriza-

tion were observed, but only the cleavage was subject to buffer

catalysis, viz. general base catalysis. In aqueous solution,

second-order dependence of rate on buffer concentration has

never been reported.

Besides imidazole, guanidine and primary amines have received

special interest as cleaving agents of RNA [69]. Guanidine is

the side-chain functionality of arginine, an active component of

the catalytic center of some nucleases, e.g., Staphylococcal

nuclease [70] and topoisomerase [71]. Additionally, it is a

substructure of guanine base that in hammerhead [72,73] and

hairpin [74] ribozymes participates in proton transfer from the

attacking 2´-OH to non-bridging phosphoryl oxygen. Primary

amines are, in turn, used to mimic the action of the ε-amino

group of lysine. Both guanidine and primary amino groups are

basic functions that at physiological pH are present as guani-

dinium and ammonium ions. These ions tend to reduce electron

density in their vicinity, inductively through bonds and electro-

statically through space, or they may serve as weak general

acids. The guanidine group may additionally participate in

proton shuttling through various tautomeric forms [75] and the

amino group through bifurcated H-bonds.

The first experimental observation on the ability of guani-

dinium containing entities to cleave RNA dates back to the

early 1990s. The group of Anslyn [76] showed that compound 3

that incorporated two 2-aminoimidazolinium groups, acceler-

ated at high micromolar concentrations the imidazole-promoted

cleavage of RNA by one order of magnitude, whereas its

monomeric congener 4 was ineffective (Figure 7). No detailed

mechanism was suggested, but binding of 3 to the non-bridging

oxygens and the departing 5´-O was assumed to stabilize the

phosphorane intermediate and possibly protonating the

departing oxygen. The second milestone on the way to guani-

dine-based cleaving agents was the finding that tris[2-(benzimi-

dazol-2-ylamino)ethyl]amine (5) could rather rapidly degrade

RNA [77]. The first-order rate constant for the cleavage of an

individual phosphodiester linkage of a 30-mer RNA sequence

was 3.3∙10−6 s−1 at [5] = 1 mmol L−1 and 37 °C. Aggregation of

5 with RNA prevented detailed mechanistic studies. The cata-

lyst was, however, active even in the non-aggregated state,

though possibly somewhat less efficient. The pKa value of the

2-aminobenzimidazolium ion is about 7, being exceptionally

low for a guanidinium compound. This low basicity was sug-

gested to be a central factor behind the catalytic activity.

A clarification of the mechanism of guanidine-based catalysis

has more recently been attempted by anchoring a 2,4-diamino-

1,3,5-triazine core to the N3 of uracil bases of UpU by two side
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Scheme 7: Tautomers of triazine-based cleaving agents and cleavage of RNA phosphodiester bonds by these agents [78].

arms, each bearing a Zn2+–cyclen complex (Scheme 7) [78].

The ternary complex of Zn2+, UpU and 6a was shown to be

more stable than any of the binary complexes of these species.

Within this ternary complex, the triazine core could interact

with the phosphodiester linkage and via various tautomeric

forms facilitate the proton transfer between the attacking

2´-OH, non-bridging phosphate oxygen and departing 5´-O. The

scaffold still was flexible enough to allow both cleavage and

isomerization of the phosphodiester linkage. In the pH range

6–8, where the triazine core remained neutral (pKa = 3.96), the

cleavage rate was pH-independent and the acceleration at pH 7

was 30-fold compared to the buffer-independent cleavage of

UpU. At pH 6, the acceleration was 100-fold. By contrast,

isomerization was not accelerated. The catalytic efficiency was

not sensitive to the basicity of the triazine core. More basic

6-NHMe (6b; pKa = 5.28) and less basic 6-OMe (6c;

pKa = 3.54) substituted compounds were as efficient catalysts as

their unsubstituted counterpart. Scheme 7 shows the mecha-

nism suggested to explain the insensitivity to basicity of the

general base. Increasing basicity of 6 was argued to favor the

pre-equilibrium proton transfer from the 2´-OH to 4, but at the

same time 4 is weakened as a general acid that donates proton

to the departing 5´-O in the rate-limiting step. The leaving

group effect of the triazine-catalyzed cleavage was studied with

uridine 3´-(alkyl phosphates) by using as a catalyst a truncated

version of 6, bearing only one anchoring side-arm [79]. The

βlg = −0.7 was of the same order of magnitude as the one,

−0.59, reported for the pH- and buffer-independent cleavage,

where water molecules mediate the proton shuttling.

Cooperative catalysis by two guanidine groups has been demon-

strated by calix[4]arene derivatives 7 bearing the guanidine

groups at the upper rim and O-(2-ethoxyethyl) groups at the

lower rim [80]. The role of the latter groups was to improve

solubility to hydroxylic solvents and to rigidify the calixarene

system into the so-called cone conformation. HPNP (1) was

used as RNA model and the reactions were carried out in

80% aq DMSO. On using a bis(guanidine)-substituted com-

pound as a catalyst, the maximal cleavage rate was observed at

pH 10.4, where only one of the two guanidines was protonated.

The 1,3-distal isomer was twice as effective as its 1,2-vicinal

counterpart. At 3 mmol L−1 concentration, the cleavage rate

was 300-fold compared to the hydroxide-ion-catalyzed back-

ground reaction. It was suggested that the protonated guani-

dinium group binds to the phosphate group and facilitates as an

electrophilic catalyst the general base-catalyzed attack of the

hydroxy function on phosphorus (Scheme 8). Similar results

were obtained on using diphenylmethane as a scaffold 8

(Figure 8) [81]. A cyclohexylidene or adamantylidene substitu-

ent on the methylene carbon moderately enhanced the catalytic

activity. Interestingly, the calix[4]arene-based agent 7 cata-

lyzed the cleavage of dinucleoside-3´,5´-monophosphates in

80% DMSO even more efficiently than the cleavage HPNP, the

acceleration compared to the background reaction being in most

favorable cases more than 104-fold [78]. No saturation with the

catalyst in the low millimolar range could be observed. More

recent DFT calculations have led to the conclusion that replace-

ment of the p-nitrophenoxide leaving group with a less elec-

tronegative nucleoside oxyanion converts the mechanism more
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Scheme 8: Cleavage of HPNP by 1,3-distal calix[4]arene bearing two guanidine groups [80].

Figure 9: Cyclic amine-based cleaving agents of RNA.

Figure 8: Bifunctional guanidine/guanidinium group-based cleaving
agents of RNA.

associative, which results in more marked acceleration com-

pared to the background reaction [27]. Dinucleoside phos-

phates containing uracil or guanine base were cleaved excep-

tionally fast [82]. No mechanistic explanation was given. Inter-

estingly, these two bases may undergo deprotonation under

mildly basic conditions (pKa ≈ 9) in contrast to adenine and

cytosine.

Aliphatic amines are poor catalysts for the cleavage of RNA.

The second-order rate constant for the ethylenediamine-

catalyzed cleavage of ApA has been reported to be

1.2∙10−6 L mol−1 s−1 at pH 8 and 50 °C [83]. Cyclic polyamines

are somewhat better catalysts (Figure 9). The tetracation of

1,4,16,19-tetraoxa-7,10,13,22,25,28-hexaazacyclotriacontane

(9) cleaves ApA almost 20 times as fast as ethylenediamine, the

second-order rate constant being 2∙10−5 L mol−1 s−1 at 50 °C

[84]. The reason for this enhanced activity remains obscure.

One may tentatively assume that the multiple positive charges

play a role by stabilizing electrostatically the phosphorane inter-

mediate and the departing 5´-alkoxide ion. 1,4-Dioxa-7,10,13-

triazacyclopentadecane (10), a smaller congener of 9, was cata-

lytically inactive.

The tetracation of 1,3-bis(1,4,7,10-tetraazacyclododecan-1-

ylmethyl)benzene (11a) catalyzes the cleavage, and also the

isomerization, of UpU at physiological pH [85], the second-

order rate constants for the cleavage and isomerization being

1.75∙10−2 L mol−1 s−1 and 1.5∙10−2 L mol−1 s−1 at 90 °C, re-

spectively. The catalysis seems to be base moiety selective,
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Scheme 9: Mechanism for the pH-independent cleavage and isomerization of model compound 12a in the pH-range 7.5–8.5 [86].

since ApA is not cleaved. It has been suggested that one doubly

charged cyclen moiety anchors the catalyst by hydrogen bond-

ing to the carbonyl groups of uracil base and the other cyclen

serves as an electrophilic catalyst by interacting with the phos-

phodiester linkage. The tetra- and penta-cations of 2,6-

bis(1,4,7,10-tetraazacyclododecan-1-ylmethyl)pyridine (11b)

have given similar results.

The possible role of the lysine ε-amino group in the catalytic

center of RNase A has been elucidated by incorporating an

amino group covalently in the vicinity of the scissile phosphodi-

ester linkage of the model compound. For this purpose, com-

pound 12a bearing two aminomethyl groups at C4´ was pre-

pared and its reactions were compared to the reactions of UpU

[86] and 4´-hydoxymethyl-UpT (12b) [87]. The pKa values for

the mono- and diammonium ions of 12a were determined to be

7.2 and 5.8, respectively. At pH 3–5, i.e., under conditions

where both amino groups were protonated, both the cleavage

and 3´,5´→2´,5´ isomerization of 12a were pH-independent and

almost two orders of magnitude faster than the corresponding

reactions of UpU or 12b. Since both reactions were accelerated,

the ammonium ions were assumed to stabilize the common

phosphorane intermediate, most likely by protonation of the

initially formed phosphorane monoanion to a neural species.

The proton transfer is thermodynamically favorable since the

first pKa value of the neutral phosphorane expectedly is around

8 [23].

At pH > 9, the cleavage of 12a is hydroxide-ion-catalyzed and

as fast as the respective reaction of UpU and 12b. Over a

narrow pH range 7.5–8.5, where both amino groups still are

deprotonated, the behavior of 12a, however, differs from that of

UpU or 12b; another pH-independent cleavage occurs [86].

This reaction is one order of magnitude faster than the pH-inde-

pendent cleavage of 12a at pH 3–5, i.e., when both amino

groups are protonated. Compared to the pH-independent

cleavage of UpU, the acceleration is 103-fold. It has been sug-

gested, that the reaction proceeds through a minor tautomer

having the 2´-OH deprotonated and one of the amino groups

protonated, in spite of the fact that the mole fraction of this

species is as low as 10−5. The 2’-O−, however, is at least a

106 times better nucleophile than 2´-OH [32,88]. A dianionic

phosphorane is obtained that gives the cleavage products with-

out any kinetically visible catalysis. Concurrent with this

cleavage reaction, a proton transfer from protonated amino-

methyl group to non-bridging oxygen takes place more or less

concerted with the PO-bond formation. A monoanionic phos-

phorane that is stable enough to pseudorotate is formed and,

hence, isomerization takes place, although less rapidly than the

cleavage (Scheme 9).
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Scheme 10: Mechanism for the pH-independent cleavage of guanylyl-3´,3´-(2´-amino-2´-deoxyuridine) at pH 6-8 [89].

Likewise, the unexpectedly fast pH-independent cleavage of

guanylyl-3´,3´-(2´-amino-2´-deoxyuridine) has been accounted

for by intermediary formation of a highly reactive minor

tautomer (Scheme 10) [89]. The pKa value of the amino group

is surprisingly low, 4.9 at 90 °C. Both the zwitterionic (amino

group protonated) and monoanionic (amino group neutral)

species undergo a pH-dependent cleavage, the former at pH 3–4

and the latter at pH 6–8. Both reactions give 2´-amino-2´-

deoxyuridine as the sole free nucleoside, indicating that the

attacking nucleophile in both cases is the 2´-OH of the guanylyl

moiety. The pH independent cleavage of the monoanion is,

however, one order of magnitude faster than the cleavage of the

zwitterion. This observation has led to the conclusion that the

monoanion reacts through a minor tautomer having the 2´-OH

deprotonated and the amino group protonated. The protonated

amino group may facilitate the attack of the 2´-oxyanion by

H-bonding to one of the non-bridging oxygens concerted, but

upon elongation of the P–O3´ bond, the basicity of this non-

bonding oxygen is decreased and the basicity of the departing

O3´ is increased. Owing to this change, the H-bond to phos-

phate is weakened and H-bonding to O3´ is strengthened. While

the reaction at pH 6–8 is 100-times faster than the cleavage of

guanylyl-3´,3´-(2,5-di-O-methyluridine), the isomerization reac-

tion is not accelerated by the amino substitution and, hence,

only cleavage is detected at pH > 4.

Cleavage of RNA phosphorothiolates and
phosphorothioates
As discussed in the introductory part, phosphorothiolate oligo-

nucleotides containing a bridging 3´- or 5´-thiosubstitution, are

used as mechanistic probes of enzyme catalysis. Non-bridging

thiosubstitution, in turn, creates RP and SP diastereomeric phos-

phorothioate linkages which have extensively been used for

elucidation of the stereochemical course of enzymatic reactions

and stereochemical requirements for Mg2+ binding. That is

why, comparative kinetic studies with phosphorothioate analogs

of phosphodiesters are of interest.

Bridging 3´S-substitution accelerates the hydroxide-ion-cata-

lyzed cleavage of the phosphodiester linkage (Scheme 3) by

more than two orders of magnitude, in spite of the fact that

sulfur is less electronegative than oxygen and, hence, a weaker

withdrawer of electrons from phosphorus [90,91]. According to

theoretical calculations, the reaction is accelerated since a less

strained five-membered ring is formed upon the attack of 2´-OH

on phosphorus and since the polarizability of sulfur is higher

than that of oxygen [16]. The heavy atom isotope effect mea-

surements with S-(2-hydroxypropyl) O-(m-nitrobenzyl) phos-

phorothiolate have shown that the effect for the attack of the

OH group, 18knuc = (1.1188 ± 0.0055), is large, suggesting an

early transition state where the PO bond formation is not

markedly advanced [92].  The leaving group effect,
18klg = (1.0118 ± 0.0003), is small but still present consistent

with modest progress of the leaving group departure. In striking

contrast to the situation with their oxygen counterparts, the

2´,3´-cyclic phosphorothiolate is clearly accumulated [90,93].

At pH 3–5, pH-independent isomerization of the 3´,5´- to 2´,5´-

phosphorothiolate is faster than cleavage and 50 times as fast as

the isomerization of its oxygen analog [93]. In other words,

monoanionic 3´-thiophosphorane is stable enough to pseudoro-

tate.

5´-Thiosubstitution accelerates the hydroxide-ion-catalyzed

cleavage even more markedly than the 3´-substitution, the

cleavage rate being from 104- to 105-fold compared to the

oxygen analog [94,95]. With O-(2-hydroxypropyl) S-(3-

nitrobenzyl) phosphorothiolate, 18knuc = 1.0245 ± 0.0047 is

normal while the leaving group heavy atom KIE, 34klg = 1.0009

± 0.0001, is very small, 1.0009 ± 0.0001, consistent with an

early transition state with advanced formation of the PO bond

and without appreciable lengthening of the PS bond [92]. In

other words, the transition state resembles the transition of

ribonucleoside 3´-aryl phosphates rather than 3´-alkyl phos-

phates, which is expected on the basis of 105-fold lower basicity

of sulfide ions compared to alkoxide ions.
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The effect of non-bridging thiosubstitution on the cleavage rate

is modest compared to the bridging substitutions. Phospho-

romonothioates react by 100% inversion, the thioeffect, kO/kS,

for the RP and Sp isomer being 1.3 and 0.8, respectively [96,97].

Thiosubstitution tends to stabilize the dianionic phosphorane

intermediate, but at the same the solvation of the phosphorane is

weakened, and these two opposing influences largely cancel

each other [98-100]. The solvation, hence, plays a much more

important role than with 3´S- and 5´S-substitutions, evidently

for the reason that the sulfur in non-bridging position is anionic

and the charge is more dispersed than with oxygen. The leaving

group effect is very similar to that with the oxygen phosphodi-

esters, the βlg values for the alkyl and aryl esters of uridine

3´-phosphate being 1.24 [101] and 0.55 [102], respectively.

This also applies to the general base-catalyzed cleavage. For the

imidazole-catalyzed reaction, the βlg value of uridine 3´-aryl

phosphorothioates and 3´-arylphosphates are 0.63 and 0.59, re-

spectively [102]. The thio effect, kO/kS, is somewhat greater

than in specific base catalysis, ranging from 1.2 to 3.6. Alto-

gether, the effect of non-bridging thiosubstitution on the

kinetics of RNA phosphodiesters remains very modest, which

makes thioates useful model compounds for the studies of

rescue effect in the catalysis by large ribozymes.

Under physiological conditions, pH-independent reactions via a

monoanionic phosphorane (Scheme 2) compete with the

hydroxide-ion-catalyzed cleavage. At pH 5–7, these reactions

even predominate [97]. Monoanionic thiophosphorane is suffi-

ciently stable to pseudorotate, but the isomerization is moder-

ately retarded, kO/kS, being 5 and 7 with the RP and SP dias-

teromers, respectively. The cleavage, in turn, is accelerated:

kO/kS(RP) = 0.1 and kO/kS(SP) = 0.3. In addition, desulfuriza-

tion takes place under these conditions. The hydrogen sulfide

ion is 105 times less basic than the hydroxide ion and, hence,

able to compete with the sugar oxyanions as a leaving group

upon breakdown of the thiophosphorane intermediate (the bond

energies of P–O and P–S bonds are 86 kcal mol−1 and

55 kcal mol−1, respectively [103]). Although no desulfurization

takes place at high pH, this reaction represents 80% of the

disappearance of Up(s)U under neutral conditions.

Replacing both of the non-bridging oxygens in a phosphodi-

ester linkage with sulfur does not markedly change the behav-

ior compared to phosphoromonothioates. The thio effect, kO/kS,

is 2.8 for the hydroxide-ion-catalyzed reaction, 0.2 for the

pH-independent cleavage and 8 for the pH-independent isomer-

ization [104].

Models for the cleavage by large ribozymes
Transesterification reactions catalyzed by the large ribozymes

(group I and II introns, the lariat capping ribozyme, the spliceo-

some and RNAse P) share a common mechanism that sets them

apart from reactions catalyzed by small ribozymes or protein

enzymes [42,105]. Perhaps most strikingly, the large ribozymes

do not make use of the vicinal 2´-OH as a nucleophile but

instead fold into an elaborate tertiary structure that allows an

external nucleophile to attack the phosphorus atom of the scis-

sile phosphodiester linkage [106,107]. The leaving group, in

turn, is the 3´- rather than the 5´-oxygen. Finally, unlike many

small ribozymes, large ribozymes are obligate metalloenzymes,

activating the phosphodiester substrate by direct coordination of

Mg(II) to the non-bridging oxygens [108-110]. All of these fea-

tures present unique challenges to the design of relevant model

systems.

As discussed above, non-enzymatic cleavage of RNA phospho-

diester linkages proceeds exclusively by attack of the vicinal

2´-OH. No other nucleophile, including solvent water or

hydroxide ion, is able to compete. The large ribozymes have to

provide a solvent-free environment that suppresses the nucleo-

philic attack of the vicinal 2´-OH by intrachain H-bonding and

promotes the attack of an external nucleophile by appropriate

preorganization, or the RNA chain is locked to a conformation

where intrachain in-line attack is not possible. Several ap-

proaches have been developed to simulate these conditions with

small molecular models.

The solvent-free environment of the catalytic core of large

ribozymes has been mimicked in small molecular model

systems by performing the reactions in an organic solvent,

rather than water. For example, intermolecular attack on a

ribonucleoside 3´-phosphotriester has been observed in metha-

nol and in a mixture of methanol and dichloromethane when

methoxide ion at a high concentration was used as the nucleo-

phile (Scheme 11) [111]. A phosphotriester, rather than a phos-

phodiester, was chosen as a model for better solubility in

organic media as well as for higher reactivity. Regarding the

overall charge, phosphotriesters can be considered to be mimics

of the monoprotonated phosphodiesters.

An attack by methoxide (Scheme 11, route A) leads to release

of uridine in mixtures of methanol and dichloromethane. The

intramolecular attack of 2´-OH undoubtedly is much faster than

the intermolecular attack of methoxide (Scheme 1, route B), but

the resulting 2´,3´-cyclic triester is reverted back to the starting

material by the attack of methoxide, the equilibrium in dry

methanol being overwhelmingly on the side of the acyclic

triester 13. In aqueous solution, closely related triesters react

exclusively by route B [88,112]. Methanolysis of the arabino

and 2´-deoxyribo analogs of 13 was 30-fold slower, under-

lining the importance of the cis-diol system [111]. Apparently,

the 2´-OH acts as an electrophilic catalyst which is stabilizing



Beilstein J. Org. Chem. 2018, 14, 803–837.

818

Scheme 11: Cleavage of uridine 3´-dimethyl phosphate by A) intermolecular attack of methoxide ion and B) intramolecular attack of 2´-OH [111].

Scheme 12: Transesterification of group I introns and hydrolysis of phosphotriester models proceed through a similar intermediate or transition state
that can decompose by A) P–O3´ or B) P–O5´ bond fission.

the negative charge developing on the phoshorane intermediate

and/or the departing 3´-oxygen by H-bonding.

Hydrolysis of phosphotriesters is the reverse reaction of the

attack of alcohol on phosphodiesters, the key reaction catalyzed

by large ribozymes. These reactions, hence, proceed through the

same pentacoordinated phosphorane intermediate or transition

state. Accordingly, the impact of various factors, such as intra-

molecular hydrogen bonding and the secondary structure

around the scissile phosphate, can be studied with phosphotri-

ester models. Hydroxide-ion-catalyzed hydrolysis of trinucleo-

side 3´,3´,5´-monophosphates 14a–d, for example, has been

used as a model reaction for transesterification of group I and II

introns (Scheme 12) [113,114]. In these models, methylation of
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Scheme 13: Cleavage of trinucleoside 3´,3´,5´-monophosphates by A) P–O3´ and B) P–O5´ bond fission.

the 2´-OH group of the two 3´-linked nucleosides was neces-

sary to prevent them from acting as intramolecular nucleo-

philes.

The pentacoordinated intermediate or transition state obtained

by the attack of hydroxide on 14a–d may decompose by

cleavage of either P–O3´ (Scheme 12, route A) or P–O5´ bond

(route B), yielding a 3´,5´- or a 3´,3´-phosphodiester, respec-

tively. The ribozyme reaction follows exclusively route A [115-

117], whereas hydrolysis of the model compounds (14a–d)

proceeds by both routes [113,114]. With the simplest model,

compound 14a, comprising only the three nucleosides directly

linked to the scissile phosphate, P–O5´ cleavage (route B)

accounts for 15% of hydroxide-ion-catalyzed hydrolysis, inde-

pendent of the reaction temperature (3–90 °C). The product dis-

tribution of the oligonucleotide models, 14b–d, on the other

hand, was temperature-dependent, the proportion of P–O5´

cleavage ranging from approximately 3% (at 3 °C) to approxi-

mately 20% (at 90 °C). Furthermore, 14b–d reacted approxi-

mately 6-fold slower than 14a. Evidently base stacking specifi-

cally retards cleavage of the P–O5´ bond. It is interesting to

note that in the catalytic core of group I introns, the scissile

phosphodiester linkage is embedded within a double-helical

stem [118,119], where base stacking is undoubtedly stronger

than in the oligonucleotide models (14b–d). Unfortunately,

studying double-helical model systems was precluded by the

strongly denaturing alkaline conditions required for the hydrox-

ide-ion-catalyzed reaction to prevail.

Besides steric constraints of the catalytic core, stabilization of

the departing 3´-oxyanion by an H-bond donated by the vicinal

2´-OH group has been proposed as an explanation for the over-

whelming predominance of the P–O3´ over the P–O5´ cleavage

in the reactions of large ribozymes [120-123]. Rate acceleration

by a vicinal hydrogen bond donor in the leaving group has,

indeed, been observed in the intramolecular cleavage of ribonu-

cleoside 3´-phosphodiesters [89,124] as well as in the intermo-

lecular methanolysis of ribonucleoside 3´-phosphotriesters dis-

cussed above. However, while consistent with stabilization of

the leaving group, these results are open to another interpreta-

tion, viz. stabilization of the phosphorane intermediate.

Hydrolytic reactions of ribonucleoside 3´-phosphotriesters

featuring two different leaving groups have been studied to

distinguish between these two alternatives [125-128]. Specific

acceleration of departure of the leaving group with a vicinal

hydrogen bond donor (Scheme 13, route A) would suggest

stabilization of the leaving group, whereas equal acceleration of

both of the parallel reactions (routes A and B) would be more

consistent with stabilization of the common intermediate.

In both the phosphate and the phosphorothioate series, cleavage

of the model triesters with a free 2´-OH group in the 3´-linked

departing nucleoside 15a and 16a was approximately 30-fold

faster than the respective reaction of the 2´-O-methylated ana-

logues 15b and 16b [125,126,128]. A 2´-trifluoroacetamido

group proved somewhat more activating, compound 15c being

hydrolyzed approximately 50-fold faster than 15a [127]. In the

case of 15a and 16a, both P–O3´ and P–O5´ cleavage

(Scheme 13, routes A and B, respectively) were equally facili-

tated, suggesting that the 2´-OH donates a hydrogen bond to

non-bridging oxygen of the phosphorane intermediate, rather

than the departing 3´-oxygen. With 15c, on the other hand, spe-

cific acceleration of P–O3´ cleavage was observed, consistent

with hydrogen bond stabilization of the leaving group.
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Isomerization of the internucleosidic phosphodiester linkages is

not observed with ribozymes but the respective reaction of

model compounds is still useful when making mechanistic

interpretations, as it shares a common intermediate with

cleavage. With the model triesters 15a–c and 16a,b, isomeriza-

tion becomes hydroxide-ion-catalyzed already at pH 2 and is

much faster than cleavage under neutral and alkaline conditions.

Isomerization of the phosphate models was too fast to be

measured but with the phosphorothioate models, comparision of

the rates of hydroxide-ion-catalyzed isomerization of 16a and

16b was possible [128]. Interestingly, 16a was isomerized an

order of magnitude faster than 16b, offering perhaps the most

compelling piece of evidence for hydrogen bond stabilization of

the phosphorane (or thiophosphorane) intermediate.

Steric constraints imposed by the tertiary structure of the large

ribozymes undoubtedly have a profound effect on the course of

the ribozyme-catalyzed reactions and such effects are notori-

ously difficult to duplicate in small molecular models. For ex-

ample, the apparent discrepancy between the results obtained

with simple triester models and modified ribozymes on the

effect of the 2´-OH of the departing 3´-linked nucleoside could

be explained in terms of an intricate hydrogen bonding network

at the catalytic core of the large ribozymes [120,129-131]. On

the other hand, even the simple expansion of a trinucleoside

phosphotriester (such as 15b) with short homothymine oligo-

nucleotide arms stabilized the phosphotriester core toward

hydroxide-ion-catalyzed cleavage by an order of magnitude and

completely suppressed P–O5´ cleavage [132]. Even higher

stabilizations were observed with more elaborate phosphate-

branched oligonucleotide models [133] but the data did not

allow unambiguous correlation of structure and stability.

Clearly, as the model systems start to approach the large

ribozymes in complexity, the results may become more rele-

vant but at the same time more difficult to interpret.

Cleavage of DNA by Brönsted acids and
bases
The sugar-phosphate backbone of DNA is known to be

extremely stable at pH 7 and 25 °C. In fact, no reliable estimate

for the half-life of the cleavage of an individual 3´,5´-phospho-

diester linkage is available. The estimate for the fission of a

P–O bond, based on hydrolysis of dineopentyl phosphate, is

7∙10−16 s−1, corresponding to a half-life of 31 million years [2].

Most likely, the cleavage of the C5´–O bond in DNA is some-

what faster. For comparison, 99% of the hydrolysis of dimethyl

phosphate proceeds under neutral conditions by nucleophilic

attack on carbon leading to C–O bond cleavage [134]. Since

C5´ is relatively open for a nucleophilic attack, C–O bond

cleavage may take place with DNA phosphodiester linkages. In

addition, depurination and various base moiety modifications

may well lead to sugar ring opening that allow chain cleavage

by elimination [135].

The hydrolysis of dineopentyl phosphate, taken as a model of

P–O bond cleavage in DNA, is pH independent over a wide pH

range from pH 7 to 12 [2], in striking contrast to cleavage of

RNA which turns hydroxide-ion-catalyzed already at pH 5 [44].

Either, water attacks on the phosphorus atom of the dineopentyl

phosphate monoanion, possibly by concerted proton transfer to

one of the non-bridging oxygens, or hydroxide ion attacks

neutral dineopentyl phosphate. In both cases the reaction takes

place through a monoanionic pentacoordinated species, which

may have a finite life-time. Computational calculations have

provided considerable evidence for the former of these mecha-

nistic alternatives [136].

Owing to the extremely high stability of DNA phosphodiester

linkages at physiological pH, no mechanistic studies with

dimeric DNA fragments have been carried out. Instead, plasmic

supercoiled DNA consisting of thousands of base pairs is

usually used as a target on developing various cleaving agents.

Cleavage of even one phosphodiester linkage may lead to elec-

trophoretically detectable relaxation of the supercoiled struc-

ture (Form I), first to a circular DNA (Form II) by bond

cleavage within one of the chains and then to a linear form

(Form III) by cleavage of both strands. Table 1 depicts struc-

tures of nonmetallic agents shown to cleave supercoiled DNA at

physiological pH in aqueous solution by a hydrolytic mecha-

nism. Cleavage by a radical mechanism has usually been

excluded by showing that radical scavengers do not retard the

reaction or by showing that the linearized (Form III) plasmid is

a substrate of ligases. Otherwise the mechanistic information is

scanty. The common feature of the cleaving agents is a dica-

tionic structure. In addition, the agent may contain an aromatic

moiety that enhances intercalation (18, 20) or a hydroxy func-

tion that can serve as an intracomplex nucleophile (20–22).

With the latter compounds, the guanidinium type structure has

been assumed to interact with the non-bridging phosphoryl

oxygens and, hence, facilitate the attack of the covalently at-

tached hydroxy function.

Metal-ion-promoted cleavage of nucleic acids
General
Many metal ions and their complexes enhance the cleavage of

phosphodiester bonds. In some cases the process is catalytic and

the metal ion catalyst converts an excess of substrate into prod-

ucts. True catalysis with multiple turnover is generally ob-

served with bis(p-nitrophenyl) phosphate (BNPP, 23a,

Figure 10) [143,144], a widely used simple model compound

mimicking DNA phosphodiester bonds, and sometimes with

HPNP (1) [145]. Usually, though, it is not the case, as the prod-
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Table 1: Cleavage of supercoiled DNA by nonmetallic cleaving agents.

compound structure of the cleaving agent efficiency of cleavage ref.

17
plasmid pBR322 conversion to Form III was
detected upon 2 h incubation with 17
(200 mmol L−1) in tris buffer at pH 7.2 and 37 °C.

[137]

18 half-life for the cleavage of plasmid pUC19 to
Form II reported to be 3.3 h at physiological pH. [138]

19
50–60% of plasmid was converted to Form II upon
48 h incubation with 19 (200 mmol L−1) in HEPES
buffer at pH 7.2 and 37 °C.

[139]

20
37% of plasmid pUC19 was converted to Form II
upon 20 h incubation with 10 mmol L−1 20 in
HEPES buffer at pH 7.0 and 37 °C.

[140]

21
half-life for the conversion of plasmid pUC 19 to
Form II 4.3 h (tris buffer pH 7.2) at saturating
concentrations of 21.

[141]

22
half-life for the conversion of plasmid pUC 19 to
Form II reported to be 18 h (Tris buffer pH 6.0,
37 °C) at saturating concentrations of 22.

[142]

ucts bind to the catalyst much more strongly than the starting

material. The catalyst is consumed, and the process is, strictly

speaking, not catalytic. These terms are, however, used through-

out the review along with more correct expressions to promote

and to enhance. The rate-enhancement by metal aqua ions on

the hydrolysis of DNA models and transesterification of RNA

models generally is rather modest, as is shown by the chosen

representative examples in Table 2. Among divalent metal ions,

Zn2+ and Cu2+ are usually the most efficient ones. Alkaline and

alkaline earth metal cations show only a slight rate-enhance-

ment, whereas trivalent lanthanide ions are generally more effi-

cient catalysts than divalent metal ions [146-148].

In addition to the rather modest rate enhancement, studies with

metal aqua ions are limited by precipitation of catalysts as

hydroxides, in some cases even at neutral pH [157]. While in

the case of divalent metal ions the formation of an insoluble

hydroxide decreases catalytic activity, lanthanide aqua ions

form gel-like material of unknown structure that is catalytically

more active than aqua ions [148,158]. The reaction order in
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Figure 10: Model compounds (23–25) and metal ion binding ligands used in kinetic studies of metal-ion-promoted cleavage of nucleic acids.

Table 2: Catalytic activity (krel = kobs/kuncat) of chosen metal ions and their complexes under given conditions ([catalyst], pH and temperature).

catalyst krel BNPP (23a) krel HPNP (1) krel UpPNP (24) krel NpN (UpU or 25)a

Zn2+(aq) 150;
0.5 mmol L−1,
pH 7.00, 37 °Cb

33;
10 mmol L−1,
pH 5.9, 25 °Cc

32;
UpU, 1 mmol L−1,
pH 7.00, 80 °Cb

Cu2+(aq) 27;
0.1 mmol L−1,
pH 6.50, 75 °Cd

Eu3+(aq) 7700;
0.5 mmol L−1,
pH 7.00, 37 °Cb

475;
UpU, 1 mmol L−1,
pH 7.00, 80 °Cb

Cu2+-TerPy NDe 52;
2 mmol L−1,
pH 7.0, 25 °Cf

179;
10 mmol L−1,
pH 6.6, 25 °Cc

2164,
UpU, 10 mmol L−1,
pH 6.6, 90 °Cc

Cu2+-BiPy 2000;
1 mmol L−1,
pH 6.50, 75 °Cd

144;
2 mmol L−1,
pH 7.0, 25 °Cg

116;
10 mmol L−1,
pH 6.6, 25 °Cc

291,
UpU, 10 mmol L−1,
pH 6.6, 90 °Cc

Cu2+-TACN 5700;
2 mmol L−1,
pH 7.0, 50 °Ch

298;
2 mmol L−1,
pH 7.0, 25 °Ch

Zn2+-TACD 10000;
10 mmol L−1,
pH 8.5, 35 °Ci

450;
0.20 mmol L−1,
pH 7.0, 25 °C,
50% MeCNj

58;
10 mmol L−1,
pH 5.9, 25 °Cc

410;
25, 2 mmol L−1, pH 6.6c

aThe pKa of the leaving group alcohol in 25 is the same as in dinucleoside monophosphates; bfrom ref. [146] ; cfrom ref. [149]; dfrom ref. [150]; eno ca-
talysis has been observed as discussed in ref. [151]; ffrom ref. [152]; gfrom ref. [153]; hfrom ref. [154]; ifrom ref. [155]; jfrom ref. [156].

lanthanide and hydroxide ion concentration approaches three

when reaching the pH where precipitation starts. Furthermore,

the remarkably large rate enhancement is observed only when

the gel is being formed during the course of the phosphoester

cleavage.

The solubility problem can be, to some extent, overcome by the

use of sufficiently stable metal ion complexes. The ligand

affects the catalytic activity of metal ion and many Zn2+ and

Cu2+ complexes are more efficient as catalysts than the corre-

sponding aqua ions (Table 2). Zn2+ complexes of polyaza-
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Figure 11: Zn2+-ion-based mono- and di-nuclear cleaving agents of nucleic acids.

macrocycles such as 1,5,9-triazacyclododecane (TACD), 1,4,7-

triazacyclononane (TACN), and their derivatives [159,160], as

well as Cu2+ complexes of terpyridine (TerPy), bipyridine

(BiPy) and their derivatives, are among the most frequently

studied species. In the case of lanthanide ions, the situation is

opposite. Complex formation decreases the observed catalytic

activity, at least partly due to blocked gel formation. Further-

more, lanthanide complexes with neutral ligands tend to be

unstable and ligands with side arms that encapsulate the

lanthanide ions are required [161,162]. Ligands with negatively

charged side arms form the most stable complexes, but a nega-

tive charge generally decreases the catalytic activity. In addi-

tion to improved solubility, a ligand may enable ligation of the

metal complex to various structures. This is necessary in a num-

ber of applications, which are outside the scope of the present

review.

As suggested by Breslow [163] and Chin [164] already in early

1990’s, a second metal ion [165-167] or a hydrogen bond

forming substituent [168-171] can markedly enhance the cata-

lytic activity. As an example, 26a is a 79 times more efficient

catalyst for HPNP cleavage than 26b devoid of amino groups

[168] and the rate-accelerating effect of the second metal ion

center in 27b is even more prominent when compared to 28d

[167]. A similar effect has been observed on using BNPP as a

substrate: 28a promotes the hydrolysis of BNPP 230 times as

efficiently as 28b [172] and kcat/k0 values reported for hydroly-

sis promoted by 29a and 29b are 640 and 250 times higher than

that for the unsubstituted complex 29c [173]. The higher

cleaving activity partially results from stronger interactions with

the substrate, but also from enhanced catalytic efficiency [173].

The importance of the factors may vary depending on the struc-

ture [143,167]. As an example, the observed rate enhancement

by the bimetallic complex 27b and the mononuclear 28c are

equal, but inhibition studies by an unreactive substrate analog

shows that while 27b binds more strongly, 28c, when bound, is

more efficient as a catalyst (Figure 11) [167].

The most intensively studied bimetallic catalysts for the

cleavage of RNA models are 30 (Figure 12) and 27a intro-

duced by Morrow [166] and Williams [145], respectively. Com-

plex 30 at 2 mmol L−1 concentration reduces the half-life of the

cleavage of UpU to about one week at pH 7.0 and 25 °C [174]

and 27a is even more efficient: the half-life of UpU cleavage is

only seven hours in the presence of 1 mmol L−1 27a at pH 6.5

and 25 °C [175]. 27a and its Co2+ analog are unique among

metal ion catalysts in that they modestly enhance also the inter-

conversion of 3´,5´- and 2´,5´-dinucleoside monophosphates

[175,176]. Catalysis on the hydrolysis of DNA models by these

complexes has not been studied or is less significant than in the

case of RNA models. Interestingly, very fast cleavage of highly

activated DNA analog, bis(2,4-dinitrophenyl phosphate)

(BDNPP; 23b), has been observed in the presence of Tb3+,

Eu3+ and Gd3+ complexes of ligand 31 in water/acetonitrile

mixtures. Half-life less than 1 second has been reported for

Eu3+-31 at 1 mmol L−1 concentration at pH 7.0 and 25 °C

[144]. The rate-enhancement compared to the background reac-

tion is approximately 106-fold. Larger non-enzymatic rate-

enhancing effects have been obtained only in anhydrous metha-

nol and ethanol with HPNP and its analog as substrates [177].

Kinetic data obtained with bifunctional catalysts is collected in

Table 3.

Even though many metal ion catalysts promote the cleavage of

phosphodiester bonds, 27a is the only catalyst that is known to

enhance the mutual 3´,5´- to 2´,5´ isomerization of RNA phos-
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Figure 12: Miscellaneous complexes and ligands used in kinetic studies of metal-ion-promoted cleavage of nucleic acids.

Table 3: Pseudo first-order rate constants (s−1) of phosphoester hydrolysis/transesterification in the presence of bimetallic and monometallic com-
plexes (1 mmol L−1) under neutral conditions.

Catalyst HPNP NpOAr NpN

32 1.3∙10−6 (pH 7,61)a

30 2.5∙10−4 (pH 7,61)a 0.1 (pH 7.5)b NPP 9.9∙10−7 (pH 7.4)c

28c 4.6∙10−5 (pH 7.4)d

27a 5.3∙10−2 (pH 7,4)e 2.6∙10−5 (pH 6.5)f

aFrom ref. [178]. Calculated from the second-order rate constant determined as the slope of kobs vs c(complex) plot. bFrom ref. [179]. Calculated from
the second-order rate constant estimated from Figure 1. cFrom ref. [174]. Calculated from the second-order rate constant determined as k2 = kcat/Km.
dFrom ref. [167]. Calculated from the second-order rate constant determined as the slope of kobs vs c(complex) plot. eFrom ref. [168]. Calculated from
the second-order rate constant determined as k2 = kcat/Km. Second-order rate constants determined as the slope of kobs vs c(complex) plot.
fObserved pseudo first-order rate constants from ref. [175].

phodiester bonds [175,176]. As discussed in the foregoing,

isomerization is the predominant reaction of dinucleoside

monophosphates and related nucleoside 3´-alkyl phosphates

with a poor leaving group in the absence of metal ion catalysts

at pH < 7, whereas activated phosphodiesters are not isomer-

ized. There are two obvious reasons for the lack of isomeriza-

tion in the presence of metal ion catalysts. Firstly, when the

phosphorane intermediate obtained is dianionic, it is too

unstable to pseudorotate. Evidently metal ion binding does not

sufficiently stabilize the intermediate, or it retards pseudorota-

tion. Alternatively, the departure of the leaving group by the

exocyclic fission may be so efficiently enhanced that isomeriza-

tion via the endocyclic cleavage cannot compete with it. The

first step of the reaction may become rate-limiting or the reac-

tion becomes a concerted process.

The catalysis of phosphate migration by 27a is modest in com-

parison to the cleavage reaction. At a concentration of

1 mmol L−1 27a promotes the isomerization of UpU by a factor

of 150, while the cleavage is accelerated up to 106-fold

[175,176]. Studies with a non-cleavable phosphonate analog

have, however, verified the rate-acceleration of isomerization.

Evidently, 27a and its Co2+ and Cu2+ analogs stabilize the

phosphorane to such an extent that pseudorotation can take

place, probably through multiple interactions between the cata-

lyst and the phosphorane. Consistent with this assumption, thio-

philic Zn2+ accelerates the isomerization of phosphoromono-

thioate analog of UpU, although again the acceleration of isom-

erization is modest compared to the acceleration of cleavage, at

[Zn2+] = 5 mM 6.4- and 410-fold, respectively [180].

Parameters describing the catalytic activity
The rate enhancing effects of metal ion catalysts can be de-

scribed in several different ways that may give a different

impression on the catalytic power of a given complex. A

straightforward way to describe the efficiency of a metal ion

catalyst is to give the ratio of pseudo first-order rate constants

obtained in the presence and in the absence of the catalyst, as

done in Table 2. Problems may, however, arise when the back-

ground reaction is slow. Rate constants under neutral condi-

tions often have to be estimated by linear extrapolation from the

rate constants measured under alkaline conditions without

knowing whether the logarithmic rate constant really is linearly

related to pH over the wide pH range employed. One should
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Table 4: Kinetic parameters for the catalysis of the HPNP cleavage by bimetallic complexes. Experimental details are described in the text.

catalyst substrate kcat / s−1 Km / mol L−1 [kcat/Km] / L mol−1 s−1 (= k2)

27aa HPNP 0.017 3.2·10−3 53
30b HPNP 4.1·10−3 0.016 0.25
33 + 1 equiv MeO− in MeOHc HPNP 2.75·105

33 + 1 equiv MeO− in MeOHc BNPP 0.041 0.37·10−3 111
Tb3+-31d BDNPP 18 0.006e 3000
RNase Af HPNP 7.9·102 7.9·10−3 1.0·105

aFrom ref. [145]; bfrom ref. [178]; cfrom ref. [177]; dfrom ref. [144]. Data refer to 75% MeCN in water; egiven as K1 = 166 mol−1 L (= 1/Km); fref. [184].

bear in mind that the shape of the pH-rate profile depends on

polar nature of the leaving group [48,181]. Likewise, compari-

son between rate constants determined at different pH and cata-

lyst concentration may easily lead to errors, if experimental data

on dependence of rate on catalyst concentration at various

pH values is not available, which very often is the case. In

summary, care should be exercised on comparing the catalytic

efficiencies of various catalysts.

Michaelis–Menten kinetics (Equation 1) has often been applied

to metal-ion-catalyzed cleavage, particularly the cleavage of

HPNP [143,145,182,183]. Parameters Km (in mol L−1) and kcat

(in s−1) are the dissociation constants of the catalyst-substrate

complex and the first-order rate constants for the breakdown of

the catalyst-substrate complex to products. [S]0 and [catalyst]0

stand for the initial concentrations of the substrate and catalyst.

The ratio kcat/Km, hence, is the measure of catalytic efficiency.

This ratio actually is equal to the second order rate constant for

the metal ion catalytic reaction, i.e., the slope of kobs vs [cata-

lyst] plot.

(1)

The ratio of kcat/k0, where k0 is the first-order rate constant for

the uncatalyzed reaction, is sometimes used to describe the effi-

ciency of a given catalyst. Values thus obtained are impressive,

but may give an unrealistic impression, as kcat refers to situa-

tion where all the substrate molecules are quantitatively bound

to the catalyst; a situation that is rarely achieved. Comparison of

kcat/Km values shown in Table 4 puts the catalytic activity of

even the most efficient metal ion catalysts into perspective. It

can be seen that while the rate-enhancement obtained by

bimetallic complexes is fairly impressive, it still falls far behind

the catalytic activity of enzymes. Although the Km term refer-

ring to the substrate binding is of the same order, the kcat are

several orders of magnitude smaller than those for enzyme ca-

talysis. Sometimes catalytic activity is expressed as kinetic

effective molarity that is defined as the ratio between the first-

order rate constant of an intracomplex reaction and the

second-order rate constant of the corresponding intermolecular

reaction.

As mentioned above, catalytic efficiency may be expressed by

kcat/Km. Accordingly, it is of interest to understand to what

extent each of these parameters contribute to the observed cata-

lytic effect of various metal-based catalysts. Metal aqua ions

and simple metal ion complexes generally bind monoanionic

phosphodiesters only weakly. A frequently applied method to

estimate the Km value is inhibition of the cleavage with an unre-

active structural analog of the substrate that binds to the metal

ion catalyst approximately as tightly at the substrate [178].

Usually, HPNP is used as the substrate and dimethyl or diethyl

phosphate as the inhibitor. The Ki values, dissociation con-

stants of the catalyst–inhibitor complex, are then assumed to

correlate with the Km values. According to these studies,

bifunctional catalysts generally bind to the inhibitor more

strongly than their monomeric counterparts. Complexes 26a,b,

27a,b and 28c offer an illustrative example of the stabilizing

effect of increasing number of functional groups. The

monomeric Zn2+ complex 26b binds considerably less readily,

Ki = 0.13 mol L−1, than its amino substituted analog 26a,

Ki = 0.01 mol L−1 [168]. Monomeric complex 28c binds sur-

prisingly weakly (Ki = 0.15 mol L−1), but the corresponding

dimer, 27b, binds much more tightly (Ki = 0.009 mol L−1)

[167]. Additional amino groups still increase the affinity; the

Ki value for 27a is 0.32 mmol L−1 [145]. Likewise, the dinu-

clear Zn2+ complex of 34 (Figure 13) binds more tightly than

the mononuclear Zn2+ complex of 35, the Km values being

0.007 mol L−1 and 0.0184 mol L−1, respectively [183]. One

should, however, bear in mind that the structure of substrate

may also play a role. For instance, dependence of the cleavage

rate of BDNPP (23b) and HPNP (1) on concentration of 36 sug-

gests that binding to BDNPP is weaker than binding to HPNP

[182].

Nucleic acid bases offer additional potential coordination sites

for metal ion complexes, resulting in tighter substrate binding.
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Figure 13: Azacrown ligands 34 and 35 and dinuclear Zn2+ complex 36 used in kinetic studies of metal-ion-promoted cleavage of nucleic acids.

Uracil and guanine bases, in particular, are potential coordina-

tion sites as they undergo deprotonation around pH 9. Interac-

tion of 30 with uracil bases has been suggested to be fairly

strong [174]. According to kinetic inhibition studies, UpU is

recognized almost one order of magnitude more efficiently than

HPNP. In addition, uridine has been shown to inhibit the

cleavage of HPNP promoted by Zn2+-polyazamacrocycle com-

plexes [185].

pH-Rate profiles
Determination of pH-rate profile is very often the first experi-

ment employed to study the mechanism of a reaction. Plots of

kobs (or k2 = kobs/[catalyst]) against pH are generally sigmoidal

[151,159,182] or bell-shaped [162,169,172,186,187] for metal-

ion-promoted reactions, independently of the type of substrate.

Sigmoidal profile has been attributed to a catalyst with one

dissociable functional group, whereas a bell-shaped profile has

been taken as an indication of two such groups [160].

pKa values determined on the basis of pH-rate profiles usually

agree well with the values obtained potentiometrically for the

catalyst complexes [159,168]. These results are often inter-

preted as an indication of the mono-deprotonated complex

being the active catalyst and a metal-bound hydroxy or alkoxy

group being involved in the reaction. Consistent with this, metal

complexes with lowest pKa values are usually the most effi-

cient catalysts at a fixed pH [148,188].

The descending part of a bell-shaped pH-rate profile has been

taken as an indication of a second deprotonation that renders the

catalyst inactive. Most logical explanation for the inactivation is

release of the substrate: the hydroxide ion and the substrate

compete for the metal ion and at sufficiently high concentration

of hydroxide ions the binding starts to weaken [162,168]. With

a multifunctional catalyst, the decreasing catalytic activity may

also result from deprotonation of a functional group directly

involved in the catalysis. A third factor, rarely considered in this

context, is decreasing stability of the catalyst complex. Forma-

tion of precipitates is sometimes observed at higher pH’s

[166,183], but inactivation of the catalyst may take place

already before visible precipitation. Reaction time is also

crucial; complexes that are efficient catalysts in reactions of

HPNP over a wide pH-range may become inactivated on a time

scale required to follow reactions of non-activated substrates.

Another fact that complicates the mechanistic interpretations on

the basis of pH-rate profiles is that the background reaction

usually is base-catalyzed. Even though the observed first-order

or second-order rate constants increase upon increasing pH, the

catalytic activity of metal ion complexes may actually decrease.

This is clearly seen with the pH-rate profile reported for HPNP

cleavage promoted by 27b [167]. In addition, when quantita-

tive data on the pH-dependence of binding equilibrium is not

available, the concentration of catalyst–substrate complex at a

given pH is not known and, hence, the reaction system is not

accurately defined. Despite the shortcomings discussed above,

it is clear that deprotonation at pH close to pKa of a metal bound

aqua ligand plays a significant role in catalysis and it often

serves as the basis of mechanistic conclusions.

Effect of substrate structure; βlg values
The results in Table 2 show that the rate-enhancement observed

for three RNA models, viz. HPNP, nucleoside 3´-(p-nitro-

phenyl phosphate) and dinucleoside-3´,5´-monophosphate, are

within the same magnitude, the largest values being more often

obtained with HPNP. There is one clear exception: with Cu2+-

Terpy the largest rate-enhancement is obtained with a dinucleo-

side-3´,5´-monophosphate or nucleoside 3´-alkyl phosphate

with an equally poor leaving group. This may possibly be attri-

buted to dimerization of Cu2+-TerPy under the experimental

conditions; different substrates seem to respond differently in

dimer formation [153].

Despite the apparent similarity of the overall influences, differ-

ences in the behavior between alkyl and aryl esters are

accounted when the susceptibility to the polar nature of the

leaving group is considered [189]. βlg values collected in

Table 5 show that there are differences between different types

of catalysts (Figure 14) as well as between substrates.

Values obtained with nucleoside alkyl esters are generally

modestly negative on using metal aqua ions as a catalyst
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Table 5: βlg values for cleavage reactions of phosphodiesters promoted by metal ion catalysts.

substrate catalyst / conditions βlg ref.

MePAr 37 −1.38 ± 0.01 [193]
MePAr 38 −1.2 ± 0.1 [187]
3´-UMP aryl esters 10 mmol L−1 Zn(NO3)2, pH 5.9, 25 °C −0.9 ± 0.2 [190]
3´-UMP aryl esters 10 mmol L−1 Zn-TACD, pH 7.5, 25 °C −0.81 ± 0.07 [189]
3´-UMP alkyl esters 10 mmol L−1 Zn(NO3)2, pH 5.6, 90 °C −0.32 ± 0.04 [190]
3´-UMP alkyl esters 2 mmol L−1 ZnCl2, pH 5.6, 90 °C −0.36 ± 0.02 [176]
3´-UMP alkyl esters 10 mmol L−1 NiNO3, pH 5.6, 90 °C −0.54 ± 0.03 [191]
3´-UMP alkyl esters 10 mmol L−1 Zn-TACD, pH 6.6, 90 °C −0.6 ± 0.1 [191]
3´-UMP alkyl esters 2 mmol L−1 Zn-TACN, pH 6.6, 90 °C −0.51 ± 0.04 [191]
3´-UMP alkyl esters 2 mmol L−1 Zn-cyclen, pH 6.6, 90 °C −0.71 ± 0.06 [191]
3´-UMP alkyl esters 2 mmol L−1 Ni-TACD, pH 6.6, 90 °C −0.58 ± 0.04 [191]
3´-UMP alkyl esters 1 mmol L−1 27a −0.92 ± 0.07 [176]

Figure 14: Metal ion complexes used for determination of βlg values of metal-ion-promoted cleavage of RNA model compounds.

[149,176,189,190]. In this respect, the reaction resembles acid-

catalyzed transesterification of nucleoside phosphodiesters [49],

and the similarity has been taken as an indication of proton-

ation of the leaving group in the rate-limiting step [190].

βlg values obtained with Ni2+ or metal ion complexes are

slightly more negative than that obtained with Zn2+, but they

still are clearly less negative than the value reported for the

alkaline cleavage, viz. −1.28 at 90 °C [49]. The values evidently

reflect varying degree of protonation that, in turn, depends on

the acidity of aqua ligand of the complex and the coordination

geometry around the metal cation. The fairly negative value of

−0.92 obtained in the presence of 1 mmol L−1 27a has been

compared [176] to the value, −0.94, reported for the pH-inde-

pendent reaction of nucleoside 3´-(dialkyl phosphate)s [50]. In

the latter reaction the leaving group departs as alcohol with

concerted proton transfer from a general acid.

The βlg values of the cleavage of aryl esters are more negative

than  those  obta ined  wi th  nucleos ide  a lkyl  es ters

[149,176,189,191], typically around −0.9. They are also more

negative than the values obtained in the absence of metal ion

catalysts, −0.58 [192] and −0.54 [51] for the hydroxide-ion-cat-

alyzed cleavage of alkyl aryl phosphates and nucleoside aryl

phosphates, respectively. In the case of the Co3+-complex-

promoted cleavage of alkyl aryl phosphates, the markedly nega-

tive βlg has been attributed to significant bond strain, resulting

from a formation of a four-membered ring upon nucleophilic

attack of the bridging hydroxo ligand on phosphorus [192]. As

regards nucleoside aryl phosphates, the most logical explana-

tion is that metal ion binding stabilize the phosphorane interme-

diate and, hence, shifts the transition state towards the products

obtained by departure of aryloxy anions. In other words, the

concerted mechanism with rate-limiting formation of the phos-

phorane that operates in the absence of a metal ion catalyst is

altered towards a stepwise mechanism. In summary, with

nucleoside aryl phosphates, the metal-ion-promoted cleavage is

more sensitive than the background reaction to the electronega-

tivity of the leaving group (−0.9 vs −0.5), whereas with alkyl

phosphates the situation is the opposite (−0.5 vs −1.3). This

essentially means that the rate-enhancing effect of metal ions,

when expressed as kcat/k0, increases when an aryl leaving group

becomes better or an alkyl leaving group becomes poorer [189].

The use of dinucleoside-3´,5´-monophosphates as model com-

pounds brings about an additional feature not present in simpler

model compounds; two nucleic acid bases provide additional

binding sites for catalysts. Catalysis by monometallic species is

fairly insensitive to the base composition: rate constants of 15
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Table 6: Heavy-isotope effects determined in the presence and absence of metal ion catalysts.

catalyst substrate 18knuc
18klg

18kNB
15kNO2 ref.

30a HPNP (1) 0.9874b 1.0113 1.0015 [198]
HO− c HPNP (1) 1.0079b 1.0064 1.0002 [198]
30 HPNP (1) 0.9926d 1.0042d [200]
H2O HPNP (1) 1.0182d 1.0021d [200]
Zn2+ e UpG 0.986 1.015 1.0007 [197]
HO− f UpG 0.997 1.0343 0.999 [197]
CuTACNg EtPNPh 1.0013 [199]
HO− EtpNP 1.0016 [199]

apH 7.8 HEPES buffer, 40 °C. bObserved values have been corrected for the calculated EIE for deprotonation of HPNP. cpH 10.1 CHES buffer, 67 °C.
dBased on DFT calculation. e10 mmol L−1 ZnNO3, pH 7, 90 °C; fpH 12, 90 °C; gpH 7.2, 70 °C, hethyl p-nitrophenyl phosphate.

different dinucleoside monophosphates differed within a factor

of two in the presence of 10 mmol L−1 Zn2+ at pH 5.1 and

90 °C [194]. In contrast, catalysis by Cu2+-TerPy is markedly

base moiety selective: among four dinucleoside monophos-

phates studied, an 8-fold difference was observed between the

most (ApA) and least (UpU) reactive substrates [165]. With

more complex catalysts, the differences can be even larger: a

500-fold reactivity difference has been reported for a trinuclear

calix[4]arene-based Cu2+ catalyst, UpU and CpA being the

most and least reactive, respectively [155]. Bifunctionalized

calix[4]arene bearing Cu2+-TACN and a guanidinium group

also show marked selectivity. GpA is 130 times more reactive

than CpA [171]. A dimeric catalyst with two Cu2+-TerPy units

favors, in turn, ApA as the substrate [165]. In contrast to these

results, rate-enhancement by 27a is fairly insensitive to base

composition: among five different 3,5-dinucleoside monophos-

phates studied, only a 3.5-fold difference was observed [176].

Preferred binding of Zn2+ azacrown chelates to uracil has been

exploited in developing di- and trinuclear base moiety selective

cleaving agents for RNA [195,196].

Heavy atom and solvent isotope effects
Heavy atom isotope effects lend further support for the view

that the transition state of metal-ion-promoted cleavage of RNA

is late compared to the hydroxide-ion-catalyzed cleavage

(Table 6). While the 18klg value for specific base-catalyzed

cleavage of UpG is 1.0343, the same isotope effect for the

Zn2+-promoted reaction is 1.015, still normal but considerably

smaller and, hence, consistent with more rigid bonding to the

leaving group [197]. The 18O isotope effect for the attacking

nucleophile is inverse for the metal-ion-catalyzed reaction,
18knuc = 0.986. The values are consistent with a late transition

state, with significant bond formation between the nucleophile

and phosphorous [197]. When dinuclear Zn2+ complex 30 is

used as a catalyst and HPNP as a substrate 18klg = 1.0113 and
18knuc = 0.9874 [198]. The values closely resemble those ob-

tained with UpG and differ more markedly from those of the

hydroxide-ion-catalyzed cleavage of HPNP. Accordingly, Zn2+-

promoted cleavage of both UpG and HPNP appears to proceed

via a similar late transition state, whereas mechanisms of the

hydroxide-ion-catalyzed reactions are different: HPNP is

cleaved by rate limiting formation and UpG by rate limiting

breakdown of the phosphorane intermediate.

The secondary 15N isotope effect (15k) for the nitro group of

p-nitrophenol leaving group is particularly useful, for it can be

regarded as a measure of the charge development on the leaving

group oxygen. The value of 1.0013 observed for the Cu2+-

TACN-promoted reaction of ethyl p-nitrophenyl phosphate

(EtPNP) has been attributed to 46% bond cleavage in the transi-

tion state [200]. A value of the same magnitude has been ob-

served for the transesterification of HPNP-promoted by 30

[194]. The value of 1.0002 for the specific base-catalyzed reac-

tion has been considered insignificant and consistent with reac-

tion where the formation of the phosphorane is rate-limiting.

The kinetic solvent isotope effect (KSIE), in turn, shed light to

any kinetically significant proton transfer that occurs in a pre-

equilibrium or rate-limiting step. In case no KSIE is observed,

no proton transfer takes place. kH/kD values close to unity are

generally considered as an indication of a nucleophilic mecha-

nism. In practice, the interpretation of the results is much more

complicated, for the total effect observed may consist of

opposing contributions. For example, an inverse equilibrium

isotope effect (EIE) on deprotonation of a metal bound L2O

ligand (L is H or D in any combination) and a normal EIE on

deprotonation of the attacking nucleophile may result in an ob-

served KSIE close to unity. Interactions with hydrogen bonding

groups may also contribute to the observed KSIE, a fact that is

often ignored when KSIE values are interpreted, even in cases

where such a group significantly enhances the catalytic activity

under consideration (e.g., [170]).
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Table 7: Solvent isotope effects reported for reactions of phosphodiesters in the presence of metal ion catalysts.

catalyst substrate conditions/reaction KSIE ref.

Cu2+-TACN EtPNPa pH 9 kH/kD = 1.14 [199]
39 BNPP (23a) catalysis by a mono-deprotonated species k2,H/k2,D = 0.8 [169]
36 BNPP (23a) pL = 7.9 kH/kD = 1.26 [182]
Tb3+-31 BDNPP (23b) pL = 7, 75% MeCN kH/kD = 1.14 [144]
Cu2+-TerPy cAMPb catalysis by a mono-deprotonated species k2,H/k2,D = 1 [151]
40 HPNP (1) pH 10.5 kH/kD = 1.43 [159]
36 HPNP (1) pL = 7.3 kH/kD = 2.76 [182]
30 UpPNP (24) pL > 9 kc,H/kc,D = 0.8 [201]
Zn2+ UpEtoEt (25) pL = 5.6, 90 °C kH/kD = 2.7 [176]
27a UpEtoEt (25) pL = 6.5, 25 °C kH/kD = 2.7 [176]
Zn2+ UpG pL = 7.0, 90°C kH/kD = 13.2 [197]

aEthyl p-nitrophenyl phosphate; badenosine 2´,3´-cyclic phosphate.

Often conditions are chosen to avoid any ambiguity resulting

from pre-equilibrium proton transfer in order to obtain a KSIE

that refers to the catalytic step only. For example, the KSIE of

1.43 reported for the transesterification of HPNP has been de-

termined at pH 10.5 that is well above the kinetic pKa of the

catalyst [159]. According to the authors, the nucleophile is

totally deprotonated both in H2O and D2O. If this is the case,

the KSIE reflects the nucleophilic attack that inevitably takes

place in the reaction, but gives no information on how the reac-

tive ionic form has been formed. In case a significant KSIE is

observed at pL < pKa of the catalyst but not at pL markedly

higher than the pKa of the catalyst, a proton transfer is involved

in a pre-equilibrium process [169,201].

An exceptionally large KSIE of 13.2 has been reported for the

transesterification of a dinucleoside monophosphate, UpG, in

the presence Zn2+ [197]. There may be other contributing

factors, such as interactions to nucleic acid bases, but a very

likely explanation stems from precipitation of Zn2+ lyoxo

species under the experimental conditions. Examples of KSIEs

determined for metal-complex-promoted cleavage of DNA and

RNA models are listed in Table 7.

Zhang et al. [197] have additionally carried out proton inven-

tory studies on Zn2+-promoted transterification of UpG. The

curve kn/k0 vs isotopic ratio n was strikingly similar in shape to

the one obtained for lyoxide-ion-catalyzed reaction. According

to the authors, these curves were consistent with two normal

fractionation factors: a large equilibrium effect due the depro-

tonation of the nucleophile, and another normal effect resulting

from the solvation of the transition state.

Medium effects
The solvent composition may have a dramatic effect on the rate

of metal-ion-complex-promoted reactions, either rate accelera-

tion or deceleration. The most impressive rate-enhancing effect

has been reported for the cleavage of activated phosphodiesters

by the dinuclear Zn2+ complex 33 in the presence of 1 equiv of

alkoxide ion in methanol [177] and ethanol [202]. Rate-

enhancements up to 1012 in comparison to the corresponding

background reactions have been observed with HPNP and

methyl p-nitrophenyl phosphate (MePNP) in methanol

[177,203]. In ethanol, the rate enhancement is even higher and

the difference increases as the pKa of the leaving group in-

creases [202,203]. The significant rate enhancements result

from stronger binding of the catalyst to substrate and from the

reduced permittivity of the medium that allows closer contacts

with and within the catalyst. Monomeric Zn2+-TACD com-

plexes, for example, have been observed to act cooperatively at

high concentration [177], in striking contrast to the behavior in

water. Likewise, the dimeric catalyst 33 cleaves HPNP much

more effectively than its monomeric counterpart in methanol

but not in water [204]. Any structural change that expectedly

weakens association, diminish the rate-enhancing effect of me-

dium. Complex 41 (Figure 15) with a more rigid structure is

clearly less efficient than 33(MeO−) as a catalyst in methanol

[205] and N-methylation of various azacrown-based complexes

markedly decreases their catalytic efficiency in methanol [206].

Owing to very efficient cleavage of HPNP in the presence 33

(MeO−) in methanol, binding of the catalyst to substrate

becomes rate limiting [205]. The efficiency of the binding

events has been evaluated by using colored Cu2+ analog of 33

(MeO−) as a catalyst [207]. The colorimetric analysis showed

that binding is a two-step process. The first of these is very fast

and the rate is linearly dependent on the catalyst concentration.

The second is a concentration-independent rearrangement that

forms the active species with dinuclear Cu2+ coordination. The

rate constants for the latter step are almost equal with MePNP

and HPNP, 0.57 s−1 and 0.72 s−1, respectively. As the rate con-
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Figure 15: Metal ion complexes used in kinetic studies of medium
effects on the cleavage of RNA model compounds.

stant for the chemical cleavage of HPNP under the same condi-

tions is 0.7 s−1, the latter binding step is rate-limiting. With the

less reactive DNA analog, MePNP, the chemical cleavage step

still is clearly rate-limiting.

In contrast to alcohols, DMSO and acetonitrile have been

shown to retard the metal-complex-promoted cleavage of phos-

phodiesters. The effect of DMSO has been utilized to distin-

guish between general base-catalyzed and specific base-cata-

lyzed reaction routes, as specific base-catalyzed reactions are

suppressed in DMSO rich mixtures, owing to suppressed auto-

protolysis of water [208]. Second order rate constants for the

metal-ion-promoted reactions have been determined in

80% aqueous DMSO in different buffers keeping the buffer

ratio constant but increasing the total buffer concentration.

When the rate constants are plotted against the buffer ratio or

the concentration of the base form, the shape of the plots indi-

cates whether either a specific base or a general base-catalyzed

reaction is suppressed. According to such an analysis, all metal

ions studied enhance the specific base-catalyzed reaction of

HPNP, whereas the general base-catalyzed reaction is assisted

only by Mg2+ and Na+. KSIE values of 0.25 and 0.36 have been

determined for the specific base-catalyzed reactions in the pres-

ence of Mg2+ and Ca2+, respectively and a value of 1.23 for the

Mg2+-assisted general base-catalyzed reaction.

Despite the inhibition, organic co-solvents are often used to

improve the solubility of the substrate or the catalyst

[143,144,171]. In some cases the inhibition is strong enough to

completely prevent the catalysis, although conflicting reports

also exist. While Zn2+-TACD has been reported to catalyze the

cleavage of HPNP efficiently in 50% aqueous acetonitrile

[156], complete inactivation of Cu2+ and Zn2+ complexes of a

related catalyst 35 was observed in the same medium [183]. The

authors have speculated that the cyano group of acetonitrile

binds the catalysts hence occupying one or more coordination

sites of the catalysts.

Mechanistic conclusions
Despite extensive studies, no universally accepted mechanism

for metal ion catalysis has been found. There is, however, a

fairly unanimous understanding of the importance of deproton-

ation event at pH close to that of the pKa of a metal bound aqua

ligand. Three different basic mechanisms have been proposed to

explain the need for deprotonation: intracomplex nucleophilic

catalysis (A and B in Scheme 14), intracomplex general base

catalysis (C) and electrophilic (D) or general acid (E) catalysis

on an intermediate obtained by a specific base-catalyzed reac-

tion. Intermolecular general base or nucleophilic mechanisms

are not considered feasible, since the catalysis by metal ion

species is much more significant than by organic bases or

nucleophiles.

Scheme 14: Alternative mechanisms for metal-ion-promoted cleavage
of phosphodiesters.

The nucleophilic mechanism in this context involves a nucleo-

philic attack by a group coordinated to the metal ion catalyst. In

case of DNA type substrates [159,160,182,198], the nucleo-

phile is likely to be a metal bound hydroxo ligand (B), whereas

with RNA type of substrates the nucleophile is the neighboring

OH group on the substrate (A). Metal ion catalysts enhance de-

protonation of the nucleophile by coordination, and since the

pKa values of metal-bound H2O and alcohols are likely to be of

the same order of magnitude, the pH-dependence for reactions

of both types of substrates is generally similar.
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The nucleophilic mechanism is widely accepted for the

reactions of DNA model compounds, such as BNPP

[145,160,169,199], but also for HPNP [159,160]. KSIE values

are close to unity, which is generally regarded as an evidence of

a nucleophilic mechanism. Furthermore, it has been reported

that under conditions where the metal-bound aqua ligand is

completely deprotonated, the catalytic activity of metal ion cata-

lysts increases with increasing pKa, as long as complexes of

similar type (tridentate vs tetradentate) are concerned. This has

been suggested to indicate that the catalytic activity at high pH

depends on nucleophilicity of the metal-bound hydroxy ligand

[159]. Tetradentate complexes are less efficient catalysts than

tridentate ones of similar acidity, consistent with the need of a

free hydroxo ligand to act as a nucleophile [160].

The dependence on the pKa of the catalysts is similar in reac-

tions of BNPP and HPNP, and the KSIE of 1.45 determined for

the transtesterification of HPNP at pH 10.5 is within the range

typical for nucleophilic catalysis [159]. In contrast, bimetallic

complex 36 has been suggested to enhance the reaction BNPP

by different mechanisms [182]. pH-Rate profiles for the reac-

tions of the two substrates are different suggesting that differ-

ent deprotonation events are involved. Furthermore, KSIE

effects determined under the same conditions point to different

mechanisms: while that for the reaction of BNPP is typical for

nucleophilic catalysis, a value of 2.76 determined for the reac-

tion of HPNP is of a magnitude typical to general base catalysis.

A metal-ion-bound hydroxide or alkoxide ion certainly is a

weaker nucleophile than their free counterparts. Still virtually

all metal-ion-based catalysts for the cleavage of BNPP are

based on the attack of a metal-ion-bound nucleophile. Only

rather recently, it has been shown that by carefully ligand

design a situation may be achieved, where an unbound alkoxy

group serves as a powerful nucleophile [209]. The key feature is

a hydrated aldehyde group locked by a proper position Zn2+ co-

ordinated additionally to three nitrogen atoms within ligand 42

(Figure 16). The gem-diol system may be coordinated to the

central ion through alkoxy oxygen, but also through hydroxy

oxygen, leaving the alkoxy function free to serve as a nucleo-

phile. Although the latter species is a minor tautomer, its

reactivity is high enough to overcome the unfavorable equilib-

rium.

Electrophilic catalysis or Lewis acid catalysis (D) has repeat-

edly been suggested for the reactions of RNA type substrates.

The phosphate-bound metal ion catalyst activates the substrate

towards nucleophilic attack, the nucleophile being neutral or

deprotonated depending on the pH. The sigmoidal or bell-

shaped pH-rate profiles can be understood by considering the

effects of increasing pH on both the catalyst and substrate. The

Figure 16: Nucleic acid cleaving agents where the attacking oxyanion
is not coordinated to metal ion.

proportion of the anionic nucleophile, and hence, the efficiency

of the nucleophilic attack is increased as long as the pKa value

of the secondary OH group around pH 12 is reached. On

passing the pKa value of catalyst aqua ligands, generally at

pH 7–9, binding to the phosphodiester group is weakened and

the electrophilic contribution of the catalysis is lost. This mech-

anism has been proposed to be utilized, for example, by the

most efficient bifunctional catalysts 30 and 27a of the trans-

esterification of HPNP. Williams et al. [168] have justified their

mechanistic choice by studying the two kinetically equivalent

mechanisms: deprotonation of neutral substrate by a deproto-

nated complex that acts a general base, and specific base-cata-

lyzed reaction of a substrate activated by the aqua form of the

catalyst. Because dimethyl phosphate inhibits the reaction more

strongly at a lower pH, where the proportion of the aqua form is

higher, it has been concluded that the inhibitor competes

for the aqua form. This has been taken as an evidence of the

electrophilic mechanism, where the aqua form is the active cata-

lyst (D).

Transesterification of nucleoside phosphoesters, UpNP and

UpU, by 30 has also been suggested to proceed by mere electro-

philic catalyzed pathway [170]. Similar pH-dependence with

three different types of substrates has been taken as an indica-

tion of similar ionic forms being important in the reactions.

Furthermore, a KSIE value of 0.8 has been determined

for 30-promoted reaction of UpNP at pL > 9, which shows

that no proton transfer takes place in the reaction, when the

formation of the phosphorane is rate-limiting (D). A proton

transfer to assist the departure of the poor leaving group

of UpU has been rejected on the basis of microscopic reversibil-

ity.

In contrast to catalysis by 30, two different mechanisms have

been proposed for the 27a-promoted reactions of HPNP and

UpU. While HPNP with a good leaving group is most probably

cleaved without general acid/base catalysis (D) [167], a KSIE of

2.7 for the 27a-catalyzed reaction of UpEtOEt with a poor

leaving group suggests proton transfer in the rate-limiting step

[176]. Since the KSIE for the 27a-promoted phosphate migra-
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tion is close to unity [176], the proton transfer most probably

enhances the breakdown of the phosphorane intermediate to

cleavage products. In other words, general acid catalysis

appears to be involved (E).

General base catalysis by a metal-bound hydroxo ligand (C) is

the most obvious way of interpreting the sigmoidal or bell-

shaped pH-rate profiles. The rate of reaction increases as the

proportion of the hydroxo form of the catalyst is increased. At

pH < pKa of the metal-bound aqua ligands, the hydroxo form of

the catalyst is the strongest base. KSIE values determined under

such conditions fall within the range usually attributed to

general base catalysis [176,182]. It has, however, been recog-

nized that a kinetically equivalent specific base – general acid

catalysis, i.e., pre-equilibrium deprotonation of the attacking

nucleophile followed by general acid-catalyzed breakdown of

the intermediate, appears more feasible when the substrate has a

poor leaving group. Consistent with this suggestion, modestly

negative βlg values have been observed for metal-ion-promoted

reactions of nucleoside 3’-alkyl phosphates [176,190]. In this

respect, metal-ion-promoted reactions resemble more the acid-

catalyzed reaction than the base-catalyzed. Furthermore, an

analysis of the effect of the acidity of the leaving group alcohol

on the catalysis by various metal ion complexes shows that the

most acidic catalysts fail to promote the transesterification of

the substrates with most basic leaving groups [189].

Results obtained with 18O experiments on Zn2+-catalyzed

reaction of UpG [197] may also be taken as an indication of

catalysis mechanism that affects the departure of the leaving

group.

The preceding discussion shows that all three basic mechanistic

alternatives are firmly supported by experimental evidence.

Theoretical calculations based on density functional theory do

not solve the controversy, either [160,200,210]. All theoretical

studies generally support a concerted reaction mechanism and

indicate a number of important interactions to the nucleophile,

phosphate and leaving group. Many of the studies concentrate

also on the deprotonation of the nucleophile and both pre-equi-

librium [200,211] and concerted processes [183,210] have been

predicted. Regardless of timing, the nucleophile may also be co-

ordinated to a metal ion [160,200,210].

Most probably the mechanism depends on both the substrate

and the catalyst. Consistent with this, there are examples

showing that two different types of substrates may be cleaved

by two different mechanisms in the presence of the same cata-

lyst. Furthermore, an analysis of the effect of the acidity of the

leaving group in nucleoside phosphodiesters shows, that, gener-

ally, a more efficient catalysis is observed when there is an

imbalance between the properties of a nucleophile and the

leaving group. Results in Table 2 suggest that this may be ex-

tended even further and the extremes on the scale would be

DNA model BNPP with no intramolecular nucleophile and a

good leaving group, and dinucleoside monophosphates with a

favorably positioned nucleophile and a poor leaving group. It

would seem logical to assume that catalysis required in corre-

sponding reactions is different.

Beyond the scope of the present review are the nanostructured

cleaving agents that show cooperativity between the catalytic

functions on particle surface [212] and sequence-selective

cleaving agents that consist of an artificial cleaving agent conju-

gated to a sequence recognizing moiety [213]. Finally, it is

worth noting that in spite of extensive studies of the metal-ion-

promoted cleavage of nucleic acids, the applications still are

scanty. There is only one patiently developed application that

deserves to be highlighted, viz. the manipulation of large

genomes by Ce4+-promoted cleavage followed by enzymatic

ligation. The description of this fascinating technique is, howev-

er, outside the scope of the present paper. Recent reviews on the

subject [214-216] are recommended.

Conclusion
Experimental studies with small molecular model compounds

of nucleic acids allow evaluation of the importance of various

elementary processes, such as proton transfer and metal ion

binding, for stabilization of transition states and systematic vari-

ation of the basicity of the entering and departing nucleophile

enables determination of the position of transition state on the

reaction coordinate. Such data is helpful on analyzing mecha-

nisms of enzymatic processes. Studies with RNA models have

been more extensive than those with DNA models. The

predominant buffer-independent reactions of RNA 3’,5’-phos-

phodiester linkages under neutral conditions are approximately

as fast pH-independent isomerization to 2´,5´-bonds and

hydroxide-ion-catalyzed transesterification to a 2´,3´-cyclic

phosphate. The kinetics and mechanisms of these reactions are

rather well known. By contrast, the detailed mechanisms of

buffer-catalyzed reactions still seem to be open to various inter-

pretations of kinetic data. Catalysis by multifunctional agents

containing amino, imidazole and guanidine groups have

received special attention, owing to presence of such functions

at the side chains of catalytically important amino acids in

nucleases. The mechanistic studies on cleavage of DNA are

scanty. The very high stability of the phosphodiester bonds

within DNA has clearly limited the interest. The metal-ion-

promoted cleavage of both RNA and DNA has recently

received increasing interest. Extensive studies have led to a

number of mechanistic suggestions, but more systematic studies

with various substrates and catalysts are still needed to draw

firm mechanistic conclusions.
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Abstract
The application of mechanical force to induce the formation and cleavage of covalent bonds is a rapidly developing field within

organic chemistry which has particular value in reducing or eliminating solvent usage, enhancing reaction rates and also in enabling

the preparation of products which are otherwise inaccessible under solution-phase conditions. Mechanochemistry has also found

recent attention in materials chemistry and API formulation during which rearrangement of non-covalent interactions give rise to

functional products. However, this has been known to nucleic acids science almost since its inception in the late nineteenth century

when Miescher exploited grinding to facilitate disaggregation of DNA from tightly bound proteins through selective denaturation of

the latter. Despite the wide application of ball milling to amino acid chemistry, there have been limited reports of mechanochem-

ical transformations involving nucleoside or nucleotide substrates on preparative scales. A survey of these reactions is provided, the

majority of which have used a mixer ball mill and display an almost universal requirement for liquid to be present within the

grinding vessel. Mechanochemistry of charged nucleotide substrates, in particular, provides considerable benefits both in terms of

efficiency (reducing total processing times from weeks to hours) and by minimising exposure to aqueous conditions, access to pre-

viously elusive materials. In the absence of large quantities of solvent and heating, side-reactions can be reduced or eliminated. The

central contribution of mechanochemistry (and specifically, ball milling) to the isolation of biologically active materials derived

from nuclei by grinding will also be outlined. Finally non-covalent associative processes involving nucleic acids and related materi-

als using mechanochemistry will be described: specifically, solid solutions, cocrystals, polymorph transitions, carbon nanotube

dissolution and inclusion complex formation.

955

Introduction
Several definitions of mechanochemistry have been attempted

since Ostwald included it as one of four taxa along with thermo-

chemistry, electrochemistry and photochemistry [1]. A general

definition commonly cited is that developed by The Internation-

al Union of Pure and Applied Chemistry (IUPAC) to encom-

pass both the chemical and physical effects of shearing,

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Figure 1: Examples of equipment used to perform mechanochemistry on nucleoside and nucleotide substrates (not to scale). a) Mixer ball mill; b)
mortar grinder; c) improvised attritor [19]. Figures a) and b) are reused with the permission of Retsch (https://www.retsch.com); c) is adapted with
permission from [19], copyright 2006 American Chemical Society.

stretching or grinding polymeric materials: "[a mechano-chemi-

cal reaction is one] induced by the direct absorption of mechani-

cal energy" [2]. The etymology and early history of this field

have been reviewed comprehensively by Takacs [1]. Several

recent reviews discuss both general aspects of mechanochem-

istry [3,4] as well as more focussed elements of the subject rele-

vant to the current work including applications in organic syn-

thesis [5-8], green chemistry [9], API formulation [10] and

coordination/materials chemistry [11,12]. Some aspects of the

current work have also been reviewed recently [13]. However,

the impact of mechanochemistry upon biological chemistry and

specifically the selective degradation of biopolymers which

enables biochemically active materials to be isolated from cell

grindates – most notably in Buchner’s laboratory [14] – appears

not to have been considered.

A recent tutorial review by Andersen and Mack [15] augments

an earlier introduction describing both the parameters used to

define such chemistry and also how this information is

conveyed in synthetic schemes [16]. Stolle has written a

comprehensive treatise on the chemical, technological and

process parameters which influence the outcome of a ball mill

reaction [17]. In this review we have also adopted Hanusa’s

formalism which distinguishes ball milling from other forms of

mechanochemistry [18].

Perhaps most critical to the recent interest in this field has been

the ability to deliver consistent and reproducible levels of me-

chanical energy using commercially-available equipment

which, for reactions of nucleosides and related materials has

most commonly been the mixer ball mill (MBM – e.g.,

Figure 1a). Using a MBM, high energy collisions between reac-

tants and one or more balls within a closed vessel (jar) are in-

duced by vibrating the jar through a limited arc (ca. 0.5°) within

one plane at up to 60 Hz (more typically 30 Hz). In its single-

armed form, this is sometimes referred to as an amalgum mill.

Alternatively, grinding actions have been provided using a

mechanised mortar mill which mimics the action of hand

grinding in a mortar and pestle (Figure 1b), an improvised

attritor-type device (Figure 1c) or a planetary ball mill (not

shown).

The amount of mechanical energy delivered to the reaction mix-

ture via these collisions is a function of several engineering pa-

rameters including: the frequency of vibration; the degree of

filling of the vessel (and its shape); the mass of the ball(s); and

the hardness of the colliding materials. In order of descending

hardness, zirconia, stainless steel, copper and PTFE have all

been used to effect mechanochemical transformation of nucleo-

side or nucleotide substrates. During a study of amide coupling

under ball-milling conditions, Lamaty and co-workers showed

that deterioration of vessels and balls by physical abrasion

and/or chemical leaching gave products in which (depending

upon the nature of the jar) iron, chromium, zirconia or PTFE

were detected [20]. This has influenced the choice of vessel for

nucleoside and nucleotide chemistry as, although considerably

cheaper, leaching of iron from stainless steel vessels in the pres-

ence of sulfur-containing materials [21] has been found to

inhibit the preparation of thionucleoside [22] or thionucleotide

[23] analogues. Although grinding using PTFE components

delivers less energy due to the material’s elasticity and low den-

sity (2.1 g cm−3) compared with stainless steel (7.8 g cm−3) or

https://www.retsch.com
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zirconia (5.9 g cm−3), PTFE may be required for the prepara-

tion of pharmaceutical grade materials which are subject to

regulatory approval.

Theoretical models of mechanochemical bond activation are

mainly based upon examination and/or modelling the behav-

iour of single molecules under tension in an atomic force micro-

scope [24-26] and have included relating traditional Arrhenius

reaction parameters to applied forces [27,28]. However, early

models of macroscopic scale reactivity in the solid-state (such

as the formation of a short-lived plasma phase [29]) do not

account for observations on the comminution of organic reac-

tants during milling such as changes to the physical form of the

mixture (including zones of liquefaction [30] and cohesive

states [31]) which are correlated with the progress of the reac-

tion including induction periods of up to 40 minutes [31,32].

Rate enhancements may thus be achieved from very high

localised reactant concentrations within which developing inter-

molecular and intramolecular interactions are formed that can

lead to reaction of a nucleoside or nucleotide substrate which

would be disfavoured in solution. Although bond disruption via

ultrasound-induced cavitation can be considered within the

purview of mechanochemistry [33,34], this review will be

restricted to the delivery of mechanochemical energy on a

macroscopic scale by vibration, grinding and/or crushing

actions. Furthermore, the term grinding will be applied through-

out even though kneading (often referred to as solvent-drop

grinding) is more accurate to describe the process of grinding or

milling mixtures of solids and liquids [35]. To date, all but one

chemical transformation of solid nucleoside or nucleotide sub-

strates have been performed in the presence of liquids. These

may originate either from the use of reagents which are liquids

or low-melting solids (which liquify upon grinding) or from the

addition of stoichiometric quantities of molecular solvents (or

ionic liquids). During subsequent discussions, liquid-assisted

grinding (LAG) is used to describe only the latter case.

The minimal level of solvent requirement is particularly advan-

tageous in the context of charged nucleotide substrates as con-

siderable cost, time and energy savings can be gained in the

absence of arduous ion-exchange and drying processes required

to render these materials soluble in organic solvents. Likewise,

significant reductions in solvent processing (especially if these

are high boiling and often toxic and/or carcinogenic) is an

attractive green chemistry target. In this context, Thorwith et al.

compared the amount of energy required to effect perman-

ganate-mediated oxidative self-coupling of p-toluidine using

different energy inputs. Ball milling was significantly more effi-

cient (up to an order of magnitude) than conventional heating,

microwave or ultrasound inputs [36]. The reduction in both sol-

vent and energy input are particularly relevant in fine chemical

manufacturing processes which typically have very high

E-factors and low energy efficiency [37]. Although

mechanochemistry was not involved in redesigning the synthe-

sis of the antiviral prodrug ganciclovir (Figure 2), the high

levels of involatile solvent usage typically employed in the

solution-based synthesis of such compounds can be gauged by

the ability of Roche to eliminate 1.12 million kilograms of sol-

vent per annum [38].

Figure 2: Ganciclovir.

Review
Mechanochemical transformations of
nucleosides and related materials involving
covalent bonds
Reactions of nucleoside sugar and nucleobase
moieties
An early example of the application of mechanochemistry for

nucleoside derivatisation was reported by Khalafi-Nezhad and

Mokhtari who effected regioselective 5′-protection of ribonucle-

osides and thymidine using a mortar and pestle with trityl-,

monomethoxytrityl- or dimethoxytrityl chloride (Scheme 1)

[39].

Scheme 1: Nucleoside tritylation effected by hand grinding in a heated
mortar and pestle.

A variety of temperatures and either inorganic or low-melting

organic bases were surveyed. Optimal yields were achieved at

140 °C using DABCO by hand-grinding the reaction mixture in

molten tetra-n-butylammonium bromide (TBAB) for five

minutes. In the presence of excess nucleoside (1.1 equiv), the

corresponding 5′-trityl ethers of uridine, adenosine or thymi-
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Scheme 2: Persilylation of ribonucleoside hydroxy groups (and in situ acylation of cytidine) in a MBM.

Scheme 3: Nucleoside amine and carboxylic acid Boc protection using an improvised attritor-type mill.

dine were isolated in yields up to 86%. Reactions of guanosine

or cytidine under these conditions gave rise to mixtures of prod-

ucts from which the corresponding tritylated products could not

be isolated.

Subsequently, Patil and Kartha described the gram-scale prepa-

ration of 5′-tritylated uridine derivatives in a planetary ball mill

(using a steel vessel and balls) in the absence of TBAB [40].

Following extended grinding (600 rpm for 15 hours) of the

nucleoside in the presence of excess DABCO and either TrCl or

DMTrCl, the products were recovered in 44% and 43% yields,

respectively.

Under solvent-free Corey conditions, rapid and chemoselective

persilylation of ribonucleoside hydroxy functions was effected

in a mixer ball mill (Scheme 2) [41].

Complete consumption of starting materials was observed

within one to three hours and only in the case of adenosine was

any (minor) side-product formation found. In all cases, facile

purification using a scrubber column enabled pure 2′,3′,5′-tri-O-

TBDMS-protected nucleosides to be isolated in 87–99% yields.

In situ benzoylation of the persilylated cytosine was also

effected following addition of benzoic anhydride and catalytic

DMAP to the crude reaction mixture and extending the milling

time. Quantitative silylation of 5′-O-dimethoxytritylthymidine

under these conditions was also reported.

Prompted by the insolubility of adenosine 5′-carboxylic acid de-

rivatives, Sikchi and Hultin contrived an attritor-type mill

(Figure 1c) to facilitate the use of neat reagents and vent CO2

(closed vessels were reported to break) [19]. Efficient gram-

scale Boc protection of amine and carboxylic acid functions

was thereby effected (Scheme 3).

This chemistry was further applied to the derivatisation of the

exocyclic amino functions of hydroxy-protected adenosine and

cytidine derivatives (and the corresponding 2′-deoxynucleo-

sides). The majority of these reactions proceeded in excellent

yields (90–99%) over one to six hours. In contrast, guanine-

derived (deoxy)nucleosides generally required longer to achieve

complete reaction and yielded the corresponding O6,N2,N2-tri-

Boc derivatives with variable recoveries (25–70%).

The scope of this reaction was extended to unprotected nucleo-

sides by effecting a one-pot, two-step reaction sequence
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Scheme 4: Nucleobase Boc protection via transient silylation using an improvised attritor-type mill.

Scheme 5: Chemoselective N-acylation of an aminonucleoside using LAG in a MBM.

(Scheme 4). Initial transient silylation and subsequent Boc-

protection were both performed in the absence of solvent under

mechanochemical conditions. In situ methanolysis of the TMS

ethers yielded the corresponding base-protected nucleosides.

The opaque nature of typical reaction vessels used in ball

milling has enabled cleaner reactions of nucleoside analogues

with photoreactive materials. Thus, liquid-assisted grinding of

the N-hydroxysuccinimidyl esters of o-, m- or p-phenylazoben-

zoic acids with excess D-threoninol or of the para isomer with

an aminonucleoside in the presence of DMAP and ethyl acetate

engendered chemoselective N-acylation (Scheme 5) [42]. In the

absence of light, azobenzene derivatives were isolated as the

pure E-isomers.

In their original report, Sharpless and co-workers described the

use of copper turnings to promote a regioselective azide–alkyne

[3 + 2]-cycloaddition ("click") reaction over 24 hours [43].

High-speed ball milling using a custom-made copper vial and

copper ball enabled efficient reaction between propyne-deriva-

tised photoswitches and an azidodeoxynucleoside click partner

(Scheme 6) [44].

In contrast to the solution-phase (Cu(I)-promoted) reactions, no

contamination of the ball milled products by copper salts was

found. In an attempt to expedite the LAG reaction, millimol-

scale reactions between the p-azobenzene-appended alkyne and

5′-azido-5′-deoxythymidine were attempted in a more capa-

cious copper vessel with a 15 mm diameter zirconia ball

(Figure 3). Clean and complete click reactions were achieved

within 40 minutes at 25 Hz in the presence of ethyl acetate al-

though the integrity of the vessel was compromised and signifi-

cant levels of metallic copper were removed from the walls

during work-up.
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Scheme 6: Azide–alkyne cycloaddition reactions performed in a copper vessel in a MBM.

Figure 3: a) Custom-machined copper vessel and zirconia balls used to perform CuAAC reactions (showing: upper half of vessel with PTFE insert
(front), pristine ZrO2 ball, used ZrO2 ball and lower half of vessel showing deformation of the metal). b) Crude solid ball mill click reaction mixture after
removal from copper vessel (left) and during extraction of pure product with DMSO (right).

Scheme 7: Thiolate displacement reactions of nucleoside derivatives in a MBM.

Expeditious displacement of tosylate or halides from 5′-deriva-

tised nucleosides was achieved using chalogenate nucleophiles

in a mixer ball mill using zirconia components [22]. Highly

efficient transformations to the corresponding 4-methoxy-

benzyl thioethers were achieved in 15–60 minutes such that

pure products could be isolated without the need for chromatog-

raphy (Scheme 7). Of particular note was the absence of any

observable intramolecular cyclisation of the unprotected purine

nucleoside derivatives typical of solution-phase reactions using

such substrates.

More variable yields were obtained using potassium seleno-

cyanate which required grinding in the presence of DMF to

promote the reaction with adenosine or thymidine derivatives

(Scheme 8). No reaction of 5′-chloro-5′-deoxyadenosine was

observed.



Beilstein J. Org. Chem. 2018, 14, 955–970.

961

Scheme 8: Selenocyanate displacement reactions of nucleoside derivatives in a MBM.

Scheme 9: Nucleobase glycosidation reactions and subsequent deacetylation performed in a MBM.

Scheme 10: Regioselective phosphorylation of nicotinamide riboside in a MBM.

Under these conditions, cyclisation of 5′-tosyladenosine was

inferred although rapid and clean reaction of 5′-iodo-5′-

deoxyguanosine was apparent in the absence of added solvent –

the product from this latter reaction rapidly decomposed during

work-up in solution.

Regioselective and stereoselective glycosidation of adenine,

N6-benzoyladenine, N4-benzoylcytosine, thymine and uracil to

the corresponding β-N9-purine or β-N1-pyrimidine ribosides

was achieved on gram scales under Vorbrüggen-type condi-

tions using LAG (Scheme 9) [45].

Yields were slightly enhanced following presilylation of the

bases in solution prior to ball milling and under these condi-

tions, the corresponding protected 6-chloropurine riboside could

also be accessed. Multiple products were formed from N2-iso-

butyrylguanine and hypoxanthine but cytosine remained

untransformed. In situ deprotection of 2′,3′,5′-tri-O-acetyl-

adenosine was also claimed. This chemistry has also been

applied to the preparation of a library of ribosylated nicotin-

amide and nicotinic acid ester derivatives in a mortar grinder or

using mixer or planetary ball mills [46,47]. Reaction scales up

to 40 g were described and the conditions developed enabled

exclusive formation of the β-anomer of nicotinamide riboside

(NR) in the absence of toxic bromide salts.

Preparation and reactions of nucleotides and their
analogues
Phosphorylation of NR on gram-scales using POCl3 (e.g.,

Scheme 10), monoalkyl phosphorodichloridates or dialkyl phos-
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Scheme 11: Preparation of nucleoside phosphoramidites in a MBM using ionic liquid-stabilised chlorophosphoramidites (route A) or phosphorodi-
amidites (route B).

Scheme 12: Preparation of a nucleoside phosphite triester using LAG in a MBM.

phoromonochloridates in the absence of solvent has been re-

ported [48].

Migaud and co-workers prepared highly water-sensitive phos-

phitylating agents directly from PCl3 in low viscosity ionic

liquids derived from the tris(pentafluoroethyl)trifluorophos-

phate anion (e.g., [C6mim][FAP]) and subsequently used the

crude chlorophosphoramidite or phosphorodiamidite products

to effect nucleoside phosphitylations using LAG (Scheme 11)

[49,50].

In the absence of grinding, addition of a molecular cosolvent

was required due to the low solubility of substrates in the ionic

liquids (<10 mM) which rendered the phosphitylating agents

prone to hydrolysis. Highly reactive phosphoramidite deriva-

tives of low molecular weight amines could be isolated by this

route (on 40–60 mg scales). Under the same conditions, cou-

pling of bis(2-cyanoethyl)diisopropylaminophosphoramidite

with a partially-protected guanosine derivative to the corre-

sponding phosphite triester was also effected (Scheme 12).

Phosphate coupling using nucleoside phosphoromorpholidates

is well established [51] but the reaction times are typically in

the order of days. Recent developments in this field which yield

pyrophosphate bonds more rapidly have been comprehensively

reviewed by Peyrottes and co-workers [52] but in all cases, effi-

cient coupling has been predicated on strictly controlling the

water content of the reaction mixture. In contrast, LAG in the
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Scheme 13: Internucleoside phosphate coupling linkages in a MBM.

Scheme 14: Preparation of ADPR analogues using in a MBM.

presence of water enabled the coupling of adenosine-5′-

monophosphoromorpholidate with the sodium salts of 5′-phos-

phorylated nucleosides without any predrying and in the pres-

ence of acidic promoters and water gave complete reaction

within 90 minutes (Scheme 13) [53].

In this original report, the preparation of nicotinamide adenine

dinucleotide (NAD) and adenosine diphosphate ribose (ADPR)

was also described. Subsequently, this methodology was

applied to the preparation of a library of six ADPR carbonate

derivatives in 23–68% yields (e.g., Scheme 14) and tested as

sirtuin inhibitors [54].

The efficiency of phosphate coupling under mechanochemical

conditions was exploited to prepare pyrophosphorothiolate-

linked dinucleoside cap analogues. Such materials had previ-

ously been inaccessible via this route due to the lability of inter-

mediate phosphorothiolate monoesters under acidic conditions

[55]. In contrast, the corresponding persilylated derivatives

were found to be relatively stable under anhydrous conditions

and could be readily prepared via Michaelis–Arbusov (M–A)

chemistry (Scheme 15) [23,56].

Transfer of crude M–A reaction mixtures to a zirconia ball mill

vessel and removal of volatiles enabled the concomitant partial

hydrolytic desilylation of the monoester and phosphate cou-

pling to AMP-morpholidate to be effected in one pot using

LAG. Both 3′,5′- and 5′,5′- internucleoside linkages were pre-

pared using this route.

Mechanochemical transformations of
nucleosides and related materials involving
non-covalent bonds
Dissociative processes for DNA and RNA isolation
The lack of free-volume within double-stranded DNA at low

hydration levels leads to limited ice formation even under cool-

ing in liquid air [57]. In contrast, cold denaturation of globular

proteins at such temperatures is almost ubiquitous [58]. Further-

more, large conformational reorientation of protein domains can

be initiated at 30 pN compared with DNA which requires

ca. 150 pN of highly directional force to bring about duplex

melting [26]. Early recognition of these differences (even with-

out a full understanding of their molecular origins) by pioneers

in the field contributed to the development of DNA purification

which featured mechanochemistry at low temperatures [59].
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Scheme 15: Synthesis of pyrophosphorothiolate-linked dinucleoside cap analogues in a MBM to effect hydrolytic desilylation and phosphate coupling.

Miescher reported grinding the solid residues from defatted

salmon sperm heads with dilute HCl (0.5%) to effect such a

separation and was able to report elemental analysis of nuclein

with a phosphorus content (9.6%) close to that of the theoreti-

cal protein-free value [60,61].

Due to the accessibility of calf thymus and its high DNA

content, much of the further work on large-scale extraction of

"sodium nucleate" was performed using this tissue. Although

details of the grinding actions employed were not always fully

described, intensive mechanochemical processing (especially at

low temperature) enabled the (frozen) fresh tissue to be

powdered and in a subsequent step to bring about disaggregra-

tion of protein–DNA complexes at acidic pH. Early reports pre-

dominantly featured hand grinding in a mortar but could also

include crushing with a glass rod and be supplemented by the

use of a meat mincer and subsequently by an electrical blender

[59,62-64]. The pure polymeric material isolated by these routes

played a considerable role in revising Levene’s tetranucleotide

colloid hypothesis as he conceded in 1938 [65]. This culmi-

nated in Schwander and Signer isolating eight grams of pure

material [63] from which high quality X-ray diffraction images

(including "Photograph 51") [66] were obtained and its double-

helical structure evinced [67].

Parallel to Miescher’s work on salmon sperm, Kossel reported

the isolation of ribonucleotide-derived material from yeast RNA

in 1879 using mechanical disaggregation [68].

Altmann developed a more generalised method for isolating

either RNA or DNA from a variety of tissues and organisms

during which crude mixtures with protein were ground to a fine

powder with 1:1 alcohol/6% HCl (aq) and subsequently tritu-

rated with pure alcohol and then ether [69]. Typically, RNA

depolymerisation (especially when in contact with metal com-

ponents) would be observed during these operations [70] al-

though isolation of infectious viral RNA from frozen carci-

noma tissue following grinding was reported in 1957. More

recently, RNA was extracted from both Gram-negative and

Gram-positive bacteria by hand grinding in a mortar with

phenol under cooling with liquid nitrogen [71] .

The reproducibility of studies requiring arduous mechanochem-

ical operations to be performed by hand lead to the rapid uptake

of mechanisation for performing grinding actions by workers in

this field. Behrens‘ procedure for isolating nuclei from calf

heart included three separate mechanochemical operations first

using a meat grinder, then a mortar and pestle and finally a

mechanised ball mill in which a one litre flask containing 800 g

of "glass pearls" was shaken at 3 Hz prior to subsequent tritura-

tion with benzene and carbon tetrachloride [72]. A subsequent

development of this procedure included liquid-assisted grinding

in a one litre porcelain jar which was rotated at 110 rpm for

24–48 hours with up to 1.4 kg of grinding stones (15–20 mm in

diameter), 100 g of dried tissue powder and petroleum ether

(200–450 mL) [73-75]. As early as 1903, low temperature

grinding was applied to disrupting refractory mycobacteria
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Scheme 16: Co-crystal grinding of alkylated nucleobases in an amalgam mill (N.B. no frequency was recorded in the experimental description).

(using zirconia components under cooling in liquid air) [76] and

subsequently mechanised using a steel ball mill (at −78 °C) [77]

(e.g., Figure 4) [78].

Figure 4: Early low temperature mechanised ball mill as described by
Mudd et al. – adapted from reference [78].

Subsequently, this technology has been developed to allow

larger scale ball milling of tissue samples (including at liquid

nitrogen temperatures) and smaller scale "bead beating" in

disposable plasticware. Depending upon the nature of the bio-

logical material and target sequence, grinding balls made of

zirconia, garnet, glass or steel enable isolation and quantifica-

tion of DNA or RNA from different sources [79]. Recently, a

micro total analysis system was fabricated incorporating a

15 μL cell lysis chamber containing glass beads (30–50 μm)

which were agitated using a membrane valve [80]. Within three

minutes, almost complete disruption of Gram-positive bacteria

was effected enabling downstream analysis by quantitative

PCR.

Associative processes
Variable drug bioavailability associated with crystal and

co-crystal polymorphism can be exacerbated if the solubility

profiles of the API and coformer prevent solution-phase mixing.

Under such circumstances, mechanochemistry can play a valu-

able role in improving both uniformity of dispersion and the

screening rate of such polymorphs [10].

Etter and co-workers showed that solid-state grinding of

equimolar quantities of 9-methyladenine and 1-methylthymine

in an amalgam mill gave powder diffraction patterns consistent

with the formation of Hoogsteen-type base-pairing (Scheme 16)

[81].

No co-crystal formation was observed using 1-methylcytosine

with 9-ethylguanine or other combinations which did not

contain both adenine and thymine derivatives. The specificity of

the Ade–Thy hydrogen bonding was not disrupted in the pres-

ence of non-interacting bases.

Tsiourvas and co-workers obtained a similar result after

grinding an equimolar mixture of the hexadecylammonium salts

of a succinylated acyclovir derivative (Figure 5) and its cyto-

sine congener in an undefined "vibrator mill" at room tempera-

ture. However, above 80 °C a solid-state transition was ob-

served in which base-pairing was inferred and upon further

heating gave a smectic phase [82].

Figure 5: Materials used to prepare a smectic phase.

Using a mixer ball mill, Vogt and co-workers ground 5-fluo-

rouracil (5FU, Figure 6) and thymine over a wide stoichiome-
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Figure 6: Structures of 5-fluorouracil (5FU) and nucleoside analogue prodrugs subject to mechanochemical co-crystal or polymorph transformation.

try range either under dry conditions or in the presence of a

variety of organic solvents [83]. Liquid-assisted grinding of

mixtures containing 50–90 mol % 5FU at 30 Hz for 30 min

gave homogenised solid solutions using two drops of aceto-

nitrile.

LAG of a 1:1 mixture of 5FU/4-hydroxybenzoic acid

using a variety of liquids yielded co-crystals exhibiting

polymorphism which was dependent upon the polarity of

the added liquid [84]. Co-crystals of structurally-related

carboxylic acids with 5FU prepared using LAG in

a MBM in the presence of water exhibited enhanced

membrane permeability compared with the pure API [85].

The preparation of co-crystals of 5FU with other API’s

(imatinib [86] and piperazine [87]) using LAG has also been re-

ported.

Solid dispersions of acyclovir (20%) in neutral carriers

(chitosan, hydroxypropylmethyl cellulose K100M® or Pluronic

F68®) were prepared in a mixer ball mill over three hours [88].

All dispersions displayed antiviral activity and enhanced

aqueous dissolution rates. The Pluoronic F68® dispersion

displayed enhanced transport rates across a model intestinal cell

monolayer.

The conversion of a stable ribavirin polymorph R-II into its

metastable enantiotrope R-I has been investigated using

mechanochemistry [89,90]. LAG in an improvised planetary

mill using lead balls gave limited phase conversion [89] but dry

milling R-II in a commercial mixer mill at 30 Hz gave

100% conversion within 15 minutes [90]. Three crystal poly-

morphs of the antiviral nucleoside prodrug clevudine were char-

acterised and a large scale preparation of the most stable form

from commercial material was performed using LAG in a

mortar [91].

Geckeler and co-workers described the efficient preparation of

both multi-walled and single-walled carbon nanotubes (CNTs)

by grinding these materials in a mixer ball mill using agate

components (Scheme 17) [92].

Scheme 17: Preparation of DNA-SWNT complex in a MBM.

In the absence of CNTs, DNA cleavage to a uniform size was

found. Ball milling in the presence of monoribonucleotides has

also been investigated as a method for solubilising single-

walled carbon nanotubes [93]. In the presence of guanosine-5′-

monophosphate, 78% of the SWNT (0.78 mg mL−1) was dis-

solved but attempted removal of iron contamination from this

material by treatment with acid gave a "viscous precipitate".

Formation of cyclodextrin–drug inclusion complexes can be

accelerated using mechanochemistry [94] and Rajamohan and

co-workers described using a mortar and pestle to effect LAG

of β-cyclodextrin with either inosine [95] or cytidine [96] in the

presence of water. Weak complex formation was inferred by

powder XRD for cytidine.

Conclusion
Access to reliable and reproducible mechanised grinding has

generated an upsurge in interest in mechanochemistry for a

variety of chemical applications over the past decade. As a fron-

tier science, theoretical models of reactivity under the action of

mechanical forces are rapidly undergoing revision in the light of

results available both from observations at a molecular scale

[97] and from in situ monitoring of bulk-scale reactions [98].

The limited work relating to the chemical transformation of

nucleoside and nucleotide substrates has been mainly focussed

upon exploiting the (lack of) solvent requirements. This can

allow access to unprecedented mechanochemical reaction path-

ways which would otherwise be unavailable through conven-

tional solution-phase chemistry. This has included the prepara-

tion of pharmaceutical grade NR exclusively as the β-anomer

and in the absence of bromide contamination [99] and in situ
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hydrolytic unmasking of labile phosphorothiolate monoesters

prior to rapid phosphate coupling. However, at the interface be-

tween biology and chemistry, the use of grinding to effect

force-induced (mainly) dissociative reactions has a consider-

ably longer heritage and it can be argued that Buchner’s Nobel

Prize in Chemistry was the first in this field. Although speaking

from a more theoretical stand-point following observations on

the infectivity of bacteriophages, Muller discussed the concept

of genetic manipulation using (mechano)chemistry in 1922,

commenting "perhaps we may be able to grind genes in a

mortar and cook them in a beaker" [100].

Dubinskaya reviewed early investigations into the grinding and

stretching of polypeptides and proteins which showed rapid loss

of enzyme activity at 80 K [101]. In contrast, more recent

reports, in which both native and immobilised enzymes were

ground at higher temperatures, demonstrated efficient mecha-

noenzymatic transformations of amino acid [102-107], cellu-

lose [108] or model lignin [109] substrates. Implicit within

these studies is the resilience of chiral centres within both sub-

strate and catalyst towards epimerisation during ball milling.

This was also explicitly demonstrated by the Nagy lab in the

context of developing models for the origin of non-racemic

amino acid content within meteorites [110,111]. A role for

mechanochemistry in understanding the origins of biochirogen-

esis is suggested by phase separation of co-crystals of the

D- and L-enantiomers of malic acid in the presence of L-tartaric

after grinding the racemate [112]. Heinicke briefly summarised

early investigations into potential prebiotic α-amino acid prepa-

ration under “tribochemical stress” in the presence of transition

metals [113] and more recently, Hernández and co-workers

demonstrated that an efficient Strecker-type reaction could be

effected in a ball mill using catalytic anhydrous ferricyanide in

the presence of silica [114]. From a theoretical perspective,

Hansma proposed that such mechanical energy could be

supplied within moving mica sheets under high molecular

crowding conditions [115].

In contrast, consideration of primordial nucleoside and

nucleotide mechanochemistry has been much more limited with

greater focus upon precursor mechanosynthesis under high-

energy plasma conditions [116,117] or extra-terrestrial delivery

of concentrated transition metals [118]. In this general context,

although Orgel and co-workers describe transformation of

adenine hydrochloride and D-ribose into the corresponding

nucleoside α- (4%) or β- (3%) anomers following “thorough

grinding” and heating of the mixture they do not distinguish be-

tween mechanochemistry and thermochemistry effects [119].

Considering recent investigations into low temperature ice

eutectic phases as the incubators of early life [120] and sepa-

rately, the effects of high hydrostatic pressures upon ribozyme

activities [121,122], it is surprising how little consideration has

been given to the role of nucleic acid mechanochemistry under

prebiotic conditions. The capacity for stereoselective glycosida-

tion, rapid phosphate coupling in the presence of water and also

formation of specific base-pairing interactions have all been

demonstrated in a ball mill and may facilitate understanding of

the early appearance of life in the Hadean/Archean Eon.

Abbreviations

Table 1: List of abbreviations.

5FU 5-fluorouracil
Ade N9-adeninyl
AdeBz N6-benzoyl-N9-adeninyl
ADPR adenosine diphosphate ribose
AMP-
morpholidate

adenosine 5′-monophosphoromorpholidate

Base nucleobase (Ade, Cyt, Gua, Hyp, Thy or Ura)
Boc tert-butyloxycarbonyl
BSA N,O-bis(trimethylsilyl)acetamide
[C6mim] 1-hexyl-3-methylimidazolium
CE 2-cyanoethyl
CNT carbon nanotube
CuAAC copper-assisted azide alkyne cycloaddition
Cyt N1-cytosinyl
CytBz N4-benzoyl-N1-cytosinyl
dA deoxyadenosinyl
DABCO 1,4-diazabicyclo[2.2.2]octane
DIPEA N,N-diisopropylethylamine
DMAP 4-N,N-(dimethylamino)pyridine
DMTr 4,4′-dimethoxytrityl
dT deoxythymidinyl
[FAP] tris(pentafluoroethyl)trifluorophosphate
Gua N9-guaninyl
GuaiBu N2-isobutyryl-N9-guaninyl
HMDS hexamethyldisilazane
Hyp N9-hypoxanthinyl
LAG liquid-assisted grinding
M–A Michaelis–Arbuzov
MBM mixer ball mill
MMTr 4-methoxytrityl
NAD nicotinamide adenine dinucleotide
NR nicotinamide riboside
PCR polymerase chain reaction
PG protecting group
PTFE polytetrafluoroethylene
Py pyridine
SWNT single-walled carbon nanotube
TBAB tetra-n-butylammonium bromide
TBDMS tert-butyldimethylsilyl
TFA trifluoroacetate
Thy N1-thyminyl
Tr trityl
Ura N1-uracilyl
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Abstract
As the carrier of genetic information, the DNA double helix interacts with many natural ligands during the cell cycle, and is

amenable to such intervention in diseases such as cancer biogenesis. Proteins bind DNA in a site-specific manner, not only distin-

guishing between the geometry of the major and minor grooves, but also by making close contacts with individual bases within the

local helix architecture. Over the last four decades, much research has been reported on the development of small non-natural

ligands as therapeutics to either block, or in some cases, mimic a DNA–protein interaction of interest. This review presents the

latest findings in the pursuit of novel synthetic DNA binders. This article provides recent coverage of major strategies (such as

groove recognition, intercalation and cross-linking) adopted in the duplex DNA recognition by small molecules, with an emphasis

on major works of the past few years.
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1. Introduction
DNA is one of the central components of cellular machinery

and storage unit of genetic information. It plays key roles in

replication, transcription, protein-coding and cell integrity as

well as in carrying the genetic blueprint for inheritance. The

DNA–protein interactions involve high fidelity protein readout

of the base edges exposed in the major and minor grooves of the

DNA. Such interactions are also augmented by a series of elec-

trostatic and van der Waals interactions including salt bridge

formation with the phosphate backbone [1]. Although, the

majority of proteins recognize DNA in the major groove due, in

large part, to the potential and shape complementarity, several

others also recognize the minor groove by sufficiently distort-

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Table 1: A table showing the differences in the A-, B- and Z-form DNA [7,8].

A-form B-form Z-form

helix sense right-handed right-handed left-handed
base pairs/turn 11 10.4 12
pitch per turn of Helix 25.3 Å 35.4 Å 45.6 Å
glycosyl bond anti anti alternating anti and syn
sugar pucker C3'-endo C2'-endo C:C2'-endo, G:C3'-endo
major groove narrow and very deep wide and quite deep flat
minor groove very broad and shallow narrow and quite deep very narrow and deep

ing the DNA structures leading to the opening of the minor

groove [2]. In addition to the conventional direct and indirect

readout mechanism, proteins have also been proposed to recog-

nize the DNA minor groove by sensing variations in the shape

and electrostatics [3].

The coding regions of the human genomic DNA contain highly

conserved sequences that express proteins, which are essential

for the cell survival and maintenance. Over or under expression

of proteins has been linked to several disease states including

cancer [4]. Therefore, control of gene expression has been long

perceived and successfully demonstrated as a means of thera-

peutic development. Since DNA–protein interactions involve

significant contacts in the major and minor grooves of DNA for

error-free readout, small molecules (natural and synthetic) that

bind strongly in the grooves have been discovered and de-

signed to competitively inhibit such interactions. Additionally,

molecules that are capable of insertion between the DNA base

pairs can also disfavor DNA–protein interactions directly or

allosterically. Consequently, small molecule DNA binders have

been in the limelight of drug-discovery programs due to their

ability to act as gene expression inhibitors [5].

The recognition of DNA is both shape and sequence dependent

as DNA polymorphism leads to significant changes in the

groove structure. DNA is broadly categorized to possess three

major forms: A, B and Z which differ from one another in

several ways such as helical sense, pitch, groove width, base

orientation and sugar pucker (Table 1). The major differences in

the two generally encountered A- and B-forms of DNA is in the

sugar pucker and their groove widths. In A-form DNA, the

major groove is narrower but has a wide/shallow minor groove.

In contrast, the minor groove of B-DNA is narrow and becomes

even narrower in DNAs with contiguous AT stretches (termed

as the B* form of the DNA) where the width of the narrow

groove reduces to approximately 2.8 Å from a usually observed

width of approximately 5.7 Å [6]. In contrast to the A- and

B-form DNA, Z-DNA is a left handed structure formed by

alternating G and C base pairs and contains some features of

both A- and B-DNA such as the sugar pucker and a slightly

bigger number of base pairs per turn [7].

The discovery of multistranded DNA structures such as

G-quadruplexes [9], which uses eight Hoogsteen-paired hydro-

gen bonds to form a tetrad (Figure 1) has further enhanced our

understanding of the diversity of DNA shapes and structures. In

a parallel tetramolecular quadruplex d(TG4T), the features of

nucleotides at each base resemble that of the B-DNA (C2’-endo

sugar pucker, anti orientation and ≈12 Å groove width). How-

ever, in quadruplex fold-back structures, unusual loop connec-

tivity gives rise to extremely wide grooves in addition to narrow

and medium grooves [10] in which the width of wide grooves

goes up to approximately 18 Å, far exceeding the groove widths

found in B-DNA structures. These variations in the

groove widths and shapes shed light on the challenges in

programmed DNA recognition in a sequence and shape selec-

tive manner.

DNA recognition by small molecules can be divided in two

broad categories: covalent and non-covalent. Covalent binding

(e.g., cis-platin binding to guanine bases) to DNA is irre-

versible and causes permanent stall of transcription leading to

cell death. Non-covalent interaction between small molecules

and DNA is usually reversible and can further be classified as

minor groove binders, intercalators, backbone binders, and

major groove binders. There are reports of natural and designed

molecules that display multivalency in DNA recognition by

binding at more than recognition sites (minor groove, major

groove or base pair insertion) [11-13]. In synthetic multivalent

ligands, which are made to enhance DNA affinity, tether length

and composition play a significant role in target selectivity and

specificity.

Several focused reviews on small molecule DNA binding

agents have been published in recent years. A few have updated

the progresses made in disease specific DNA binders [14,15]

while others have included class specific or site-specific DNA

binding agents [16-23]. A few others have covered nucleic acids
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Figure 1: A figure showing the hydrogen bonding patterns observed in (a) duplex (b) triplex and (c) quadruplex DNA structures. (d) Conformations of
sugar pucker in DNA.

binders in general [20] as well as an emerging therapeutic DNA

target: the DNA G-quadruplex [24]. In this review, we provide

a detailed overview of discoveries made in the search of duplex

DNA recognition agents (groove binders, intercalators and

alkylating agents), which includes both classical DNA binders

and new advancements in the recent years (with emphasis on

research advances reported in the last five years). For a focused

work, we have excluded triplex and quadruplex DNA binders

for this review. In particular, we cover the advances made in

DNA minor groove recognition using new analogues and deriv-

atives of classical minor groove binders such as distamycin,

netropsin, polyamides, bisbenzimidazoles and organic cations.

We have also included new intercalating agents as well as major

groove binding ligands especially the multivalent ligands that

can simultaneously recognize one or more sites on DNA

leading to strong affinity for DNA. We finally shed light on

new reports of DNA alkylating agents towards the end of this

review. While it is impossible to absorb the vast expanse and

comprehensiveness of reports on all DNA binding agents, this

review article intends to provide a substantial coverage of new

advancements made in the discovery of major leads in three

most visited areas (groove recognition, intercalation and cross

linking agents) of DNA recognition.

2. Minor groove binders (MGBs)
DNA groove binding small molecules comprise various hetero-

cyclic and/or aromatic hydrocarbon rings with limited rota-

tional freedom and torsion, allowing these drugs to fit into

major/minor grooves of DNA by displacing water molecules

from the spine of hydration as shown in the Figure 2 [25-27].

These molecules bind to the edges of the base pairs of the DNA

duplex (usually G·C sites in the major groove, A·T sites in the

minor groove) via reversible non-covalent interactions. These

binding interactions reduce the conformational freedom of the

small molecules and usually are opposed by an unfavorable en-

tropic cost. However, these energetic costs are balanced and
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Figure 2: (a) Portions of MATα1–MATα2 are shown contacting the minor groove of the DNA substrate. Key arginine residues within this region facili-
tate the interaction (PDB ID# 1AKH) [25]; (b) Figure shows DNA bound to λ repressor protein. Alpha helices of the protein dimers recognize specific
sequences within the DNA major groove (PDB ID# 1LMB) [26]; (c) The MetJ dimer β sheet contacts the DNA ligand major groove via side chains on
the face of the β sheet (PDB ID# 1CMA) [27].

outweighed by favorable contributions from the hydrophobic

transfer of drugs from solution to DNA-binding site [28,29].

Groove binding usually does not influence huge structural/con-

formational changes in the DNA duplex; this mode of binding

may be considered similar to a standard lock and key recogni-

tion [30].

Minor groove binding drugs (MGBs) are usually isohelical,

crescent-shaped molecules, which are compatible with the

shape of the minor groove. Binding of MGBs and proteins

occurs primarily via H-bonds, electrostatics, van der Waals and

hydrophobic interactions (Figure 2). Figure 2a shows that

the arginine side chain of the MATα2 N-terminal arm facili-

tates interaction between portions of the heterodimer

MATα1–MATα2 with the minor groove of the DNA substrate

by forming alternate H-bond interactions [25]. The main char-

acteristic feature of MGBs is their preference for narrow

A·T-rich regions compared to G·C regions because (i) they can

form hydrogen bonds to N3 of adenine and O2 of thymine in

the A·T region; (ii) less steric hindrance in the A·T region in

comparison to the G·C region due to the presence of an extra

protruding C2-amino group of the guanine base [19].
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Figure 3: Chemical structures of naturally occurring and synthetic hybrid minor groove binders.

2.1. Polypyrroles and polyamides
The first two MGBs discovered were distamycin A and

netropsin (Figure 3). These naturally occurring molecules are

characterized by repeating N-methylpyrrole units with one or

more positively charged nitrogen atoms at the end. Their

concave-shaped aromatic framework fits perfectly in the

convex-shaped minor groove of double-stranded DNA. There-

fore, these drugs have been referred to as “shape-selective”

binders [31]. They selectively interact with A·T-rich regions

containing at least four A·T base pairs in the minor groove via

hydrogen bonding interaction between the groove floor base

pairs and the amides and electrostatic stabilizing interactions

between the protonated amines under physiological pH and

negatively charged phosphate backbone as reported by NMR

and crystallographic studies [32-36]. These molecules were

shown as inhibitors of Werner and Bloom syndrome helicases

and dual topoisomerase I/II inhibitors [37,38].

In order to improve DNA binding affinity and sequence speci-

ficity with reduced side effects, a series of synthetic hybrid mol-

ecules derived from distamycin and netropsin was synthesized

and their biological activities were thoroughly studied both in

vitro and in vivo. One significant representative of this class is

tallimustine (FCE 24517, TAM), which is a benzoyl nitrogen

mustard derivative of distamycin characterized by an oligopep-

tidic pyrrolocarbamoyl framework ending with an amidino

moiety [39,40]. The benzoyl nitrogen mustard (BAM) to the

formyl end of the distamycin acts as an alkylating moiety

whereas the distamycin framework acts as a DNA binding

domain. Therefore, due to the installation of the alkylating

moiety, TAM has higher cytotoxic activity in comparison to

distamycin, and shows a broad spectrum of in vitro and in vivo

antitumor activities. Tallimustine retains the preference for A·T-

rich regions in the minor groove that alkylates N3 of adenine in

a highly sequence specific manner, thereby inhibiting the
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binding of transcription factors such as OTF-1 and NFE1 on

specific AT-rich sequences [41,42]. However, clinical develop-

ment of TAM was discontinued due to severe myelotoxicity.

With distamycin, netropsin and TAM as the lead compounds for

novel anticancer drugs, a plethora of oligopyrrole derivatives

were reported with the aim of increasing stability, greater DNA

binding affinity, sequence specificity, more cytotoxicity and

minimizing the unwanted physiological side effects [43]. It has

been observed that drugs with high degree of sequence specific

binding affinity and selective alkylation of DNA could inhibit

the binding of the regulatory proteins to DNA. Several

researchers have investigated the effect of adding alkylating

groups [44] such as traditional nitrogen mustards [45] to

α-halogenoacrylic [46] moieties by keeping the distamycin and

netropsin frameworks intact. Cinnamic mustard (PNU 157911)

and half-mustard (PNU 160666, Figure 3) derivatives of

distamycin show excellent antileukemic activity and are found

to be significantly less myelotoxic than TAM against murine

and human hematopoietic progenitor cells [43]. The positively

charged basic amidino side chain, responsible for electrostatic

interaction with negatively charged DNA phosphate backbone,

was also replaced by various amidine-like groups, such as

cyanoamidine, N-methylamidine, N,N-dimethylamidine, and

guanidino moieties either to increase the stability, cytotoxicity

and enhance solubility at physiological pH. Comparable cyto-

toxicity was observed in these cases suggesting a general be-

havior of these classes of molecules including the amidine mod-

ification. In addition, a novel class of cytotoxic MGBs com-

prising of α-bromo or chloroacrylamide moieties linked to

distamycin were identified. Among all different synthetic

analogs, brostacillin (PNU-166196, Figure 3) was found to be a

potent anticancer drug due to its improved cytotoxicity/myelo-

toxicity ratio [47,48]. Brostacillin acts as an effective DNA

alkylator only in presence of high levels of cellular thiols such

as glutathione [49]. Moreover, it was thirty-fold more active in

comparison to TAM in inducing apoptosis in A2780 human

ovarian carcinoma cells [43]. Khalaf et al. reported a new class

of neutral, non-cationic minor groove binders derived from

distamycin where the cationic tail group has been replaced by a

neutral, polar variant including cyanoguanidine, nitroalkene,

and trifluoroacetamide groups. These conjugates exhibit signifi-

cant antibacterial activity against Gram-positive bacterial strains

[50].

Several other distamycin analogs were synthesized by replacing

one or more pyrrole rings with other heterocycles such as pyra-

zoles [51], benzofurans [52], thiazoles, thiophenes, imidazole

and oxazoles [53] in order to establish a structure–activity rela-

tionship. It has been observed that the number and position of

pyrrole rings are crucial for antileukemic activity. The presence

of pyrrole rings close to the alkylating BAM moiety is responsi-

ble for better cytotoxic activity both in vitro and in vivo, where-

as a pyrazole ring in close proximity to BAM drastically

reduces the same as shown in the Figure 4 (2 > 1 > 3) [51].

Baraldi et al. designed and synthesized a series of novel com-

pounds comprising different benzoheterocyclic rings, bearing

a nitrogen mustard, a benzoyl nitrogen mustard or an

α-bromoacryloyl group as alkylating moieties, tethered to a

distamycin framework. Conjugate 4 (a 5-nitrogen mustard

N-methylindole derivative) was found to exhibit excellent

antileukemic activity with a very long survival time in compari-

son to tallimustine [52]. Khalaf et al. reported several hetero-

cyclic trimeric distamycin analogs with enhanced lipophilicity

[53]. These structural analogs comprise of branched N-alkyl-

and N-cycloalkylpyrroles to test the conformational flexibility

towards DNA binding. Hydrophobic N-terminal amides and

substituted thiazole replacing pyrrole were installed in order to

impart more lipophilicity.

All these compounds were shown to bind A·T-rich regions pref-

erentially. The compounds containing branched N-alkylpyrrole,

hydrophobic N-terminal amide, and especially C-isopropylthia-

zole (thiazotropsin A as shown in the Figure 4) showed signifi-

cant antimicrobial activity against MRSA and Candida albi-

cans strains. Thiazotropsin A has shown much higher affinity

than parent distamycin A (preferential selectivity towards G·C

sites) due to the presence of an isopropyl-substituted thiazole

ring, which makes the molecule more hydrophobic [54].

Recently, a small set of analogs of thiazotropsin was designed

and synthesized to study their solution-phase self-association

characteristics and DNA molecular-recognition properties [17].

The authors showed a measurable difference in solution-phase

self-assembly character with enhanced DNA association charac-

teristics by replacing the formamide head group in thia-

zotropsin A with nicotinamide as shown in the Figure 4 (conju-

gate 5). Suckling et al. further demonstrated another structural

analog of thiazotropsin conjugate 6, a heterocylic triamide con-

taining thiazole carboxylic acid, which showed significant ac-

tivity (MIC = 63 nM) against Trypanosoma brucei [55]. How-

ever, the authors reported other conjugates with two thiazoles

directly linked via an amide bond, which retained activity to a

lesser extent. Baraldi et al. designed and synthesized a novel

conjugate 7 by combining naturally occurring antitumor agent

distamycin A with the pyrrolo[2,1-c][1,4]benzodiazepine

moiety (PBD), related to the naturally occurring anthramycin

for investigating its antitumor activity [56]. Conjugate 7 demon-

strated much better activity compared to distamycin in vitro by

inhibiting cell growth of neoplastic cell lines and preferentially

binding to G·C-rich sequences in the minor groove. In similar

fashion, they further reported a series of novel hybrids by teth-

ering distamycin A with the antineoplastic agent uramustine via
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Figure 4: Synthetic structural analogs of distamycin A by replacing one or more pyrrole rings with other heterocycles or by tethering with known anti-
tumor agents.
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a flexible polymethylene chain of variable length (n = 1 to 6) in

order to test their DNA binding affinity and cytotoxicity [57].

It has been observed that hybrid conjugates 8, 9 and 10 with

longer linkers exhibit relatively higher cytotoxicity in compari-

son to both distamycin and uramustine. The distamycin frag-

ment directs binding to the A·T-rich sequences in the minor

groove, and higher flexibility due to the longer linker allows

optimal positioning of the mustard for DNA alkylation. In addi-

tion, longer linker imparts more lipophilicity, which in turn,

favors better transportation of these compounds into the cells.

Anthony et al. reported a series of short MGBs based on the

lead compounds distamycin and thiazotropsins with the installa-

tion of hydrophobic aromatic head groups, including quinolyl

and benzoyl derivatives, and alkenes as linkers in order to in-

vestigate their antimicrobial properties [58,59]. One of these

structural analogs, MGB-BP-3 (Figure 4), containing a stilbene

like fragment as head group and two N-methylpyrroles attached

to an aminoethylmorpholine as tail group, was found to be

extremely potent (MIC values in the range of 0.5–13 μg mL−1)

against several strains of S. aureus, both methicillin-sensitive

and resistant strains. High antimicrobial activity, shown by this

drug, was due to the presence of a hydrophobic head group with

a hydrogen-bonding substituent (3-quinolinyl nitrogen forming

a hydrogen bond with a guanine amino group at the base of the

minor groove) and a low pKa tail group. This drug was further

selected for the treatment of Gram-positive bacteria Clostridium

difficile infections and is currently in the phase II clinical trials.

Szerszenowicz et al. developed a new set of potential minor

groove binders derived from netropsin and bis-netropsin

analogs by replacing N-methylpyrrole rings with other hetero-

cyclic rings and their antiproliferative activity was tested on

MCF-7 breast cancer cells [60]. Suckling et al. recently de-

signed and synthesized a series of structurally diverse MGBs,

derived from distamycin, in order to test their lung cancer inhi-

bition activity against the melanoma cancer cell line B16-F10

[14]. Conjugate 11 was found to be extremely potent and exhib-

its 70-fold activity in comparison to the standard therapy, gem-

citabine. Thus, the conjugate 11 was chosen for further develop-

ment as an anti-lung cancer therapeutic. In the similar fashion,

the same group investigated the correlation between DNA

binding and antibacterial activity shown by these novel

distamycin alkene-containing analogs (MGB-BP-3, 12 and 13,

Figure 4). This has been attributed to strong self-association

(dimerization) in an antiparallel, head-to-tail orientation in

aqueous solution during complex formation with duplex DNA

oligomers verified via NOE experiments [61]. They further re-

ported several structurally diverse MGBs, derived from

distamycin, in order to probe their antifungal and antimycobac-

terial activity; several of these novel conjugates showed promis-

ing activity against the fungus C. neoformans (MIC80s ranging

from 0.25–4 μg/mL) and the mycobacterium M. tuberculosis

(MIC99s 3.1 μM) [62].

Since the last few decades, a plethora of synthetic structural

analogs of distamycin, netropsin and thiazotropsins were de-

veloped to test their DNA binding affinity, sequence specificity

and cytotoxicity, thereby eventually developing a general ap-

proach for the regulation of gene expression by DNA binding

small molecules. However, all these analogs do not possess the

ideal crescent shape required to wrap around the minor groove

of DNA, which limit their efficacy to recognize longer stretches

of DNA sequence. In order to achieve better sequence speci-

ficity, a series of oligomeric “hairpin (HP)” polyamides con-

taining pyrrole and imidazole ring systems (Py/Im) were de-

signed and synthesized by Dervan et al. and followed by other

groups. It was observed that pyrrole/imidazole polyamides were

able to bind side-by-side in the minor groove of DNA with high

affinity and in a sequence-specific manner. Crystal structure

studies confirmed the existence of a hydrogen bond between the

Im nitrogen and the exocyclic amine of guanine. Dervan et al.

have further developed rules for base pairing recognition of

minor groove binding polyamides where antiparallel side-by-

side pairings of pyrrole (py) and imidazole (Im) amino acids

successfully distinguish G·C from C·G base pairs, and both of

these from A·T/T·A base pairs as depicted in Figure 5 [63].

Again, a Py/Py pair specifies A·T from G·C but does not distin-

guish A·T from T·A. Thus, in order to break this degeneracy,

Dervan et al. successfully introduced another aromatic amino

acid, 3-hydroxypyrrole (Hp). With this subtle change by

replacing a single hydrogen atom with a hydroxy group,

hydroxypyrrole–imidazole–pyrrole polyamides form four ring

pairings (Im/Py, Py/Im, Hp/Py and Py/Hp) and are able to

distinguish all four Watson–Crick base pairs in the minor

groove of DNA [64-66]. These polyamides are a successful

class of synthetic DNA (minor groove) binders that can be de-

signed to bind chosen DNA sequences via directed H-bonds,

shape complementarity, and can compete with specific

protein–DNA binding interactions in the minor or major

grooves [67,68].

A variety of sequence-specific Py/Im polyamides were de-

signed and synthesized in order to interfere with transcription

factor binding and to regulate gene expression, both in vitro and

in vivo. These polyamides are shown to bind DNA with compa-

rable and/or even higher affinities than those of natural DNA-

binding transcription factors. Dickinson et al. designed novel

polyamides, which were able to bind adjacent to the recogni-

tion sites of a broad-range of transcription factors TBP, Ets-1,

LEF-1 and NF-κB [69], thereby inhibiting binding of these tran-

scription factors to DNA and ternary complex formation [70].

Dervan et al. has further introduced a novel Py/Im polyamide



Beilstein J. Org. Chem. 2018, 14, 1051–1086.

1059

Figure 5: Pictorial representation of the binding model of pyrrole–imidazole (Py/Im) polyamides based on the base pairing recognition rule in the
minor groove.

14 (Figure 6) that was able to bind preferentially the sequences

5′-WGGWWW-3′ and 5′ GGGWWW-3′ in the Nuclear factor

κB sites, thereby reducing the expression of various NF-κB-

driven genes including IL6 and IL8 [71]. Another structural

analog of conjugate 11, conjugate 15 was developed to interro-

gate its effect on the activity of RNA polymerase II [72].

Lenzmeier et al. provided strong evidence for inhibition of Tax

protein–DNA minor groove interaction via synthetic Py/Im

polyamides, which is believed to be essential for treating and/or

preventing HTLV-I-associated diseases [73]. Gottesfeld et al.

synthesized a series of Py/Im HP-polyamide–DNA alkylator

(chlorambucil) (HP-Chl) conjugates in order to bind and alky-

late within the HIV-1 promoter region, thereby blocking HIV-1

replication and screened them against human colon carcinoma

cell lines [74,75]. It has been observed that conjugate 16

showed significant changes in cellular morphology and causes

cells to arrest in the G2/M stage of the cell cycle. The authors

further confirmed via microarray analysis that the histone H4c

gene is significantly downregulated by the conjugate 16 which

was assumed to be bound to and alkylate a site in the H4c

promoter in treated cells, thereby inhibiting tumor growth in

mice. Chenoweth and Dervan showed DNA structural distor-

tion induced by an 8-ring cyclic Py/Im polyamide (conjugate

17) bound to the central 6 bp of the sequence d(5'-CCAGGC-

CTGG-3')2 by using a high resolution X-ray crystal structure as

shown in Figure 7a [76]. This allosteric perturbation of the

DNA helix by small molecules through binding at distinct loca-

tions on promoter DNA provides a clear understanding of how

transcription factor activity could be disrupted and gene expres-

sions could also be regulated. In order to target the inverted

CCAAT box (ICB) of the human multidrug resistance 1 gene

(MDR1) promoter and to distinguish between different

promoter ICB sites, several ICB-containing DNA hairpin

polyamides were designed with different flanking base pairs. It

was confirmed via thermal-denaturation studies and DNase

I-footprinting assays that one of these conjugates containing a

3-methylpicolinate moiety (ZT65B, compound 18) binds in the

minor groove and effectively targeted ICBa and ICBb, similar

to the 3'-ICB site of MDR1 (TGGCT) [77].

Lai et al. synthesized the novel hairpin Py/Im polyamide conju-

gate 19 and a mismatch conjugate in order to target -545 to -539

base pairs of human transforming growth factor-beta1 (hTGF-

beta1) promoter and diminish the gene and protein expression
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Figure 6: Chemical structures of synthetic “hairpin” pyrrole–imidazole (Py/Im) conjugates.

Figure 7: (a) Minor groove complex formation between DNA duplex and 8-ring cyclic Py/Im polyamide (conjugate 17, PDB ID# 3I5L) [76];
(b) Complex between DNA duplex and Hoechst 33258 (PDB ID# 8BNA) [82]; (c) Crystal complex between DNA duplex and pentamidine
(PDB ID# 3EY0) [83].
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[78]. The authors went on to confirm that conjugate 19 binds its

corresponding target sequence whereas the mismatch conjugate

fails to recognize the sequence by using a gel mobility shift

assay. Additionally, conjugate 19 drastically inhibited the

promoter activity of hTGF-beta1 as well as gene and protein

expression as determined via in vitro transcription experiments

and luciferase assay. This research paved the way for a novel

gene therapy for the treatment of TGF-beta-related diseases.

Several researchers have installed a flexible β-alanine fragment

on Py/Im HP polyamides for better recognition of DNA by

reducing molecular rigidity. However, in order to get a better

understanding of how β-substitution diversely affects the

HP–DNA binding affinity, selectivity, and especially kinetics,

Wilson and co-workers conducted a thorough study by synthe-

sizing eight heterocyclic HP polyamides having single and

double β-substituted derivatives with their cognate and mutant

sequences [79]; two of the representative conjugates 20 and 21

are shown in the Figure 6. In conclusion, the authors reported

that β-substituted polyamides weakens the binding affinity of

these conjugates with cognate DNA and drastically influence

the binding kinetics such as association and dissociation

rates in a position- and number-dependent manner. The

authors, in addition, replaced the monocationic Dp group

[3-(dimethylamino)propylamine] in conjugate 20 with a dica-

tionic Ta group (3,3'-diamino-N-methyldipropylamine) in

conjugate 21 to minimize the frequently observed polyamide

aggregation. This subtle modification retains the polyamide-

DNA binding mode and affinity by reducing aggregation and

also helps to conduct a detailed thermodynamic study for the

8-ring HP polyamides for the very first time. Recently, Hartley

et al. designed and synthesized a hybrid fluorescent HP

polyamide conjugate 22 (Figure 6) by attaching the A·T recog-

nizing fluorophore, p-anisylbenzimidazolecarboxamido (Hx) in

order to target the inverted CCAAT box 2 (ICB2) of the topo-

isomerase IIα (topo IIα) promoter and to monitor the cellar

uptake of the conjugate [80,81]. Gratifyingly, conjugate 22

targets the 5'-TACGAT-3' sequence of the 5' flank of ICB2 with

high affinity and sequence specificity, thereby disrupting the

NF-Y-ICB2 interaction. In addition, cellular uptake and nuclear

localization of conjugate 22 could be easily monitored as a

result of its inherent fluorescence property.

Despite myriad important biological roles of hairpin and cyclic

Py/Im polyamides in regulating natural gene expression via se-

quence-specific DNA binding, the lack of viable strategies for

facile synthesis of library of structural variants of these classes

of conjugates remains a huge challenge for the researchers. In

order to resolve this issue, Dervan et al. recently published a

modular microwave-assisted Fmoc-based solid phase synthetic

approach for the syntheses of cyclic Py/Im polyamides [84].

This group previously optimized and reported a machine-

assisted Fmoc solid phase synthesis of simpler polyamides to

afford high step-wise coupling yield [85]. A seven-member

library of cyclic polyamides targeting androgen response ele-

ment (ARE) and the estrogen response element (ERE) was syn-

thesized in 12–17% overall yield. Selective modifications could

also be done on the GABA turn units, which showed improved

cellular uptake properties.

Sugiyama et al. designed and synthesized a series of telomere-

targeting synthetically challenging tandem hairpin Py/Im

polyamides which could recognize >10 base pairs with flexible

linker conjugated with a fluorescent dye (either Texas Red (TR)

or Cyanine 3 (Cy3)) using a Fmoc-based solid phase synthetic

approach; two of the representative conjugates 23 and 24 are

shown in the Figure 8 [86,87]. The authors investigated the

binding affinity and sequence specificity of these conjugates for

the human telomeric repeat TTAGGG in mouse MC12 and

human HeLa cells. In mouse and human cells, TR-conjugated

polyamides 23 and 24 successfully targeted to the correspond-

ing telomeres and highlighted the telomere foci clearly because

of their fluorescent nature. Later on, the authors successfully

designed tandem tetramer Py–Im polyamides with 4 hairpins

and 3 hinges targeting 24 bp of the human telomere sequences

[88]. Thus, the authors set the new record for the longest

binding site of synthetic, non-nucleic-acid-based, sequence-spe-

cific DNA-binding molecules. These conjugates could bind to

four telomeric repeats with nanomolar dissociation constants,

confirmed via SPR analysis. In the similar fashion, Nozeret et

al. reported a series of nine fluorescent hairpin polyamides by

attaching cyanine and fluorescein dyes to target mouse major

satellite DNA using thermal denaturation, gel-shift electropho-

resis, circular dichroism and fluorescence spectroscopy [89,90].

Some of these fluorescent probes were found to detect target se-

quences in mouse living cell lines and the nuclear substructures

formed by repeated DNA sequences in living cells were nicely

visualized. Choice of fluorophores attached to the N-terminus

of the polyamides remains extremely crucial, as they seem to

affect DNA minor groove binding significantly. In order to

design a novel DNA cleaving agent, a bis(guanidinium)alcohol

tethered with Dervan hairpin polyamide was synthesized. The

resulting conjugate 25 binds A·T-rich DNA duplexes with

comparable affinity to that of the parent polyamide and breaks

one strand of double-stranded plasmid DNA by interacting with

anionic phosphodiesters in a fast transphosphorylation step as

contact ion pairs at micromolar to high nanomolar concentra-

tion range [91]. Richert et al. designed a novel set of three-

pronged probes (TPPs) comprising of cap, β-alanines and

oligopyrrolamides in order to bind A·T-rich target strands from

three sides (Watson–Crick face, terminus, and minor groove)

resulting in exceptionally stable duplexes (ΔTm = +44.8 °C) and

high selectivity [92].
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Figure 8: Telomere-targeting tandem hairpin Py/Im polyamides 23 and 24 capable of recognizing >10 base pairs; 25: a novel DNA-cleaving agent
comprising of bis(guanidinium)alcohol tethered with Dervan hairpin polyamide; three-pronged probes (TPPs) to target A·T-rich sequences selectively.

Six novel 4-aminoantipyrine derived Schiff bases and their

metal complexes with Cu(II), Ni(II), Zn(II) ions (conjugates

26–31) were synthesized and characterized and binding of these

complexes with ct-DNA were analyzed by electronic absorp-

tion spectroscopy, viscosity measurement, cyclic voltammetry

and molecular modeling (Figure 9) [93]. Docking results con-

firmed that these complexes have the ability to interact with the

minor groove of the ct-DNA. In addition, the authors con-

firmed that in presence of ascorbic acid, these complexes could

facilitate DNA cleavage. Moreover, these complexes showed

improved biocidal activity than the free ligands against various

bacterial strains such as Staphylococcus aureus, Pseudomonas

aeruginosa, Escherichia coli, Staphylococcus epidermidis, and

Klebsiella pneumonia. Nair et al. synthesized and characterized

three mononuclear copper(II) complexes, [Cu(tpy)Cl2],

[Cu(tpy)(NO3)2(H2O)] and [Cu(Ptpy)Cl2]·H2O·HCl and investi-

gated their cytotoxicity and primary mode of DNA binding

mechanism [94]. Molecular modeling as well as DNA cleavage

studies have revealed that the first two complexes are DNA

minor groove binders, whereas the third complex prefers an

intercalative mode of binding to DNA. All these complexes

show nuclease activity in the presence of hydrogen peroxide

and induce apoptosis to human A549 lung adenocarcinoma

cells. A series of novel glyco-oligoamides (Figure 9) has been

designed and synthesized in order to investigate the molecular

basis of carbohydrate–minor groove DNA interactions by

Vicent et al. [95].

NMR spectroscopy and molecular modeling studies further con-

firmed the existence of directional intramolecular hydrogen

bonds and CH–π interactions, which results in stabilizing these

conjugates in the minor groove by marinating a stable hairpin

structure [96]. The authors tethered various monosaccharides

such as β-xylose, α-xylose, β-galactose, β-glucose and β-L-

fucose to a minor groove binding residue, Py-γ-Py-Ind, struc-

turally analogous to distamycin and netropsin. A new set of

novel anthraquinone–chalcone hybrids were synthesized using

Claisen–Schmidt reaction in order to test their anticancer poten-

tial against human cancer cell lines and DNA binding affinity

and specificity. It has been observed that three conjugates

32–34 exhibited significant cytotoxicity against LS174 and

HeLa cancer cell lines by interacting non-covalently with the

minor groove of the double helical ct-DNA [97]. Barker et al.

have designed a series of novel di- and triaryl benzamide MGBs

differing in the polar side chain, bonding and substitution

patterns and functionalization of benzylic substituents and eval-
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Figure 9: Representative examples of recently developed DNA minor groove binders.

uated their antiproliferative activity as well as their DNA

binding affinity [98]. It has been confirmed that the most active

conjugates are unsymmetrical triaryl benzamides 35 and 36

comprising of a bulky and alkylating chlorobenzylic substituent,

respectively, and a polar amino side chain. Conjugate 35 with a

bulky OTBDMS benzylic substituent was found to be the most

active agent with (IC50 5.0 μM) followed by conjugate 36 with

a chloro substituent (IC50 9.9 μM). Drozdowska et al. reported a

series of distamycin analogues 37–41 (Figure 9) as potential

minor groove binders and their minor groove DNA binding

affinity as well as antiproliferative effects on human MCF-7

breast cancer cells were evaluated [99]. These conjugates bind

within the minor groove of B-DNA. They inhibited catalytic

action of endonucleases in A·A, A·T, T·T and A·G restriction

sites but failed to block G·C-rich sequences. In addition, they

act as potent topoisomerase II inhibitor at the concentration

10 μM and show antiproliferative and cytotoxic activities in

breast cancer cell line in the range of 81.70 μM and 200.00 μM.
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Conjugate 41 with a 6-aminophenyl moiety appeared to be the

most effective among others. Suckling et al. designed a set of

31 Strathclyde minor groove binders (S-MGBs), derived from

distamycin, by varying the head groups (amidine, amide, or

alkene), heterocyclic building blocks and their alkyl substitu-

ents and the basicity of the C-terminal tail group in order to in-

vestigate their antimalarial activity against a chloroquine sensi-

tive (3D7) and resistant (Dd2) strain of Plasmodium falciparum

[100]. Conjugates with an alkene link between the two N-termi-

nal building blocks and a C-alkylthiazole moiety appeared to

the most active among others with IC50 values in the range of

30–500 nM. The same group further demonstrated that the head

group plays a crucial role in determining the activity against

Trypanosoma brucei with another set of novel S-MGBs, struc-

turally analogous to distamycin [101]. Coumarins are a group of

phenolic compounds with excellent cytotoxic and antiviral

properties. Again, dihydrofuranocoumarins are another class of

coumarins possessing anticancer activities. Recently, Ahmadi et

al. identified several dihydrofuranocoumarins, especially

grandivittin (GRA), from Ferulago macrocarpa (Fenzl) Boiss.,

and their mechanism of minor groove DNA binding and anti-

bacterial, cytotoxic and antioxidant activities were evaluated

[102]. A molecular docking study has revealed that GRA inter-

acts with ct-DNAs via hydrogen bonding interactions between

the oxygen atoms of GRA and adenine bases of DNA and van

der Waals interactions. Moreover, GRA significantly reduces

the polymerization activity of DNA polymerase as a result of

binding to minor groove DNA. Samanta et al. investigated a

thorough structure–activity correlation between mahanine, an

anticancer carbazole alkaloid, and its chemically modified

analogs to test the role of various functional groups on its anti-

proliferative activity against 19 cancer cell lines [103]. It has

been shown that the C-7 hydroxy and the 9-NH group showed

significant contribution towards its DNA minor groove binding

ability via strong association with the phosphate backbone. In

addition, the presence of these functional groups could enhance

antiproliferative activity of cancer cells towards apoptosis

through the mitochondrial pathway. Mitrasinovic has reported

sequence-dependent binding of various structurally different

flavonoids (quercetin (QUE) and flavopiridol (FLP)), a family

of prospective anticancer agents, to duplex DNAs [104]. The

five hydroxy groups in QUE involve in the intramolecular

hydrogen bonding which is attributed to its planar orientation

whereas the chlorophenyl moiety, the heterocyclic fragment

with the C5 and C7 hydroxy groups and C8 piperidinyl substitu-

ent in FLP favor non-planar binding geometry. The author ex-

amined their sequence-specific binding affinity using sophisti-

cated molecular dynamics approach with eight different

nucleotides having variety of sequences. It has been observed

that QUE appears to be a minor groove binder, whereas FLP

involves in combined mode of interaction such as minor groove

binding and intercalation. A set of betulinic acid analogs were

synthesized by using azide–alkyne click reaction and their anti-

cancer activities against different cancer cell lines and normal

human PBMC cell line were evaluated by MTT assay. Conju-

gate 42 was found to be extremely potent against HT-29 cell

line with an IC50 value of 14.9 μM and its cytotoxicity was at-

tributed to DNA minor groove binding ability [105]. Recently,

Schmuck et al. have developed a first prototype of cationic

oligopeptide-based molecular beacon (conjugate 43) coupled

with a FRET pair, a naphthalene donor and a dansyl acceptor,

for ratiometric detection of ds-DNA by fluorescence microsco-

py with preference for A·T-rich sequences [106]. Two positive-

ly charged lysine residues are expected to interact with ds-DNA

electrostatically. Upon binding to the minor groove of ds-DNA,

the conformation of conjugate 43 was changed from an extend-

ed to a folded form, thereby changing the efficiency of the

FRET process between the two fluorophores and exhibiting a

significant red shift in the emission spectrum. Moreover, the

conjugate 43 could be used as an attractive tool for imaging of

nuclear DNA in the cells due to its low cytotoxicity. A series of

water-soluble peptidocalix[4]arenes with arginine-rich short

narrow groove binding residues on the lower rim of the

calix[4]arene scaffold were reported by Soltani et al. in order to

study the binding between well-matched and mismatched DNA

duplexes [107]. Fluorescent titrations, ethidium bromide (EB)

displacement assays, DNA-melting experiments, and circular

dichroism (CD) analysis revealed these conjugates are high

affinity sequence specific DNA groove binders and could suc-

cessfully recognize a C·C mismatch in a DNA duplex. Recently,

the binding mechanism of the anticancer drug cytarabine with

calf thymus DNA (ct-DNA) was investigated in vitro by

Shahabadi et al. by multispectroscopic techniques and molecu-

lar modeling study [108]. It has been shown that cytarabine acts

in a groove-binding mode, which was confirmed by fluores-

cence experimental results of Hoechst 33258 displacement by

the drug. Hydrophobic interactions play a crucial role in its

binding to DNA groove. Similarly, the same group recently re-

ported a macrocyclic copper(II) complex, ([CuL(ClO4)2] where

L is 1,3,6,10,12,15-hexaazatricyclo[13.3.1.16,10]eicosane) and

studied its interaction with calf thymus DNA (ct-DNA). It was

confirmed that the Cu(II) complex could displace the ct-DNA-

bound Hoechst33258 suggesting it binds to the minor groove of

ct-DNA via groove binding mechanism [109]. Suckling et al.

have recently reported four nitro­pyrrole-based compounds

(conjugates 44–47, Figure 9) as building blocks for the synthe-

sis of novel minor groove binders [110]. Crystal structure data

revealed that nitro groups and ester moieties in conjugates 44

and 45 are coplanar with the pyrrole ring, whereas the iso-

propyl fragment in conjugate 46 lies out of the pyrrole plane.

Coplanarity extends to the second pyrrole ring in case of conju-

gate 47 and all these conjugates form layer-like structures
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Figure 10: Chemical structures of bisbenzamidazoles Hoechst 33258 and 33342 and their synthetic structural analogs by varying substitutions and
linkers.

during crystal formation via multiple hydrogen bonding interac-

tions. This structural information indeed helps to design novel

MGBs with much better binding affinity and specificity. A new

family of conjugates between a Zn(II)-tach complex and

(indole)2 or benzofuran–indole amide minor groove binders

connected through alkyl or ethoxyethyl linkers were developed

by Tecilla et al. [111]. The authors confirmed that these conju-

gates with tach units, either free or Zn(II)-complexed forms,

bind strongly to the minor groove through electrostatic interac-

tions with the phosphate backbone and the binding

affinity strongly depends upon the nature and length of the

linkers.

2.2. Bisbenzimidazoles
Bisbenzimidazoles are one of most extensively studied DNA

minor groove binding compounds; Hoechst 33258 and 33342

are representatives of this class of compounds as shown in

Figure 10. Minor groove complex formation between DNA

duplex and Hoechst 33258 is shown in Figure 7b [82]. X-ray

crystallographic and NMR studies confirmed that Hoechst
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33258 binds to the A·T-rich sequences in minor groove with the

planar benzimidazole groups are oriented parallel to the direc-

tion of the groove. Hoechst 33258 primarily acts as human

topoisomerase I poison [112] and initially showed cytotoxicity

against L1210 murine leukemia; however, after passing human

phase I clinical trials for pancreatic cancer, it failed to produce

any effective result in phase II trials [113]. However, due to its

high binding affinity to B-DNA duplexes, several groups have

designed various structural analogs of Hoechst 33258 in order

to achieve a better sequence-specific DNA binder with reduced

toxicity [114]. Yang et al. reported a series of novel symmetri-

cal bisbenzimidazoles as DNA minor groove binders. A molec-

ular modeling study confirmed that conjugate 48 could dock

into the minor groove of DNA. These conjugates exhibited

cytotoxic activities on SKOV-3, HeLa, and BGC-823 cell lines

in vitro in the single-digit micromolar range [115]. Another set

of bisbenzimidazoles was synthesized by varying substitutions

on the phenyl ring where the two benzimidazoles were linked

via an oxygen atom. Most of these conjugates showed signifi-

cant antitumor activity in vitro compared to Hoechst 33258.

Amongst them, conjugate 49 (Figure 10) was found to be most

potent with IC50 values of 0.56 μM for HL60 (Human promye-

locytic leukemia cells) tumor cell line and 0.58 μM for U937

(Human leukemic monocyte lymphoma cells) tumor cell line

with reduced toxicity in comparison to paclitaxel and 5-FU

[116]. Ivanov et al. reported two different sets of strong minor

groove binders, derived from well-known DNA minor groove

binder Hoechst 33258. These conjugates are fluorescent dimeric

bisbenzimidazoles [(DB)n and (DBP)n] tethered by oligometh-

ylene linkers of varied lengths with or without a central 1,4-

piperazine residue [117]. The low solubility of (DB)n in

aqueous solution due to aggregation has forced the authors to

introduce a 1,4-piperazine residue in the oligomethylene linkers

(DBP)n, making them tetracations instead of dications for (DB)n

at neutral pH. By the virtue of their higher solubility in aqueous

media, (DBP)n could easily penetrate cell and nuclear mem-

branes of living cells and inhibit in vitro eukaryotic DNA topo-

isomerase I and prokaryotic DNA methyltransferase (MTase) at

micromolar concentrations. Rangappa et al. recently reported

the synthesis of a series of novel bisbenzimidazole derivatives

and evaluated their antiproliferative and antiangiogenic activity

properties. Conjugates 50 and 51 were found to be not only po-

tent antiproliferative agent against HeLa, HCT116 and A549

cells, but also did not exhibit cytotoxicity towards non-diseased

(Vero) cells [118]. In addition, the authors tested the efficacy of

these two lead conjugates 50 and 51 against Ehrlich ascites

tumor (EAT) bearing mice for its antitumor and antiangiogenic

properties and concluded that these conjugates drastically

reduced the cell viability, body weight, ascites volume and

downregulated the formation of neovasculature and production

of Vascular Endothelial Growth Factor (VEGF).

They further reported another novel benzimidazole derivative

conjugate 52 which could inhibit topoisomerase II activity and

in vitro transcription by binding to the DNA minor groove

[119]. Conjugate 52 could successfully exhibit cytotoxicity in

leukemic cells by inducing apoptosis. Amirbekyan et al. re-

ported a novel groove binding anchoring strategy for DNA-

based asymmetric catalysis by synthesizing various structural

analogs of Hoechst 33258. It has been observed that amine

analogs (conjugate 53 and 54) showed higher affinity towards

ct-DNA and poly[d(A·T)2] in comparison to alkyne analogs

with reduced flexibility and one less charged nitrogen atom,

thereby reducing strength of electrostatic interactions between

the ligands with DNA phosphate backbone [120]. Wilson et al.

rationally designed benzimidazole derivatives by keeping pre-

organized N-methylbenzimidazole (N-MeBI)-thiophene as

central fragment (conjugates 55 and 56, Figure 10) in order to

selectively bind mixed G·C and A·T sequences of DNA. They

hypothesized that thiophene (positive electrostatic potential)

and the electron-donor nitrogen of N-MeBI should pre-orga-

nize the conformation for accepting hydrogen bond from

G-NH2, which was validated by replacing the thiophene moiety

with other heterocycles, resulting in lowering the binding

affinity and specificity [121]. Arya et al. reported a series of

Hoechst 33258 based mono- and bisbenzimidazole derivatives

and their E. coli DNA topoisomerase I inhibition, binding to

B-DNA duplex, and antibacterial activity has been evaluated

[122]. It has been observed that the conjugates with alkynyl side

chains show excellent E. coli DNA topoisomerase I inhibition

properties with IC50 values of <5.0 μM, which was attributed to

critical interactions between the inhibitor side chain and amino

acids of the active site of DNA topoisomerase I, as suggested by

the modeling study. In general, bisbenzimidazole derivatives

(conjugate 57) exhibit much better antibacterial activity than

mono-benzimidazoles for Gram-positive strains. More impor-

tantly, the linker lengths and composition have dramatic influ-

ence on DNA binding and cell uptake, suggesting that the roles

of the linkers should be carefully investigated when combining

fragments in drug discovery applications [123]. Recently,

Picconi et al. reported a series of nontoxic triaryl benz-

imidazole conjugates derived from existing classes of MGBs, to

probe their antibacterial activity against multidrug resistant

(MDR) Gram-positive and Gram-negative species; conjugates

58–60 (Figure 10) showed excellent antibacterial activity with

MICs ranging from 0.5–4 μg/mL for Gram-positive strains and

MICs ranging from 16–32 μg/mL for Gram-negative strains

[124]. However, molecular modeling revealed that these conju-

gates could not bind into the minor groove due to change in

their conformation, thereby showing negligible DNA binding.

Thus, their antibacterial activity is not attributed to DNA

binding affinity due to lack of DNA stabilization by these

conjugates.
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Figure 11: Chemical structures of bisamidines such as diminazene, DAPI, pentamidine and their synthetic structural analogs by varying substitutions,
linkers and introducing heterocycles.

2.3. Bisamidines
One of the oldest known clinically relevant small molecule

MGBs with immense biological applications is the aryl bisami-

dine class related to diminazene, DAPI and pentamidine as

shown in Figure 11. Minor groove complex formation between

DNA duplex and pentamidine is shown in Figure 7c [83]. These

small molecules are known to bind A·T-rich sequences prefer-

entially. Moreno et al. reported a coiled-coil structure formed

by the complex of the DNA duplex with pentamidine. The

authors showed that the central part of the pentamidine binds to

the minor groove, whereas the charged terminal amidine groups

interact electrostatically with negatively charged phosphates,

thereby stabilizing the complex through the formation of cross-

links between neighboring duplexes [83]. However, due to

intrinsic toxicity, various structural analogs of pentamidine

were designed over the years by replacing the ether linkage with

bis-amide 61 [125], introducing heterocyclic rings such as furan

62 and 63 [126], thiophene 64 [127] and pyridine 65 (Figure 11)

[128].

These conjugates exhibit potent antibacterial and antiprotozoal

activity with much reduced toxicity. It was further concluded

that π-stacking, H-bonding with the floor of the minor groove

along with appropriate curvature helps them to bind with specif-

ic DNA sequence [129]. A series of arylimidamide analogues

were synthesized and their binding affinities towards DNA

minor groove was studied by Wilson et al. via fluorescence dis-

placement titration, circular dichroism, DNase I footprinting,

biosensor surface plasmon resonance, X-ray crystallography

and molecular modeling [130]. These experiments revealed that

these novel conjugates form 1:1 complexes with A·T sequences

in the DNA minor groove, and the binding strength depends

upon substituent size, charge and polarity. In addition, they

have also exhibited improved uptake properties in Leishmania
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Figure 12: Representative examples of recently developed bisamidine derivatives.

and Trypanosoma cruizi than existing heterocyclic diamidines.

With this success, this group further rationally designed several

other minor groove binders in order to achieve even better

specificity, which could bind to two A·T sites separated by G·C

base pairs. Molecular modeling and other biophysical studies

confirmed that the conjugate 67, pyridyl analog of conjugate 66,

could successfully recognize a single G·C base pair flanked by

A·T sequences via several van der Waals and hydrogen bond-

ing interactions [131]. Wilson et al. further designed a novel

dicationic diamidine (conjugate 68) to recognize a mixed base

pair site for the first time. It has been confirmed via ESIMS that

the conjugate 68 binds in the minor groove of ATGA se-

quences as a dimer with positive cooperativity [132]. Recently,

they reported a series of structural analogs of DAPI by

replacing the phenyl ring with substituted phenyl and hetero-

cyclic rings as shown in the Figure 11. Amongst them, conju-

gates 69–74 are found to bind in the minor groove with im-

proved affinity. Additionally, these conjugates exhibit superior

in vitro antitrypanosomal activity in comparison to DAPI itself

[133].

Rozas et al. designed and synthesized a new family of asym-

metric peptide-linked diaromatic dications with a linear core as

potent DNA minor groove binders (Figure 12) [134]. Various

biophysical experiments such as surface plasmon resonance and

circular dichroism revealed that due to the presence of a planar

amide linker between the phenyl rings, these newly synthesized

bis-cationic ligands (conjugates 75–77) showed a much im-

proved preferential minor groove binding ability towards A·T-

rich regions in comparison to other guanidinium-like deriva-

tives with curved cores. Dardonville reported a series of high

affinity DNA minor groove binders N-substituted bisimidazo-
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Figure 13: Chemical structures of chromomycin, mithramycin and their synthetic structural analogs 91 and 92.

line arylamides to test the effect of imidazoline ring N-substitu-

tion on preferentially binding at A·T sites over G·C sites [135].

The authors demonstrated N1 hydroxylation could enhance

DNA binding affinity and selectivity towards AATT sites over

(A·T)4 sequences (conjugates 78–80). Rozas et al. further re-

ported the syntheses of a new family of hydroxyguanidinium ar-

omatic derivatives as potential minor groove binders and cyto-

toxic agents; two of the representative structures 81 and 82 are

shown in the Figure 12. These conjugates showed antiprolifera-

tive effects in human promyelocytic HL-60, breast carcinoma

MCF-7, and neuro-blastoma cell lines, although no direct corre-

lation between their cytotoxicity and DNA binding affinity was

established yet [136]. With the initial success, they reported

DNA minor groove binding aminoalkyl derivatives of diaro-

matic guanidines 83 and 84, which exhibit significant antiproto-

zoal activity in vitro against P. falciparum and T. b. rhode-

siense strains [137]. Moreover, the authors further developed a

new family of dicationic bis-2-amino-1,4,5,6-tetrahydropyrim-

idines with more suitable size and lipophilicity to bind in the

minor groove than the previously reported conjugates [138].

Thermal denaturation experiments and DFT calculations

revealed that conjugates 85 and 86 appeared to be much better

binders than bis-guanidiniums, but weaker in comparison to bis-

2-aminoimidazolinium derivatives as reported earlier [139].

Recently, a series of novel amidine derivatives of 3,4-ethylene-

dioxythiophene with excellent antibacterial activities against

Gram-positive (including resistant MRSA, MRSE, VRE strains)

and Gram-negative bacterial strains has been reported [140].

The bisbenzimidazole derivatives (conjugate 87) exhibited the

widest spectrum of activities whereas bis-phenyl derivatives

were the most potent ones (conjugate 88). In addition, these

conjugates demonstrated excellent DNA binding ability

(ΔTm = 15.4 °C) through various electrostatic and hydrogen

bonding interactions. Bordello et al. designed two fluorescence-

labeled bisbenzamidine (BBA) derivatives (conjugates 89 and

90, Figure 12) tethered with the dye Oregon Green (OG) sepa-

rated via linkers of various lengths in order to develop highly

sensitive sequence-specific DNA binders [141]. Detailed photo-

physical analysis revealed that these conjugates enforce a sig-

nificant fluorescence enhancement upon binding to the minor

groove of ds-DNA with excellent sequence specificity and

reduced affinity constants in comparison to the parent BBA

without the dye. Recent work from the Poon and Wilson groups

has also shown how these designed amidines can be used to

target TF activity [142].

2.4. Aureolic acid group of anticancer drugs
The antineoplastic and antibiotic natural products mithramycin

(MTM) and chromomycin act as minor groove binder with the

preference for G·C-rich sequences and represent aureolic acid

group of anticancer drugs (Figure 13) [114]. Aich and Dasgupta

established two different types of mithramycin-Mg2+

complex formation by which MTM exhibits its cytotoxic

effect by interacting with DNA minor groove as a divalent

metal coordinated dimer, thereby regulating gene expression

[143].
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Figure 14: Chemical structures of well-known naturally occurring DNA binding intercalators.

Recently, mithramycin was identified as a selective inhibitor of

abnormal oncogenic transcription factor EWS–FLI1 in Ewing

sarcoma. Hou et al. designed two different mithramycin analogs

91 and 92 in order to probe the mechanism for MTM recogni-

tion of DNA to understand how MTM interferes with

EWS–FLI1 [144,145]. The authors reported crystal structures of

conjugates 91 and 92 bound to DNA sequence specifically and

also confirmed a ternary complex formation in the minor

groove between FLI1–DNA–MTM on a single GGAA FLI1/

MTM binding site. This research introduces a new approach to

selectively target EWS–FLI1 or other oncogenic transcription

factors to develop anticancer therapeutics.

3. Intercalators
Another mode of non-covalent reversible interaction between

DNA and small molecules is intercalation. In general, DNA

intercalators consist of planar aromatic or heteroaromatic

groups capable of stacking between the adjacent DNA base

pairs. These complexes are stabilized by π–π stacking interac-

tions, van der Waals forces, hydrophobic interactions and/or

charge transfer forces [29,146].

DNA intercalation induces local structural perturbations in the

DNA helix; mainly decrease in the helical twist, which results

in lengthening of the DNA [147]. These structural modifica-

tions lead to the interruption of DNA replication, transcription

and DNA repair processes by interfering with the function of

DNA-associated proteins such as polymerases, transcription

factors and topoisomerases [19]. Therefore, DNA intercalators

are often used as chemotherapeutic agents. Several DNA inter-

calating drugs have been identified over the years, which

include daunomycin (trade name Cerubidine), doxorubicin

(trade name Adriamycin), epirubicin (anthracycline family),

dactinomycin (trade name Cosmegen), ditercalinium,

bleomycin, elsamicin A, m-AMSA, mitoxantrone, acridines,

ethidium bromide and so on (Figure 14) [30,148-151]. Anthra-

cyclines are a class of antitumor antibiotics, isolated from Strep-

tomyces species, mostly used in various cancer chemotherapy

such as acute leukemia, Hodgkin’s and non-Hodgkin’s

lymphoma, breast and ovarian cancer, lung cancer, gastric

(stomach) cancer, testicular cancer, bladder cancer and soft

tissue sarcoma etc. In addition, they act as topoisomerase II in-

hibitors [152]. Daunomycin and doxorubicin both possess a
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Figure 15: Naturally occurring indolocarbazole rebeccamycin and its synthetic analogs.

planar ring, a fused cyclohexane ring system and an amino

sugar moiety. The ionic interaction between the protonated

amine group on the carbohydrate residue and the negatively

charged DNA phosphate backbone hold these drugs within the

DNA groove, thereby allowing the planar aromatic ring system

to intercalate within the G·C steps of the double helix

[153,154]. Epirubicin, another drug in the anthracycline family,

is the 4′-epimer of doxorubicin. It has been used as a chemo-

therapy treatment either alone or in combination with other

cytotoxic agents. Epirubicin is favored over doxorubicin due to

lesser side effects such as reduced myelosuppression and

cardiotoxicity. Similar to the other anthracycline drugs, it also

acts via intercalating into DNA strands, which eventually

inhibits DNA and RNA synthesis leading to cell death [155].

Dactinomycin, also known as actinomycin D, a member of the

polypeptide family, is known to inhibit DNA transcription by

blocking the chain elongation. This antibiotic has a clear prefer-

ence for G·C base pairs and interacts with the 2-amino group of

guanine. The pentapeptide moiety interacts with the DNA

minor groove by hydrogen bonding and hydrophobic interac-

tions, whereas the phenoxazone ring slides into the G·C base

pairs for intercalating. Another antitumor drug, ditercalinium,

used for treatment of cancer, is an example of non-covalent

DNA-binding ligand via bis-intercalation [156]. This drug is a

7H-pyridocarbazole dimer, which intercalates into two G·C

steps in the major groove. Moreover, the positively charged

bis(ethylpiperidinium) moiety interacts with the major grove via

charge interaction and induce DNA repair in eukaryotic or

prokaryotic cells [157-159]. These dual binding mechanisms

(intercalation and minor groove binding) help to form a steady

complex between these above mentioned small molecule drugs

and DNA duplex. Mitoxantrone is a tricyclic planar

anthraquinone derivative with two basic side chains which acts

as anticancer chemotherapeutic agent via inducing DNA

damage by breaking single and double strands. It is a type II

topoisomerase inhibitor [160]. With reduced cardiotoxicity and

functionally similar to doxorubicin, it disrupts DNA synthesis

and DNA repair via intercalating between the bases in DNA

duplex [161]. It has been observed that intercalating

anthraquinone chromophore in a pyrimidine (3′-5′) purine se-

quence remains perpendicular to the direction of inter-base

hydrogen bonds, whereas positively charged N-containing basic

side chains project outward from the drug [162]. It shows sig-

nificant activity against acute myeloid leukemia, advanced

breast cancer and non-Hodgkins lymphoma [163]. Recently,

Konda et al. demonstrated a binding mechanism of another anti-

cancer drug pixantrone to three different oligonucleotide se-

quences by using NMR and molecular modeling. The upfield

shift of pixantrone aromatic protons observed after preferential

binding to symmetric CpA dinucleotide sequences supported

the intercalative mode of the binding mechanism [164].

Indolocarbazoles represent a family of alkaloids containing

bisindoles, which are mostly used as anticancer drugs. The

natural antibiotic, rebeccamycin, isolated from Saccharothrix

aerocoloniegenes, is a representative of this class of molecules

as shown in Figure 15. This is a well-known DNA-binding

agent and acts as inhibitor of topoisomerase I. The glycoside

residue attached with the DNA intercalating domain plays a

major role in binding of the drug to the DNA double helix, sim-

ilar to daunomycin and doxorubicin. It was shown that by

replacing the glucose moiety with a 2’-aminoglucose residue,

DNA-binding affinity and sequence specificity of compound 93

was enhanced [165]. Another series of structural analogs were

synthesized in order to develop novel tumor-active rebecca-

mycin derivatives. DNA binding affinity of a cationic deriva-

tive 96 containing a N,N-diethylaminoethyl side chain and 95

bearing an aminoglycoside moiety were compared with an

uncharged analog 94. It was observed that the cytotoxic poten-

tial of cationic 95 and 96 was higher in comparison to
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Figure 16: Representative examples of naturally occurring and synthetic derivatives of DNA intercalating agents.

uncharged 94, which is mainly attributed to the enhanced DNA

binding affinity and sequence specificity. Installation of the

cationic moiety on either the indolocarbazole domain or on the

carbohydrate residue greatly reinforces the binding of these

drugs to DNA. These molecules preferentially recognize se-

quences GpT·ApC and TpG·CpA steps [166].

MLN944 (XR5944) is a novel bisphenazine derivative showing

excellent cytotoxic activity against various in vitro and in vivo

human and murine tumor models (Figure 16) [167,168]. Sappal

et al. suggested the primary mechanism of action of this drug

involves DNA major groove binding via bis-intercalation and is

not involved in the catalytic activity of topoisomerase I or II

[169]. When applied in combination with carboplatin or

doxorubicin in non-small-cell lung carcinoma [170], or in com-

bination with 5-fluorouracil and irinotecan in colon cancer cell

lines [171], MLN944 exhibited synergistic effect in vitro and in

vivo. Another DNA intercalating drug TAS-103 (BMS-

247615), novel quinolone derivative, is a dual inhibitor of topo-

isomerases I and II and shows potent cytotoxic effects in vitro

and in vivo against subcutaneously-implanted murine and

human tumors in vivo, as well as various lung-metastatic

murine tumors [172,173]. When this drug was applied with the

approved antitumor drug cis-platin, a synergistic effect was ob-

served which could be helpful for the treatment of small-cell

lung cancer.

Similar to TAS-103, DACA (N-[2-(dimethylamino)ethyl]acri-

dine-4-carboxamide) is another DNA intercalating anticancer

drug capable of inhibiting both topoisomerases I and II and cur-

rently in clinical trial phase II (Figure 16). It has been observed

that the acridine ring intercalates between the DNA base pairs

and the 4-carboxamide side chain assists in the major grove

binding with its protonated N,N-dimethylamino group forming

hydrogen-bonding interactions with guanine [174]. The prodigi-

nine family of bacterial alkaloids, isolated from Serratia

species, represents a varied set of heterocyclic red-pigmented

natural products with potent immunosuppressive, antimicrobial

and proapoptotic anticancer attributes. These 4-methoxypyrrolic

natural products are structurally characterized by the presence

of 4-methoxy-2,2'-bipyrrole skeleton [175]. They bind to DNA

in the intercalative fashion with the preference for A·T sites. It

was further confirmed that they intercalate from the minor

groove, as minor groove binding drug distamycin was able to
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displace them from the DNA double helix. Prodiginine act as a

dual topoisomerase I/II inhibitor and has been tested against

more than 60 cancer cell lines including breast, lung, stomach,

liver, spleen, colon, blood, and chronic myeloid leukemia with

an average inhibitory concentration of 2.1 μM [176]. Obatoclax

(GX15-070) is a synthetic derivative of natural prodiginines and

currently under phase I and phase II clinical trials for the treat-

ment of various types of cancer cell lines [177]. Combination

therapies with other chemotherapeutic agents are also currently

being tested with obatoclax. Due to their immense biological

activities, numerous chemical, chemoenzymatic and biosyn-

thetic strategies were reported to afford several structural

analogs of this class of natural products [178,179]. Recently,

Marchal et al. reported several structural analogs of natural

prodiginines and their complexes with tin, cobalt, boron, and

zinc salts with modifications at rings A and C and their antima-

larial activities were evaluated in vitro using the 3D7 Plas-

modium falciparum strain [18]. The authors went on to confirm

that the presence of the nitrogen atom in the A-ring is manda-

tory to show antimalarial activity whereas on the contrary, the

presence of an alkyl group at the β′-position of the C-ring is not

essential, in fact at times detrimental. Moreover, dibutyltin

complexes could also enhance the inhibitory effect in compari-

son to natural prodiginines, exhibiting IC50 values in the

nanomolar range. Cryptolepine, isolated from the roots of Cryp-

tolepis sanguinolenta, is an indoloquinoline alkaloid with anti-

bacterial, antiviral, and antimalarial properties [180]. Its mode

of binding to DNA was tested via absorption, fluorescence, cir-

cular and linear dichroism, as well as by a relaxation assay

using DNA topoisomerases [181]. It has been observed that this

alkaloid binds tightly to DNA and its primary mode of action is

intercalation. Cryptolepine has a clear preference for G·C-rich

sequences containing non-alternating G·C sites as demonstrated

via competition dialysis assays. Besides, the positively charged

nitrogen helps to maintain the stability of the DNA–ligand com-

plex via charge interaction. Moreover, it was confirmed that this

alkaloid is a potent topoisomerase II inhibitor and a promising

antitumor agent [182].

Dar et al. designed and reported a series of novel steroidal

imidazo[1',2'-a]pyridine derivatives (conjugates 97–99) via an

one-pot three-component tandem approach by reacting differ-

ent steroidal ketones, 2-aminopyridine and isocyanides and si-

multaneously investigated their DNA binding affinity and in

vitro cytotoxicity (Figure 17) [183]. UV–vis, fluorescence, gel

electrophoresis and molecular docking studies revealed that the

primary mode of binding of these conjugates with the minor

groove of the DNA is intercalation, although the van der Waals

and other types of electrostatic and hydrophobic interactions

could also play important roles. Significant antiproliferative ac-

tivity of these conjugates against different cancer cells were ob-

served from MTT assays. These steroidal imidazopyridines in-

duced an apoptosis in A549 cells resulting in cell cycle arrest at

low concentration, respectively, confirmed via western blotting

and FACS analysis. A series of novel benzo[k,l]xanthene

lignans were designed and synthesized by biomimetic,

Mn-mediated oxidative coupling of caffeic esters and amides by

Tringali et al. and their DNA binding mechanism was thor-

oughly studied via DF-STD NMR analysis and molecular

docking [184]. These experiments revealed their dual mode of

binding mechanism; the planar core intercalates between the

minor groove base pairs and the flexible protruding moieties act

as minor groove binders. Moreover, conjugates 100 and 101

comprising of lipophilic esters showed significant antiprolifera-

tive activity, even better than the anticancer drug 5-fluorouracil

(5-FU), against HCT-116 (colon, GI50 = 3.16 μM) and H226

(lung, GI50 = 4.33 μM) cell lines. Rozas and Wilson reported

syntheses, mode of DNA binding mechanism and sequence

specificity of a set of conformationally restricted symmetric and

asymmetric dicationic DNA binders comprising of 9,10-

dihydroanthracene (DHA) 102 and 9H-fluorene 103 cores; two

conjugates representing each class are shown in the Figure 17

[185]. SPR studies clearly indicated the affinity of these conju-

gates not only for A·T oligonucleotides, but also for G·C-rich

oligonucleotides. Again, they exhibited much stronger binding

to DNA in comparison to the flexible core conjugates. Conju-

gate 103 containing a fluorene core was found to bind A·T

oligonucleotides much stronger compared to DHA conjugate

102. CD and UV experiments revealed DHA analogs bind to

DNA via intercalation and fluorine analogs act as intercalator as

well as minor groove binder. Nakabayashi et al. reported three

cyclometalated ruthenium(II) complexes [Ru(bpy)2(C^N)]Cl

104–106 in order to study their ct-DNA binding affinity and

cytotoxicity against two tumor (L1210 and HeLa) and a non-

tumor (BALB/3T3 clone A31) cell lines [186]. Conjugates

104–106 primarily act as intercalators and/or minor groove

binders. Moreover, these conjugates exhibit favorable cytotox-

icity against L1210 and HeLa cell lines, much improved in

comparison to cis-platin and lower cytotoxicity toward BALB.

This research paves a new direction towards the discovery of

antitumor drugs. Recently, Rotaru et al. has developed a new

fluorescent anthracene-based pyridyl-indolizine derivative

(conjugate V) via “click” chemistry at the first position of the

indolizine core to test their DNA binding efficacy and potential

application towards anticancer treatment [187]. Agarose gel

electrophoresis, UV–vis and fluorescence experiments along

with molecular docking simulations has revealed that conjugate

108 (Figure 17) exhibits higher affinity for the DNA than its

precursor containing only a pyridyl-indolizinic skeleton (conju-

gate 107) owing to much lower values of binding energy

and dissociation constant of the corresponding U-DNA com-

plex.
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Figure 17: Several recent synthetic varieties of DNA intercalators.

4. Major groove binders
In general, biological macromolecules such as proteins interact

with the major groove of ds-DNA via hydrogen bond interac-

tions. In 2012, a detailed review on natural products DNA

major groove binders such as pluramycins, aflatoxins, azino-

mycins, leinamycins, aminosugars, neocarzinostatins was re-

ported, including their binding mechanisms and sequence speci-

ficity [188]. The authors clearly demonstrated how major

groove binding molecules could block access to various tran-

scription factors by binding to a specific DNA sequence. These

natural products primarily act as intercalators; however, some

of them interact covalently via alkylation of the nucleophilic

sites on DNA. In this section, we will focus on more recent

advances in the emergence of modified aminoglycosides (AGs)

as reversible major groove binders. AGs are electrostatically at-

tracted to the phosphodiester backbone of nucleic acids due to

their polycationic nature. Moreover, they can adapt various con-

formations due to their flexible ring composition in order to

bind within different DNA groove widths. However, B-form

duplex DNA has a much larger major groove and the non-aro-

matic nature of aminoglycosides limits their binding to the

DNA major groove due to the lack of shape-complementarity.

In this regard, chemical modifications on AGs will lead to the

design of novel DNA binding ligands with improved sequence

specificity.

It has been observed that neomycin exhibits a much better shape

complementarity with A-form DNA due to its narrower groove

in comparison to B-DNA. Arya et al. investigated if neomycin,

an effective A-form groove binder, could be inserted into the

major groove of B-DNA by tethering neomycin with the well-

known duplex selective groove binder Hoechst 33258. A

neomycin–Hoechst 33258 conjugate 109 showed significant

stabilization of DNA duplexes and destabilization of the DNA
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Figure 18: Aminoglycoside (neomycin)–Hoechst 33258/intercalator conjugates.

triplex which in turn, suggested that neomycin could be forced

into the major groove of a B-form DNA duplex (Figure 18)

[189].

Inspired by the earlier research, the triple recognition of B-DNA

by a novel neomycin–Hoechst 33258–pyrene conjugate 114

was investigated in order to probe the molecular forces that

dictate binding within the DNA grooves and base pairs by using

spectroscopic, calorimetric, and viscometric techniques [12].

Conjugate 114 was found to bind stronger to B-DNA in com-

parison to all three constituents such as neomycin, pyrene and

Hoechst 33258, thereby stabilizing DNA more efficiently. In

addition, fluorescence titrations confirmed that the conjugate

114 could specifically recognize a contiguous stretch of nine

A·T base pairs. The conjugate 114 was hypothesized to simulta-

neously recognize DNA via all three recognition motifs: major

groove, minor groove, and intercalation and this research indeed

paves the way for the development of multivalent DNA binding

molecules. Kumar et al. reported a dimeric neomycin–neomycin

conjugate 115 (Figure 18) with a flexible linker 2,20-(ethylene-

dioxy)bis(ethylamine) which could selectively bind to A·T-rich

DNA duplexes preferentially over G·C-rich sequences con-
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firmed via ITC, CD, FID, and UV thermal denaturation experi-

ments [190]. Moreover, dimeric conjugate 115 exhibits higher

affinity for the major groove of A-tract sequences over those

containing alternating A·T bases. In addition, conjugate 115

destabilizes poly(dA)·2poly(dT) triplex but stabilizes

poly(dA)·poly(dT) duplex, as opposed to neomycin monomer,

suggesting the major groove as the binding site.

4.1. Shape and nucleic acid selectivity (DNA vs.
RNA)
One of the major concerns in nucleic acid recognition will be

achieving selectivity: selectivity of one form of DNA over the

other forms/sequences/shapes and DNA versus RNA selec-

tivity. Previous work has shown that using designed molecules,

both types of selectivity can be achieved. Using a competition

dialysis assay, it was shown that neomycin is an A-form selec-

tive ligand over B-form structures irrespective of its constituent

type (DNA or RNA) [191,192]. In a striking contrast, thiourea

linked dimeric neomycin conjugates exhibited complete

reversal of target selectivity from A-form triplex DNA to

B-form duplex DNA structures [193]. Further investigations

using a series of thiourea l inked neomycin dimers

spaced by different linker sizes revealed high affinity

(Ka = 2.26 × 108 M−1) binding for B-DNA over other forms of

DNA. A FID based assay involving 512 DNA duplexes of dif-

ferent sequence compositions revealed that neomycin dimers

prefer to bind DNA duplex with the AT-tract [190]. The

neomycin dimer 115 (Figure 18) binds to short oligonucleo-

tides (12 mer) with 1:1 ligand to DNA duplex stoichiometry and

show a binding site size of 11–12 base pairs with the polymeric

DNA. A complete thermodynamic study of neomycin dimer

115 binding to a B-DNA sequence revealed that the first

binding event (the high affinity site) is entropically driven and

that the ionic strength dependence of the binding is highly de-

pendent on the electrolytic contribution [194]. The neomycin

dimers also displayed length dependent shape recognition of the

B-DNA [195].

Dimerization of neomycin units using more rigid linkers (tri-

azole linkers) than the thiourea linkers resulted in enhanced

binding and more selective recognition of a TAR-RNA confor-

mation over the DNA duplex structure [196,197]. The triazole

linked neomycin dimer 116 (Figure 19) displayed close to

nanomolar affinity (Ka = 1.39 × 108 M−1) and 1:1 binding stoi-

chiometry with a biologically relevant truncated model RNA se-

quence of TAR. In this case also, the binding was found to be

dependent on the linker length joining the two neomycin units

and the neomycin dimer conjugates thermally stabilized the

TAR RNA structure by up to 10 °C. The neomycin dimers

exhibited much improved cytopathic effects in MT-2 cells than

neomycin alone [196]. These results showed that subtle changes

in the linker composition bring profound differences in the

DNA versus RNA nucleic acid selectivity. The linker length

was found to have a significant and profound effect in the DNA

versus RNA selectivity of a series of neomycin–bisbenzimida-

zole conjugates. It was found that neomycin–bisbenzimidazole

conjugates 117–125 with short linkages (up to 11 atoms) stabi-

lized a 12mer duplex DNA d(CGCAAATTTGCG)2 better than

its RNA equivalent r(CGCAAAUUUGCG)2. However,

neomycin–bisbenzimidazole conjugates with long linkers

(15 atoms or higher) stabilized the RNA duplex sequence

r(CGCAAAUUUGCG)2 better than the DNA sequence

d(CGCAAATTTGCG)2 [198]. The unique selectivity of

neomycin–bisbenzimidazole conjugates with long linkers

towards RNA duplex was attributed to a linker dependent inter-

calation of the bisbenzimidazole unit into the RNA duplex,

which was maximum (74 °C) with the longest linker

(23 atoms). The dual binding of the conjugates allows both

neomycin and bisbenzimidazole units binding in a complemen-

tary way to impart thermal stabilization of the RNA duplex

[198]. The bisbenzimidazole units of the neomycin–bisbenzimi-

dazole conjugates were earlier reported to bind in the minor

groove of the DNA [199].

5. Alkylators
Covalent interaction between small molecules and DNA is

usually irreversible, which leads to inhibition of DNA func-

tions such as transcription or replication resulting in subsequent

cell death. The small molecules can change the overall confor-

mation by cross-linking to the DNA duplexes. However, their

low selectivity reflects in their high toxicity in normal cells.

Thus, in order to solve this issue, several researchers have de-

signed and developed various synthetic analogs of existing

drugs having much improved sequence specific DNA selec-

tivity with reduced side effects, which are discussed in the

following sections.

Alkylating agents are strong electrophilic compounds that react

chemically with nucleophilic moieties of DNA or proteins to

form covalent bonds by transferring an alkyl group to DNA.

Their cytotoxicity results from the alkylation of DNA bases that

can irreversibly inhibit essential DNA processes such as DNA

replication and/or transcription. Nitrogen mustards, derived

from sulfur mustards, including bendamustine, estramustine,

melphalan, chlormethin, chlorambucil, were the first alkylating

agents used for the treatment of leukemias and lymphomas.

Alkylation occurs via the formation of an aziridinium ion fol-

lowed by nucleophilic attack by the N7 of guanine [200]. The

other well-known alkylators include platinum derivatives (cis-

platin, carboplatin, oxaliplatine), oxazaphosphorines

(cyclophosphamide, ifosfamide, trofosfamide), ethylene imines

(mitomycin C, thiotepa, altretamine), nitrosoureas (MNU,
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Figure 19: Chemical structures of triazole linked neomycin dimers and neomycin–bisbenzimidazole conjugates.

MNNG, BCNU, CCNU, nimustine), triazenes and hydrazines

(dacarbazine temozolomide Procarbazine) [201], trabectidine

and so on [21].

In the last few decades, a plethora of natural products and their

synthetic analogs were tested for their antineoplastic effect

which includes (+)-CC-1065, duocarmycin SA, irofulven,

ML-970, seco-CBI-indole2 and so on (Figure 20). (+)-CC-1065

and duocarmycin SA are known antitumor drugs, isolated from

Streptomyces species, which primarily act as minor groove

alkylators by forming adenine N3 adducts in A·T-rich regions

via the electrophilic cyclopropylindol (CPI) subunit [202,203].

However, these natural products showed significantly reduced

antitumor activity mostly due to their low water solubility.

Baraldi et al. reported a series of hybrid conjugates by tethering

polypyrrole minor groove binders, derived from distamycin A

and two pyrazole analogues of the CPI unit of the potent anti-

tumor antibiotic (+)-CC-1065 in order to enhance potency,

specificity and water solubility of pyrazole CPI analogs [204].

Conjugate 126 (Figure 20) was found to be extremely cytotoxic

with IC50 values for the different tumor cell lines ranging from

7 to 71 nM.

Additionally, it exhibited the strongest DNA alkylation activity

via sequence-specific alkylation of the third adenine located in

the sequence 5′-ACAAAAATCG-3′ [204]. The high activity of

tripyrrole conjugate 126 than mono- and dipyrrole analogs

might result from its stronger binding with in the minor grooves

due to multiple hydrogen bonding and van der Waals forces.

However, higher toxicity of these natural products and their

synthetic analogs forced the researchers to develop less toxic

analogs. The newly identified indole-carboxamide ML-970



Beilstein J. Org. Chem. 2018, 14, 1051–1086.

1078

Figure 20: Representative examples of naturally occurring and synthetic analogs of DNA binding alkylating agents.

represents another synthetic derivative which binds the A·T-rich

DNA minor groove and alkylates DNA. In addition, it shows

potent cytotoxic activity, with an average GI50 of 34 nM with

much lower myelotoxicity in comparison to (+)-CC-1065 and

duocarmycins [205]. Another heterocyclic carbamate prodrug

of seco-CBI-indole2 was reported which represents a new

member of a class of hydrolyzable prodrugs of the duocarmycin

and CC-1065 family of natural products [206]. This prodrug is

activated by the hydrolysis of the carbamate residue, thereby

slowly releasing the active free form of the drug with no
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residual byproduct (CO2). Thus, its slow free drug release

allows the safe and efficacious administration of much higher

doses than the parent-alkylating agent. Tercel et al. recently de-

veloped two new sets of DNA monoalkylating agents 127, 128

(CBI–CBI dimer) and 129, 130 [CBI–pyrrolobenzodiazepine

(PBD) dimer], with phenol-CBI and amino-CBI residues and

their cytotoxicity against nine human tumor cell lines were

tested [207]. Interestingly, 128 and 130, amino-CBI analogs

found to be less cytotoxic (2- to 190-fold reduction in potency

depending on the particular compound and cell line) in compar-

ison to their phenol analogs 127 and 129 (Figure 20). Irofulven,

a semisynthetic derivative of the mushroom-derived compound

illudin S, is another extremely promising antitumor agent for

solid tumor cells. Its mechanism of action involves an activa-

tion step in which nucleophilic attack on the α,β-unsaturated

ketone by thiol or NADPH leads to opening of the cyclo-

propane ring, which results in alkylation of protein and DNA

[208].

Recently, Lin et al. reported another attractive versatile se-

quence-specific DNA alkylating agent (KR12, 131) by teth-

ering well-known minor groove binder Py–Im polyamides with

an alkylating agent such as seco-CBI (Figure 20) [209]. The

authors have identified KR12 binding sites in the human LS180

colorectal cancer genome and the reduction of KR12-bound

gene expressions was also observed. Another marine alkaloid

trabectedin (ET-743) comprising of three fused tetrahydroiso-

quinoline rings has been introduced into clinical trial for

the treatment of soft tissue sarcoma. Two of these sulfide-

linked substituted isoquinoline rings take part in minor groove

binding through covalent interaction with the third ring

protruding from DNA duplex allowing interactions with adja-

cent nuclear proteins [210]. ET-743 interferes with several tran-

scription factors and DNA binding proteins via preventing pro-

tein binding by distorting DNA structure. Two other synthetic

tetrahydroisoquinolone alkaloid derivatives have been de-

veloped. PM01183 (lurbinectedin) [211] and PM00104

(Zalypsis®) [212], which showed broad range of chemothera-

peutic activity against solid human tumor cell lines are current-

ly in phase II trials. They both act as DNA binding agents,

thereby causing inhibition of the cell cycle and transcription.

Varadarajan et al. has developed a strategy for overcoming the

deficiencies in current DNA-alkylating chemotherapy drugs by

designing a site-specific DNA-methylating agent that can target

cancer cells because of its selective uptake via glucose trans-

porters, which are overexpressed in most cancers. A glucos-

amine unit, which can facilitate uptake via glucose transporters,

was conjugated to one end of a bispyrrole triamide unit, which

is known to bind to the minor groove of DNA at A/T-rich

regions and led to increased activity against resistant glioblas-

toma cells [213].

6. Pyrrolobenzodiazepines (PBDs)
Pyrrolobenzodiazepines (PBDs) are a class of naturally occur-

ring sequence-selective DNA alkylating agents with antitumor

properties,  which include DC-81, tomaymycin, and

anthramycin, isolated from various actinomycetes (Figure 21).

The antitumor activity of these classes of molecules results

from the sequence selective covalent binding with the 2-amino

group of guanine bases in the minor groove of duplex DNA to

the electrophilic imine of the diazepine ring. Anthramycin, iso-

lated in the 1950s, is an active antitumor agent and exhibits

antineoplastic activity against various types of tumors includ-

ing Ehrlich solid carcinoma, sarcoma, epidermal carcinoma and

leukemia L1210 cells [214].

However, its high cardio toxicity limits clinical application. In

order to enhance their DNA binding affinity, several

C8-diether-linked DC-81 dimers such as DSB-120 (dimer of

DC-81) were synthesized [215,216]. Unfortunately, these

dimers did not exhibit expected in vivo antitumor activity prob-

ably due to the low bioavailability and excessive electrophilic-

ity at the N10–C11 imine moiety [217]. This led to develop

another PBD dimer (SJG-136) linked by a propane-1,3-diether,

which exhibited significant in vivo potential for leukemia treat-

ment. SJG-136 has recently passed phase II clinical trials in

patients with leukemia and ovarian cancer. Kamal et al. de-

signed a series of novel PBD dimers 132–135 comprising of

two DC-81 subunits tethered via piperazine side-armed-alkane

spacer [217]. These conjugates, especially conjugate 134, ex-

hibit much improved cytotoxicity than DSB-120 in nine differ-

ent human cancer cell lines. The author’s demonstrated installa-

tion of a piperazine ring in the middle of such an alkanedioxy

linker results in several hydrophobic interactions, which in turn,

enhances DNA binding ability, confirmed via DNA thermal

denaturation studies. A set of novel hybrid conjugates by teth-

ering PBD with polyamides, well-known DNA minor groove

binders, was designed by Thurston et al. in order to explore

structure/sequence selectivity relationships and target gene

promoter regions [218]. Conjugate 136 comprising of

N-methylpyrrole and a thiazole residue exhibits greater DNA

binding affinity as well as selectivity for inverted CCAAT se-

quences within the topoisomerase IIα promoter region.

Recently, Kamal et al. reported a set of C8-linked dithiocarba-

mate/piperazine bridged PBD conjugates and their cytotoxic

potential and DNA binding ability were evaluated [219]. Conju-

gate 137 has shown promising cytotoxicity against 33 cell lines

in nine cancer phenotypes with GI50 values of <0.99 μM. Ther-

mal denaturation (ΔTm) studies revealed that by the introduc-

tion of N-methylpiperazine dithiocarbamate with five-mem-

bered alkane spacer to the PBD core increased the DNA-

binding activity considerably in conjugate 138 (ΔTm = 10.9 °C,

Figure 21). Thurston et al. recently reported a thorough review
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Figure 21: Chemical structures of naturally occurring and synthetic analogs of pyrrolobenzodiazepines.

on the topic, covering the recent developments, SARs and bio-

logical applications of PBDs [16].

Conclusion
Regulation of DNA functions with the interference of small

molecule DNA binding agents is an established and ongoing

area of nucleic acid targeted drug discovery. The clinical

success, coupled with high cytotoxicity of DNA binding anti-

cancer agents such as doxorubicin and cis-platin over the past

four decades challenges us to design novel agents with reduced

toxicity and alternative mechanisms. As covered in this review,

new DNA binders are rapidly gaining a foothold in somewhat

less explored domains of their application as antibacterial, anti-

fungal and antiparasitic agents beyond their repertoire as

anticancer agents. Many of the known sequence specific

polyamides have been successfully developed as hairpins,

H-pins and hybrid conjugates for enhanced recognition of

contiguous DNA bases. The molecules covered in this review

show that they indeed are capable of disrupting DNA-transcrip-

tion factor interactions with high affinity highlighting their

emerging importance in chemical biology and potential thera-

peutics. Recent reports have also shown that end modification

of classical bisbenzimidazole (such as Hoechst 33258) based

minor groove binding agents leads to dramatic changes in DNA

binding, selectivity in bacterial versus human topoisomerase,

cellular internalization and cytotoxicity [123]. These findings

highlight the sensitivity of DNA sequence selective binders to

even modest changes in the chemical structure of the target

ligand.

An important aspect of hybrid drug design is the role of linker

length and composition on target selectivity and affinity. Opti-

mization of the linker length is an important aspect of fragment-

based drug design and appropriate linkage assessment is crucial

in optimizing the target binding and cellular uptake of nucleic

acid binding ligands. The discoveries summarized in this report
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reflect the enormous potential, challenges and expanding diver-

sity of DNA targeted drugs in addressing current therapeutic

challenges.
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Abstract
Their unique ability to selectively bind specific nucleic acid sequences makes oligonucleotides promising bioactive agents. Howev-

er, modifications of the nucleic acid structure are an essential prerequisite for their application in vivo or even in cellulo. The

oligoanionic backbone structure of oligonucleotides mainly hampers their ability to penetrate biological barriers such as cellular

membranes. Hence, particular attention has been given to structural modifications of oligonucleotides which reduce their overall

number of negative charges. One such approach is the site-specific replacement of the negatively charged phosphate diester linkage

with alternative structural motifs which are positively charged at physiological pH, thus resulting in zwitterionic or even oligo-

cationic backbone structures. This review provides a general overview of this concept and summarizes research on four according

artificial backbone linkages: aminoalkylated phosphoramidates (and related systems), guanidinium groups, S-methylthiourea

motifs, and nucleosyl amino acid (NAA)-derived modifications. The synthesis and properties of the corresponding oligonucleotide

analogues are described.
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Introduction
Oligonucleotides have the unique ability to bind endogenous

nucleic acids in a selective and sequence-specific manner. They

can therefore modulate biological functions via different mech-

anisms [1]. Single-stranded oligonucleotides (ONs) can act in

cellulo mainly via two different pathways (Figure 1). In the

antigene pathway [2], the ON enters the nucleus and binds to

double-stranded DNA to form a triple helix. The triple helix is

not a substrate for the transcription machinery, and hence, RNA

biosynthesis (and therefore protein formation) is blocked. In the

antisense pathway [3], the ON binds to single-stranded mRNA

in the cytoplasm, thus furnishing a duplex structure (usually a

DNA–RNA heteroduplex) which cannot undergo ribosomal

protein biosynthesis. Alternatively, the DNA–RNA heterodu-

plex can be a substrate for RNAse H-mediated degradation of

the mRNA strand. This way, catalytic amounts of the ON can

mediate the efficient cleavage of mRNA encoding a specific

protein, which leads to effective (though reversible) and selec-

tive downregulation of the protein's activity. A third option for

https://www.beilstein-journals.org/bjoc/about/openAccess.htm
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Figure 1: Biological action of single-stranded oligonucleotides (ON): antigene and antisense pathways.

the biological action of oligonucleotide structures is the trig-

gering of the RNA interference mechanism by double-stranded

'small interfering' RNA (siRNA, mechanism not shown) [4]. Al-

ternatively, single-stranded oligonucleotides (anti-miRNA

oligonucleotides, 'AMOs', 'antimiRs') can inhibit endogenous

microRNA-mediated RNA interference by blocking the RNA

strand in the involved protein–RNA complex (RISC) [5].

The capability of ONs to exert the aforementioned biological

mechanisms via sequence-specific molecular recognition makes

them highly attractive candidates for drug development. How-

ever, their pharmacokinetic properties are problematic and

represent a significant hurdle for their therapeutic application.

First, the high polarity of ONs, mainly caused by their oligoan-

ionic phosphate diester backbone, severely hampers the penetra-

tion of biological barriers such as cellular membranes, thus

leading to low cellular uptake. Second, unmodified ON struc-

tures are good substrates for nuclease-mediated degradation.

Consequently, it is of vital importance to chemically modify

ON structures in order to make them suitable drug candidates or

chemical probes, e.g., for diagnostic purposes [6,7].

The relevance of the polyanionic phosphate diester-linked back-

bone to the overall function of nucleic acids has been discussed

by Westheimer [8], Benner [9,10], and others. In spite of these

considerations, many artificial internucleotide linkages were in-

vestigated in order to reduce the overall negative charge of the

backbone and to enhance nuclease stability. One apparent ap-

proach to achieve these goals is the introduction of non-native

electroneutral backbone linkages, with the nucleic acid mimic

'peptide nucleic acid' (PNA) [11-13] representing a striking ex-

ample. Although the achiral PNA backbone is pronouncedly

different from native nucleic acid structures, PNAs are capable

of sequence-specific hybridization to native nucleic acids. How-

ever, their moderate water solubility and peptide-like folding

properties [9] are hurdles for their biological application. As an

alternative strategy, the (deoxy)ribose part of the backbone has

been retained and only some of the internucleotide phosphate

diesters have been selectively replaced by electroneutral motifs.

Such artificial neutral linkages include, among others, sulfone

[14], amide [15-22], triazole [23-27], phosphoramidate [28] and

phosphate triester [29] moieties.

Using a different approach, positive charges have been intro-

duced into nucleic acid structures. Positively charged moieties

were either employed (i) as additional charged structural motifs

compensating for the negative charges in the backbone link-

ages or (ii) as replacements of the native negatively charged

phosphate diester linkages. The first option has found consider-

able attention, with positively charged moieties attached to

nucleobases or the ribose sugar. Some selected examples 1–6 of

resulting nucleic acid structures are provided in Figure 2

[30-37]. Oligonucleotides of this type are at least partially

zwitterionic, but overall densely charged. With respect to the

aspired improvement of cellular uptake, fully cationic oligo-

nucleotide analogues might also be attractive candidate struc-

tures, as indicated by the advantageous properties of cationic

cell-penetrating peptides (CPPs) [38]. However, the design of
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Figure 2: Selected examples 1–6 of nucleic acid modifications based on additionally attached positively charged moieties, but retaining an intact
phosphate diester backbone (B1, B2 = nucleobases) [30-37].

Figure 3: Oligonucleotide analogues with artificial cationic backbone linkages discussed in this review: aminoalkylated phosphoramidates 7 (and
related systems, not shown), guanidinium-linked 'DNG' 8, S-methylthiourea-linked oligomers 9, and nucleosyl amino acid (NAA)-modified oligonucleo-
tides 10 (B1, B2 = nucleobases).

modifications of type 1–6 precludes the preparation of fully

cationic oligonucleotide analogues.

This review focusses on the second aforementioned option to

employ cationic motifs in oligonucleotide structures, i.e., as

replacements of the native phosphate diester linkages [39]. In

principle, this approach enables the preparation of partially or

fully zwitterionic as well as cationic backbones. This strategy

has been studied less frequently, with research on four artificial

cationic linkages summarized in this review: aminoalkylated

phosphoramidates (and related systems), guanidinium groups,

S-methylthiourea motifs, and nucleosyl amino acid (NAA)-

derived modifications. The synthesis and properties of the cor-

responding oligonucleotide analogues of types 7–10 (Figure 3)

with cationic backbone linkages are described.

Review
Aminoalkyl phosphoramidate linkages and
related systems
Pioneering work in the field has been reported by Letsinger and

co-workers. In 1986, they introduced a deoxyadenosyl dinu-

cleotide linked by an aminoethyl phosphoramidate moiety

which is positively charged under acidic and neutral conditions

[40]. Based on these results, they subsequently reported the

synthesis of short, cationic DNA oligonucleotides with phos-

phoramidate linkages of type 7, which were N-alkylated with

substituents containing basic structural motifs [41].

The synthesis of the modified deoxyadenosyl dinucleotide 11

was achieved using solution-phase chemistry (reactions not

shown, for structure of 11 see Scheme 1) [40]. Subsequently,
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Scheme 1: Structure of Letsinger's modified deoxyadenosyl dinucleotide 11 and synthesis of cationic oligonucleotide analogue 18 containing amino-
alkyl phosphoramidate linkages. CPG = controlled pore glass (solid support).

the preparation of corresponding oligonucleotide analogues was

performed on solid support using H-phosphonate chemistry

(Scheme 1). Thus, solid phase-linked thymidine 12 was coupled

with 5'-dimethoxytrityl-(DMTr)-protected thymidine 3'-H-phos-

phonate 13 to give dimeric H-phosphonate 14, which was then

acidically DMTr-deprotected to furnish 15. After the desired

number of such coupling-deprotection cycles, the phosphite-

linked oligo-thymidine 16 was transformed in an oxidative

amidation reaction [42] in the presence of iodine and N,N,N'-

trimethylethylenediamine (17) to yield, after basic cleavage
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from the solid support, the envisioned aminoalkyl phosphor-

amidate-linked oligonucleotide 18.

To study the hybridization properties of such cationic oligo-

nucleotide analogues with native DNA and RNA, Letsinger and

co-workers performed UV-monitored thermal denaturation ex-

periments [40,41]. In the case of the modified deoxyadenosyl

dimer 11, hybridization with native RNA-TPoly as well as with

DNA-TPoly strands was evident and the complex formed more

stable than comparable complexes involving the native d(ApA)

DNA reference. An increase of the measured Tm of ≈10 °C

for complexes of the aminoethyl phosphoramidate-linked

dinucleoside 11 with RNA and ≈25 °C for the according

hybridization with DNA was observed [40]. In addition, the

cationic dimer 11 was shown to bind more tightly to native

RNA and DNA strands in the presence of magnesium chloride

[40].

For the cationic T-oligomer 18, Letsinger and co-workers re-

ported a strongly reduced absorbance of a mixture of 18 with

DNA-APoly in thermal melting studies, as compared to the non-

hybridized, single-stranded oligonucleotides [41]. This indicat-

ed a successful complex formation with ordered base stacking

of the positively charged oligonucleotide analogue and its

native DNA counterstrand. When exposed to high ionic strength

(1.0 M NaCl), the complex was shown to undergo a significant

decrease in stability. This effect of high salt concentrations was

inverse to the corresponding effect for native anionic DNA

duplexes and obviously resulted from electrostatic shielding

mediated by the salt ions, thus weakening the attraction of the

oppositely charged backbones [41].

In order to elucidate the stability of aminoethyl phosphor-

amidate-linked oligonucleotides to nuclease-catalysed degrada-

tion, Letsinger and co-workers described the incubation of such

oligomers, the deoxyadenosyl dimer 11 and DNA-TPoly (as a

reference) with snake venom phosphodiesterase and spleen

phosphodiesterase, respectively [40,41]. In these assays, neither

the modified dimer 11 nor oligonucleotides of type 7 (such as

18) showed any degradation by either enzyme, while native

DNA reference strands were rapidly cleaved.

Other groups have subsequently employed Letsinger's amino-

alkyl phosphoramidate linkage (or variations thereof) in

biochemical and biological studies on the properties of corre-

sponding oligonucleotides. Weeks and co-workers have demon-

strated that a triplex-forming antigene oligonucleotide modified

with a variant of Letsinger's linkages can efficiently inhibit the

expression of plasmid DNA injected into Xenopus oocytes [43].

The presence of the cationic backbone modification and a suffi-

ciently long mismatch-free target DNA sequence were essential

for this gene-silencing effect, thus indicating the relevance of

enhanced nuclease stability and sequence-specific DNA

binding. However, the gene-silencing effect could only be

achieved if the modified oligonucleotide and the plasmid DNA

were either mixed prior to cellular injection or if the oligo-

nucleotide was injected first, pointing out a likely competition

of the cationic antigene oligonucleotide with cellular histones

for DNA binding [43].

Vasseur, Debart and co-workers have combined a variant of

Letsinger's linkages with an α-configuration at the anomeric

centers of antisense oligonucleotides [44,45]. They have found

that such zwitterionic to fully cationic α-oligonucleotides bound

to single-stranded DNA and RNA targets with high affinity,

with duplex stabilization being proportional to the number of

cationic modifications. It was also reported that these oligo-

nucleotides showed retained base pairing fidelity, i.e., the Tm

value was significantly reduced in the presence of a base

mismatch. This specificity in binding suggested that such oligo-

nucleotides should be promising sterically blocking antisense

agents as their RNA targets were not digested by RNAse H.

This anticipated bioactivity was confirmed in whole cell assays

without the presence of transfection agents, suggesting that the

altered charge pattern of the oligonucleotide backbone enabled

its cellular self-delivery [44]. The same authors then also

studied similar oligonucleotides with guanidinium groups as

cationic moieties, which were obtained by postsynthetic guani-

dinylation of the congeners with amino-functionalized phos-

phoramidate linkages (reaction not shown) [46]. The presence

of the guanidinium units furnished high hybridization affinities,

in particular with single-stranded RNA targets, and also in

triplex formation with double-stranded DNA, though the amino-

functionalized analogues gave similar triplex stabilities. A fully

cationic and fluorescently labelled guanidinylated oligonucleo-

tide was subjected to comparative cellular uptake studies. Rela-

tive to its fluorescently labelled anionic phosphorothioate

congener, it showed vastly enhanced cellular uptake. Fluores-

cence microscopy revealed a cytoplasmic localization of the

oligonucleotide without accumulation in the nuclei. This indi-

cated an endocytotic uptake mechanism with (at least partial)

retention of the material in the endocytotic vesicles. No unspe-

cific cytotoxic effect of the guanidinylated oligonucleotide was

observed.

Other types of oligonucleotides with aminoalkyl moieties as

part of artificial internucleotide linkages have also been re-

ported. With respect to their structural similarity to Letsinger's

aminoalkyl phosphoramidate linkages, these variants are cate-

gorized as 'related systems' in this review. Fathi et al. have

established the aminoethylphosphonate linkage 19 (i.e., a phos-

phonate analogue of amidate 7) [47], and Rahman, Obika and
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co-workers have described cationic phosphorothioates of type

20 [48] (Figure 4).

Figure 4: Artificial cationic backbone linkages 19 and 20 which are
structurally related to aminoalkylated phosphoramidates of type 7
(B1, B2 = nucleobases).

The preparation of phosphonate linkage 19 was achieved in

diastereomerically pure form, i.e., with defined configuration at

the stereogenic phosphorus atom [47]. Corresponding

RP-configured zwitterionic oligonucleotides formed duplexes

with complementary DNA or RNA that were more stable than

their respective native counterparts. The modified oligonucleo-

tides showed pronounced nuclease and serum stability as well

as significantly enhanced cellular uptake relative to their native

congeners. As for the aforementioned phosphoramidates, fluo-

rescence microscopy indicated a cytoplasmic localization of the

tested zwitterionic oligonucleotide without significant accumu-

lation in the nuclei, thus pointing to endocytotic uptake with

retention of the compound in endocytotic vesicles (vide supra).

Cationically functionalized phosphorothioates of type 20 were

also prepared as diastereomerically pure compounds with

defined configuration at the stereogenic phosphorothioate unit

[48]. A series of different residues (R in Figure 4) bearing one

or two basic amino functionalities was introduced. The result-

ing 12-mer oligonucleotides with one cationic internucleotide

linkage (all other linkages were phosphates) were tested for

their ability to form duplexes with single-stranded DNA or

RNA as well as triplexes with double-stranded DNA. The

aminoalkylated RP-phosphorothioates showed an increased

stability of DNA duplexes while the SP-isomers gave destabi-

lized duplexes. Both the cationically functionalized RP- and

SP-oligonucleotides displayed decreased affinity towards RNA,

while triplex formation was enhanced for all tested RP

congeners. The aminoalkylation generally provided an in-

creased nuclease stability, which was more pronounced for the

RP isomers.

Deoxyribonucleic guanidines (DNG) with
guanidinium linkages
In their design of cationic oligonucleotide analogues, Bruice et

al. did not just attach a cationic moiety to the modified phos-

phate diester backbone, but they completely replaced it with a

guanidinium linkage to give 'deoxyribonucleic guanidines

(DNG)' of type 8 [49]. The guanidinium group was selected

owing to its maintenance of a positive charge over a broad pH

range and its ability to form both intermolecular electrostatic

interactions and hydrogen bonds [50]. Letsinger's aminoalkyl

phosphoramidate modification was stereogenic at the phos-

phorus atom, thus leading to complex mixtures of diastereo-

meric oligomers (with the exception of the aforementioned

related systems, vide supra) as the stereoselective synthesis of

stereogenic phosphate derivatives is challenging. Therefore,

achiral artificial linkages such as guanidinium groups may be

considered advantageous from a stereochemical perspective.

For the first synthesis of a pentameric thymidinyl DNG in 1996,

Bruice and co-workers used an iterative solution-phase protocol

(reactions not shown) [51]. This method was associated with

some limitations, such as its moderate yields and the need for

purification after each synthetic step. Subsequently, two differ-

ent approaches for the solid phase-supported synthesis of DNG

oligomers were introduced. They enabled chain elongation

either in the 5'→3' [52] or 3'→5' [53] direction, respectively.

Starting from protected 3',5'-dideoxy-5'-amino-3'-azidothymi-

dine 21, the 5'→3' route was based on the synthesis of the

diamino intermediate 22 and thiourea monomer 23, which was

then converted into a reactive carbodiimide 24 and coupled to a

terminal amino group of the solid phase 25 (Scheme 2). This

coupling furnished solid phase-attached intermediate 26, which

was Fmoc-deprotected to the amine 27. Iterative repetition of

this coupling-deprotection cycle gave oligomer 28, which was

then acidically cleaved from the solid support and reductively

Troc-deprotected to afford octameric thymidinyl DNG 29.

Based on this method, the solid phase-supported synthesis oper-

ating in the 3'→5' direction was later developed. As described

by Bruice and co-workers, it was compatible with the cleavage

conditions used in the solid phase-supported synthesis of native

DNA and also allowed the introduction not only of pyrimidine,

but also of purine bases into the oligonucleotide analogue [53].

The method was based on the activation of the 5′-mono-

methoxytrityl (MMTr)-protected 3'-thiourea monomer 30 to the

corresponding carbodiimide 31 (Scheme 3). Using long-chain

alkylamine controlled pore glass (CPG) loaded with 5′-amino-

5′-deoxythymidine (32) as solid phase, the reaction cycle started

with the guanidine-forming coupling of 31 and 32 to give 33,

followed by acidic cleavage of the MMTr protecting group to

yield the free 5'-amine 34. Subsequent iterative coupling–depro-
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Scheme 2: Bruice's synthesis of guanidinium-linked DNG oligomer 29 in the 5'→3' direction (Troc = 2,2,2-trichloroethyloxycarbonyl).
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Scheme 3: Bruice's synthesis of purine-containing guanidinium-linked DNG oligomer 36 in the 3'→5' direction (MMTr = monomethoxytrityl).

tection cycles resulted in the formation of the guanidinium-

linked oligomer 35. After basic guanidine and purine deprotec-

tion and concomitant cleavage from the solid support, final

acidic deprotection furnished A5T oligonucleotide analogue 36.

In addition to these protocols, the solid phase-supported synthe-

ses of DNG-DNA chimeras with partially zwitterionic back-

bone structures [54,55] as well as of further mixed DNG se-

quences [56,57] have been described (reactions not shown). It is
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also noteworthy that Bruice and co-workers succeeded in the

preparation of corresponding guanidine-linked RNA analogues

[58,59], though this is not within the main scope of this review.

Bruice et al. reported that oligonucleotide analogues containing

the cationic DNG-modification bind to DNA with retention of

base-pairing fidelity, furnishing thermally highly stable com-

plexes with native complementary DNA and RNA counter-

strands [51,60-64]. The increase in melting temperature for the

DNG-DNA complex was reported to be around 15–25 °C per

bp under nearly physiological conditions, dependent on the sur-

rounding ionic strength. As shown by Job plot analysis, an

oligo-thymidinyl DNG forms triple-stranded complexes in a

2:1 mixture with its native DNA counterstrand, i.e., the result-

ing triplex contains two DNG oligo-thymidylate analogues and

one oligo-adenylate DNA strand [64]. The same binding stoi-

chiometry was observed for an oligo-deoxyadenosyl DNG in

complex with a native oligo-thymidylate DNA [53]. Overall,

the obtained results suggest that adenosine- and thymidine-

derived DNG oligomers support the formation of triplex struc-

tures, but that the DNG-DNA ratio within the complex is deter-

mined by the respective nucleobases. Remarkably, neither

cytidinyl nor 7-deazaguanyl DNG oligomers furnish triplexes,

but bind their complementary DNA counterstrand in a 1:1 ratio

[65,66]. Furthermore, it was shown that an increase in ionic

strength shields the oppositely charged backbones, thus destabi-

lizing both DNG-DNA duplexes and triple-stranded DNG-DNA

complexes, respectively. The triple-stranded DNG-DNA com-

plex was less affected than its duplex congener though

[51,60,61].

Regarding base-pairing fidelity, Bruice and co-workers have re-

ported significantly reduced stabilities of DNG-DNA duplexes

and triplexes, respectively, upon the insertion of base

mismatches in the DNA counterstrand. Analyzing a 2:1 com-

plex formed from two octameric thymidinyl DNG strands and

one native DNA A8-mer, they concluded that base mismatches

at either end of the DNA counterstrand sequence do not hamper

hybridization as strongly as a single base mismatch in the center

of the DNA strand. Two base mismatches in the center of

the DNA counterstrand led to a complete loss of hybridization

[64].

In addition to these thermal denaturation experiments, Bruice et

al. also reported circular dichroism (CD) spectroscopic studies

to obtain further information on the solution structures of DNG

strands and their complexes with DNA. The corresponding

analysis of the aforementioned triplex (DNG-T8)2/DNA-A8 in-

dicated a usual B-DNA-derived triple helix structure, while the

comparison of single-stranded DNG-T8 with native DNA-T8

furnished two very different CD spectra [64].

S-Methylthiourea linkages
In addition to their work on DNG oligonucleotide analogues,

Bruice et al. also reported the positively charged S-methyl-

thiourea backbone modification as an artificial internucleotide

linkage [67-69]. For oligomers containing this replacement of

the backbone phosphate diesters, the term 'DNmts' was coined.

Just like the guanidinium linkage in DNGs, the S-methyl-

thiourea modification is not stereogenic and stable towards

nuclease-mediated cleavage. Furthermore, it retains its positive

charge independent of pH conditions.

Bruice and co-workers initially reported a solution-phase

synthesis that enabled the formation of pentameric thymidinyl

DNmt in the 3'→5' direction (reactions not shown) [68]. They

then introduced an automated solid phase-supported synthesis

which was compatible with standard techniques of DNA

synthesis (Scheme 4) [69]. A derivative of 5'-amino-5'-

deoxythymidine attached to CPG (37) served as the solid phase.

The construction of the oligomer, achieved in 3'→5' direction,

was based on the coupling of 3'-isothiocyanate 38 with the

5'-amino group of 37 to give 39 and, after acidic MMTr

cleavage, 40. Iterative repetition of this coupling-deprotection

cycle afforded thiourea-linked oligonucleotide analogue 41.

Subsequent reaction of the thiourea internucleotide linkages

with methyl iodide furnished the protected S-methylthiourea-

linked oligomer 42 and finally, after cleavage from the solid

support and acidic deprotection, the envisioned DNmt oligomer

43.

As for the pentameric DNG congener (vide supra), the DNmt-

T5 oligonucleotide analogue was shown to bind more tightly to

complementary DNA than DNA itself [68]. Under nearly physi-

ological conditions with respect to pH and ionic strength, the

Tm value for the DNmt-T5/DNA-APoly complex was reported to

be above 80 °C whereas a comparable DNA–DNA duplex was

only stable up to 13 °C. DNmt-T5 complexes with native RNA-

APoly showed an even higher thermal stability. Job plot analy-

sis revealed the formation of triple-stranded complexes be-

tween the DNmt pentamer and DNA-APoly or RNA-APoly, re-

spectively [68,70]. Similar to the results obtained for DNG-T5

(vide supra), a triplex with 2:1 stoichiometry (DNmt:DNA and

DNmt:RNA, respectively) was confirmed.

Remarkably, Bruice et al. identified two different hyper-

chromic shifts for the DNmt-T5/DNA-APoly complex, but not

for comparable DNmt-RNA aggregates when these mixtures

were exposed to higher ionic strength, denoting the thermal

denaturation of the (DNmt-T5)2/DNA-APoly triplex and, subse-

quently, the DNmt-DNA duplex. However, the corresponding

melting temperatures were significantly lower than Tm values

measured in aqueous solutions with physiological ionic
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Scheme 4: Bruice's synthesis of S-methylthiourea-linked DNmt oligomer 43.

strength. This indicates a pronounced destabilization of the

DNmt-DNA complex with increasing ionic strength [70].

Comparable DNmt-RNA complexes were less destabilized

under identical conditions.

Bruice and co-workers also performed further thermal denatura-

tion studies to elucidate base-pairing fidelity of the pentameric

thymidinyl DNmt. No increase in hyperchromicity was ob-

served for combinations of DNmt-T5 with either DNA-GPoly,

DNA-CPoly or DNA-TPoly, over a temperature range from 5 to

93 °C, thus ruling out complex formation with these fully

mismatched native DNA counterstrands. Furthermore, a pro-

nounced drop in thermal stability of DNmt–DNA complexes

containing 50% T–C mismatches and also for congeners con-

taining 20% T–C mismatches was described [71].

In CD spectroscopic studies performed on the thymidinyl DNmt

pentamer, Bruice et al. further confirmed the base-pairing speci-

ficity of oligonucleotides containing the artificial S-methyl-

thiourea backbone linkage [70,71]. CD spectra of DNmt-T5 in

complex with five different DNA oligonucleotides containing

an increasing number of C mismatches showed significant
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Figure 5: Structure of the natural product muraymycin A1 (44) and design concept of nucleosyl amino acid (NAA)-modified (partially) zwitterionic
oligonucleotides of type 48 formally derived from structures 45–47 (B1, B2 = nucleobases).

changes dependent on the mismatch content. While the combi-

nation of DNmt-T5 with DNA-A20 resulted in a CD difference

spectrum with distinct amplitude, the addition of DNA oligo-

nucleotides with an increasing number of C mismatches led to

continuous slackening of signals in the difference spectra, until

those were almost flat for DNA oligonucleotides containing

50% C mismatches. Hence, this indicates that the ability

of the DNmt pentamer to associate with a native DNA

oligomer is dependent on Watson–Crick base pairing and is

severely hampered by an increasing amount of base-pairing

mismatches.

Nucleosyl amino acid (NAA)-derived linkages
Both Letsinger's and Bruice's approaches for the introduction of

positive charges into artificial backbone linkages have charac-

teristic conformational features. Letsinger's aminoalkyl phos-

phoramidate modification and related systems involve a pro-

nounced conformational flexibility of the moieties carrying the

positively charged groups. Hence, it cannot be ruled out that

interactions with the phosphate groups occur which would be

less likely if the positively charged units were more rigidly

fixed to the backbone. In contrast, both Bruice's DNG and

DNmt oligonucleotide analogues are characterized by confor-

mationally rigid internucleotide linkages. Apparently, an alter-

native strategy providing a positively charged backbone linkage

with 'intermediate' conformational flexibility is missing.

These considerations have stimulated our design of a new artifi-

cial internucleotide linkage named 'nucleosyl amino acid

(NAA)-modification' (Figure 5) [72-74]. In principle, the NAA-

modification is inspired by 'high-carbon' nucleoside structures

(i.e., nucleosides having more than five carbon atoms in the

sugar unit) found in naturally occurring nucleoside antibiotics

[75-77]. In muraymycin- and caprazamycin-type nucleoside

antibiotics, among others, such 'high-carbon' nucleosides are

uridine-derived amino acid structures ('glycyluridine', GlyU)

[78-80], which are aminoribosylated at the 5'-hydroxy group.

As part of our ongoing research program on muraymycin

nucleoside antibiotics (e.g., muraymycin A1 (44)) and their ana-

logues [81-88], we have reported the synthesis of simplified

(i.e., 5'-defunctionalized) GlyU derivatives of type 45 (Figure 5)

[86-88]. The formal amalgamation of this 'nucleosyl amino acid

(NAA)' structure 45 with previously reported amide internu-

cleotide linkages of types 46 and 47 [15-22] furnished the struc-

ture of an 'NAA-modified oligonucleotide' 48 (Figure 5). The

6'-amino group of the NAA-modification is positively charged

at physiological pH values, thus providing a (partially) zwitter-

ionic backbone structure if some phosphate diester units are

replaced with the NAA-modification. In the NAA-modification,

several rotatable bonds are combined with the rigid amide

group, and it is therefore expected to represent an example of

the aforementioned positively charged backbone linkage with

'intermediate' conformational flexibility (vide supra).
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Scheme 5: Retrosynthetic summary of Ducho's synthesis of partially zwitterionic NAA-modified oligonucleotides 48 (BOM = benzyloxymethyl).

We have reported that partially zwitterionic NAA-modified

DNA oligonucleotides can be obtained by standard solid phase-

supported automated DNA synthesis if 'dimeric' phosphor-

amidite building blocks 49 and 50 are employed (Scheme 5)

[72,73]. For the synthesis of 'dimeric' phosphoramidites 49 and

50, protected thymidinyl amino acids (S)-51 or (R)-51 were

coupled with protected 3'-amino-3'-deoxythymidine 52 or pro-

tected 3'-amino-2',3'-dideoxyadenosine 53 [73,89], respectively.

Thymidinyl amino acids 51 were obtained from 3'-O-silylated

thymidine-5'-aldehyde 54 via a previously established route

using Wittig–Horner olefination and catalytic asymmetric

hydrogenation as key steps (reactions not shown) [86,87,90-92].

Using 'dimeric' building blocks (S)-49, (R)-49, (S)-50, and

(R)-50 (Scheme 5), automated DNA synthesis under standard

conditions enabled the preparation of partially zwitterionic

NAA-modified oligonucleotides with defined configuration at

the 6'-position, i.e., with control over the spatial orientation of

the positive charge [72,73]. Thus, the NAA-modification was

placed in T–T ('TxT', with x representing the NAA-linkage) and

A–T segments ('AxT') of the oligonucleotide sequence, respec-

tively. Further variation of the 3'-aminonucleoside component

(52 and 53 in Scheme 5) should potentially also allow the intro-

duction of the NAA-modification at C–T and G–T sites within a

given sequence.

So far, 24 different oligonucleotides with one to four TxT

NAA-modifications at various positions [72] as well as two

oligonucleotides with two AxT NAA-modifications [73] have

been reported. The properties of the TxT-containing congeners

have been studied in detail [72]. Thermal denaturation experi-

ments showed that the TxT NAA-modified DNA oligonucleo-

tides formed duplexes with complementary native DNA or

RNA counterstrands, but with moderate destabilization relative

to unmodified native duplexes, in particular for DNA–RNA

hybrids. The fidelity of base pairing was studied using native

DNA counterstrands containing a single base mismatch.

Furthermore, structures of the duplexes were investigated by

CD spectroscopy. The following properties of TxT NAA-modi-

fied DNA oligonucleotides were reported [72]: (i) they formed

reasonably stable duplexes with complementary counterstrands,

in particular with native DNA; (ii) the influence of the spatial



Beilstein J. Org. Chem. 2018, 14, 1293–1308.

1305

Scheme 6: Retrosynthetic summary of Ducho's and Grossmann's synthesis of fully cationic NAA-modified oligonucleotides 55a and 55b.

orientation of the positive charge, i.e., of the configuration at

the 6'-position, was moderate, with a tendency that (6'R)-config-

ured linkages furnished slightly more stable duplexes; (iii) the

modified oligonucleotides showed no impairment of mismatch

discrimination, i.e., single base mismatches led to a significant

drop in duplex stability; (iv) the formed duplexes were devoid

of significant structural distortion, i.e., their CD spectra indicat-

ed B-type helices for DNA–DNA duplexes and A-type helices

for DNA–RNA duplexes. Overall, these results demonstrated

that typical chemical properties of nucleic acids are retained in

partially zwitterionic NAA-modified DNA oligonucleotides.

However, corresponding studies on NAA-modified DNA oligo-

nucleotides with a fully zwitterionic backbone have not been

conducted yet.

With respect to the aforementioned favourable properties of

zwitterionic NAA-modified oligonucleotides, the obvious aim

was to synthesize fully cationic oligomers, i.e., oligonucleotide

analogues with the cationic NAA-modification as their sole

internucleotide linkage. The phosphoramidite-based synthetic

strategy depicted in Scheme 5 was not suitable to reach this

goal as it furnishes phosphate diester linkages at least at every

second position within a given sequence. Therefore, a different

synthetic route was developed (Scheme 6) [74]. The envisioned

fully cationic thymidine-derived oligomers 55a (all-(S)-config-

ured at the 6'-positions) and 55b (all-(R)-configured at the

6'-positions) were assembled by manual Fmoc-based solid

phase-supported peptide synthesis using the monomeric

3'-amino-nucleosyl amino acids (S)-56 and (R)-56, respectively,

as building blocks. The synthesis of thymidinyl amino acids 56

was again started from a corresponding 5'-aldehyde 57 using

Wittig–Horner olefination and catalytic asymmetric hydrogena-

tion as key steps (reactions not shown) [74].

The properties of fully cationic oligonucleotide analogues 55a

and 55b were studied in detail [74]. Thermal denaturation ex-

periments demonstrated a strong hybridization of both

thymidinyl oligomers with native complementary A14 DNA,

with Tm values being 9 and 17 °C higher, respectively, than the

Tm value of an unmodified T14–A14 DNA reference duplex. As

anticipated based on Letsinger's and Bruice' work (vide supra),

the Tm value of the 55–DNA complex decreased with increas-

ing ionic strength. Studies on base-pairing fidelity gave the

remarkable result that both 55a and 55b were largely insensi-

tive to the presence of a single base mismatch in the counter-

strand, thus indicating that electrostatic attraction overruled

Watson–Crick base-pairing specificity in these cases.

CD spectroscopy indicated that both 55a and 55b formed

double-helical duplex structures with complementary DNA,

apparently with slight distortions in case of the 55b–DNA

duplex.

The hampered base-pairing fidelity of 55a and 55b raised the

question if the hybridization of these oligocations with oligoan-

ionic DNA was dependent on Watson–Crick base-pairing at all

or if it was mainly mediated by electrostatic attraction. Thermal

denaturation studies of mixtures of 55a or 55b, respectively,

with a fully mismatched DNA counterstrand (G6TTG6) showed

a pronounced hyperchromicity upon heating in both cases, but

also indicated that no transition between two defined states

occurred [74]. It was derived from these results that 55a and

55b probably formed less defined, unspecific aggregates with

the fully mismatched counterstrand, which then disassembled at

elevated temperatures. This hypothesis was further supported by

CD-spectroscopic studies. The overall conclusion was that the

formation of defined double-helical duplex structures of 55a

and 55b with DNA was mainly steered by Watson–Crick base-



Beilstein J. Org. Chem. 2018, 14, 1293–1308.

1306

pairing, but that unspecific electrostatic attraction also contrib-

uted to the hybridization of the strands.

Conclusion
In summary, this review provides an overview of four different

approaches to introduce cationic backbone linkages as replace-

ments of the phosphate diester units into oligonucleotide struc-

tures: i) aminoalkylated phosphoramidates and related systems;

ii) guanidinium groups; iii) S-methylthiourea motifs and

iv) nucleosyl amino acid (NAA)-derived modifications. All of

these artificial internucleotide linkages are accessible by means

of chemical synthesis, which is either based on the application

of H-phosphonate (for i) or phosphoramidite-based (for iv)

DNA synthesis, or on a massively modified version of DNA

synthesis (for ii and iii), or on solid phase-supported peptide

synthesis (for iv).

Studies on the properties of resulting oligomers are not fully

conclusive yet. Some data, for instance on base-pairing fidelity,

are missing for Letsinger's originally reported aminoalkylated

phosphoramidates, while subsequently reported variants thereof

and related systems have been studied in more detail. Thus,

both retained base-pairing fidelity and improved cellular uptake

have been reported for some oligonucleotides with structural

similarity to Letsinger's first-generation aminoalkylated phos-

phoramidates. Bruice's guanidinium- and S-methylthiourea-

linked systems have a pronounced tendency to form triple-

helical structures with native nucleic acids, which makes a

direct comparison with the other approaches difficult. Bruice's

data suggest retained base-pairing fidelity for fully cationic

oligomers, which is in remarkable contrast to our results ob-

tained for NAA-modified oligonucleotides. The latter showed

excellent base-pairing fidelity in the case of partially zwitter-

ionic backbones, but insensitivity to single base mismatches for

the hybridization of fully cationic oligomers with native DNA.

Recently reported results on such fully cationic NAA oligomers

[74] indicate that in addition to Watson–Crick base-pairing,

unspecific electrostatic attraction also plays a role in the hybrid-

ization process. Overall, one must state that the interplay of the

structural and conformational properties of cationic internu-

cleotide linkages and the physicochemical behaviour of corre-

sponding oligomers in their binding to anionic nucleic acids is

only scarcely understood and will require further research

efforts.

Studies on the biological properties of (partially) zwitterionic

and cationic oligonucleotide analogues in cellular systems, in

particular with respect to their cellular uptake, are currently

only available for some aminoalkylated phosphoramidate-

linked oligonucleotides and a related phosphonate analogue.

The anticipated vast improvement of cellular uptake due to the

presence of the cationic internucleotide linkages was proven for

these systems, even though they displayed hampered endo-

somal release. On the other hand, our results on NAA-derived

cationic oligomers suggest that, as a paradigm for the design of

cationic oligonucleotide analogues for biological applications,

one should potentially be cautious with respect to the number of

positive charges in the backbone: base-pairing fidelity might be

hampered, dependent on the structure of the artificial internu-

cleotide linkage. It will therefore also be of significant rele-

vance to further investigate the influence of the charge pattern

in the backbone on the oligonucleotides' cellular uptake. The

stage is set to perform such studies, which will further advance

the development of cationically linked oligonucleotide ana-

logues for potential applications as drug candidates, diagnostic

agents or chemical tool compounds.
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